
PERT SCHEDULING TECHNIQUES FOR ENGI-
NEERING PROJECTS

INTRODUCTION AND HISTORICAL PERSPECTIVES

Critical Path Method (CPM) and Program Evaluation and
Review Technique (PERT) are the two most frequently
used project network analysis tools. Network analysis pro-
cedures originated from the traditional Gantt Chart, or
bar chart, developed by Henry L. Gantt during World
War I. There have been several mathematical techniques
for scheduling activities, especially where resource con-
straints are a major factor. Unfortunately, the mathemat-
ical formulations are not generally practical due to the
complexity involved in implementing them for realisti-
cally large projects. Even computer implementations of the
mathematical techniques sometimes become too cumber-
some for real-time managerial applications. It should be
recalled that the people responsible for project schedules
are the managers, who justifiably, prefer simple and quick
decision aids. To a project scheduler, a complex mathemat-
ical procedure constitutes an impediment rather than an
aid in the scheduling process. Nonetheless, the premise of
the mathematical formulations rests on their applicability
to small projects consisting of very few activities. Many of
the techniques have been evaluated, applied, and reported
in the literature.

A more practical approach to scheduling is the use of
heuristics. If the circumstances of a problem satisfy the
underlying assumptions, a good heuristic will yield sched-
ules that are feasible enough to work with. A major factor
in heuristic scheduling is to select a heuristic with assump-
tions that are widely applicable. A wide variety of schedul-
ing heuristics exists for a wide variety of special cases. The
procedure for using heuristics to schedule projects involves
prioritizing activities in the assignment of resources and
time slots in the project schedule. Many of the available
priority rules consider activity durations and resource re-
quirements in the scheduling process.

If all activities are assigned priorities at the beginning
and then scheduled, the scheduling heuristic is referred
to as a serial method. If priorities are assigned to the set
of activities eligible for scheduling at a given instant and
the schedule is developed concurrently, then the scheduling
heuristic is referred to as a parallel method. In the serial
method, the relative priorities of activities remain fixed. In
the parallel methods, the priorities change with the current
composition of activities. The techniques presented in this
chapter are particularly useful for engineering projects be-
cause of the unique characteristics of such projects.

PERT/CPM TOOLS

The network of activities contained in a project provides the
basis for scheduling the project. Although CPM and PERT
are the two most popular techniques for project network
analysis, the Precedence Diagramming Method (PDM) has
gained in popularity in recent years because of its rele-
vance for concurrent engineering applications. A project

network is the graphical representation of the contents and
objectives of a project. The basic project network analysis
is typically implemented in three phases: network plan-
ning phase, network scheduling phase, and network con-
trol phase.

Network planning is sometimes referred to as activity
planning. This involves the identification of the relevant
activities for the project. The required activities and their
precedence relationships are determined. Precedence re-
quirements may be determined on the basis of technolog-
ical, procedural, or imposed constraints. The activities are
then represented in the form of a network diagram. The
two popular models for network drawing are the activity-
on-arrow (AOA) and the activity-on-node (AON) conven-
tions. In the AOA approach, arrows are used to represent
activities,while nodes represent starting and ending points
of activities. In the AON approach, nodes represent activi-
ties, while arrows represent precedence relationships. Es-
timates of time, cost, and resource requirements are devel-
oped for each activity during the network planning phase.
Time estimates may be based on historical records, time
standards, forecasting, regression analysis, or other quan-
titative methods.

Network scheduling is performed by using forward pass
and backward pass computational procedures. These com-
putations give the earliest and latest starting and finish-
ing times for each activity. The slack time or float asso-
ciated with each activity is determined during the for-
ward/backward network computations. The activity path
with the minimum slack in the network is used to de-
termine the critical activities. This path also determines
project duration. Resource allocation and time-cost trade-
offs are other functions performed during network schedul-
ing.

Network control involves tracking the progress of a
project on the basis of the network schedule and taking
corrective actions when needed. An evaluation of actual
performance versus expected performance determines de-
ficiencies in the project progress. The overall procedure is
summarized in the steps below.

Step 1 (Planning Phase). Activity planning. The activi-
ties making up the project are defined and their inter-
dependencies or precedence relationships are determined.
Precedence requirements may be determined on the basis
of technological, procedural, or imposed constraints. A tab-
ulated presentation of the project data should be prepared
in this step. The table should include activity description,
code (if desired), estimated duration, predecessors, and re-
source requirements.

Step 2 (Planning Phase). Activity network drawing. The
activities defined in Step 1 are represented in the form of
a network diagram.

Step 3 (Scheduling Phase). Basic scheduling. The basic
scheduling computations are performed through forward-
pass and backward-pass rules. These computations yield
the earliest and latest allowable start and finish times for
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each activity. The amount of slack or float associated with
each activity is determined. The activity path with the min-
imum slack through the network is used to determine the
critical activities.

Step 4 (Scheduling Phase). Time/cost trade-offs. Time
cost trade-offs analysis may be performed if the project an-
alyst is interested in determining the cost of reducing the
project length.

Step 5( Scheduling Phase). Constrained resource alloca-
tion. Constrained resource allocation refers to the pro-
cess of allocating limited resources to competing activi-
ties in the project. The feasibility of each schedule must be
checked with respect to resource requirements and avail-
ability. This is where heuristic scheduling rules are used
to determine which set of the competing activities gets re-
sources first.

Step 6 (Scheduling Phase). Resource leveling. If desired,
activity shifting or rearrangement may be performed to
reduce period-to-period fluctuations in resource require-
ments. This is very beneficial if it is managerially unac-
ceptable to change the size of the work force frequently.

Step 7 (Control Phase). When the project network plan
and schedule have been developed and found to be accept-
able to management, they are prepared in a final form
for field implementation. The project progress and per-
formance are monitored by comparing the actual project
status to the prevailing schedule. Monitoring permits fre-
quent reviews and revisions of the project plan. If needed,
corrective actions are taken to bring the project back in line
with the plan and schedule. Thus, monitoring serves as the
progress review of a project while corrective action serves
as the control. The advantages of project network analysis
are presented here.

� Advantages for communication:
It clarifies project objectives.
It establishes the specifications for project perfor-

mance.
It provides a starting point for more detailed task

analysis.
It presents a documentation of the project plan.
It serves as a visual communication tool.

� Advantages for control:
It presents a measure for evaluating project perfor-

mance.
It helps determine what corrective actions are

needed.
It gives a clear message of what is expected.
It encourages team interactions.

� Advantages for team interaction:
It offers a mechanism for a quick introduction to the

project.
It specifies functional interfaces on the project.
It facilitates ease of application.

Figure 1 shows the graphical representation for the
AON network. The components of the network are ex-
plained here.

1. Node. A node is a circular representation of an activity.
2. Arrow. An arrow is a line connecting two nodes and hav-

ing an arrowhead at one end. The arrow implies that the
activity at the tail of the arrow precedes the one at the
head of the arrow.

3. Activity. An activity is a time-consuming effort required
to perform a part of the overall project. An activity is
represented by a node in the AON system or by an arrow
in the AOA system. The job the activity represents may
be indicated by a short phrase or symbol inside the node
or along the arrow.

4. Restriction. A restriction is a precedence relationship
that established the sequence of activities. When one
activity must be completed before another activity can
begin, the first is said to be a predecessor of the second.

5. Dummy. A dummy is used to indicate one event of a
significant nature (e.g., milestone). It is denoted by a
dashed circle and treated as an activity with zero time
duration. A dummy is not required in the AON method.
However, it may be included for convenience, network
clarification, or to represent a milestone in the progress
of the project.

6. Predecessor activity. A predecessor activity is one that
immediately precedes the one being considered.

7. Successor activity. A successor activity is one which im-
mediately follows the one being considered.

8. Descendant activity. A descendant is any activity re-
stricted by the one under consideration.

9. Antecedent activity. An antecedent activity is any activ-
ity that must precede the one being considered. Activi-
ties In Figure 1, A and B are antecedents of D. Activity
A is antecedent of B and A has no antecedent.

10. Merge point. A merge point exists when two or more ac-
tivities are predecessors to a single activity. All activities
preceding the merge point must be completed before the
merge activity can commence.

11. Burst point. A burst point exists when two or more activ-
ities have a common predecessor. None of the activities
emanating from the same predecessor activity can be
started until the burst point activity is completed.

12. Precedence diagram. A precedence diagram is a graph-
ical representation of the activities making up a project
and the precedence requirements needed to complete
the project. Time is conventionally shown to be from left
to right, but no attempt is made to make the size of the
nodes or arrow proportional to time.

PRECEDENCE STRUCTURE

Precedence relationships in a CPM network fall into the
three major categories listed here:

1. Technical precedence
2. Procedural precedence
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Figure 1. Graphical representation of AON network.

3. Imposed precedence

Technical precedence requirements are caused by the
technical relationships among activities in a project. For
example, in conventional construction, walls must be
erected before the roof can be installed. Procedural prece-
dence requirements are determined by policies and pro-
cedures. Such policies and procedures are often subjec-
tive, with no concrete justification. Imposed precedence re-
quirements can be classified as resource-imposed, state-
imposed, or environment-imposed. For example, resource
shortages may require that one task precede another. The
current status of a project (e.g. percent completion) may de-
termine that one activity be performed before another. The
environment of a project, for example, weather changes or
the effects of concurrent projects, may determine the prece-
dence relationships of the activities in a project.

The primary goal of a CPM analysis of a project is the
determination of the critical path. The critical path deter-
mines the minimum completion time for a project. The
analysis involves forward-pass and backward-pass com-
putations. The forward pass determines the earliest start
time and the earliest completion time for each activity
in the network. The backward pass determines the latest
start time and the latest completion time for each activ-
ity. Conventional network logic is always drawn from left

to right. If this convention is followed, there is no need to
use arrows to indicate the directional flow in the activity
network. The notations used for activity A in the network
are explained below:

A: Activity ID
ES: Earliest starting time
EC: Earliest completion time
LS: Latest starting time
LC: Latest completion time
t: Activity duration

During the forward pass analysis of the network, it is
assumed that each activity will begin at its earliest start-
ing time. An activity can begin as soon as the last of its
predecessors is finished. The completion of the forward
pass determines the earliest completion time of the project.
The backward pass analysis is a reverse of the forward
pass. The project begins at its latest completion time and
ends at the latest starting time of the first activity in the
project network. The rules for implementing the forward
pass and backward pass analyses in CPM are presented
below. These rules are implemented iteratively until the
ES, EC, LS, and LC have been calculated for all nodes in
the activity network.
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Rule 1: Unless otherwise stated, the starting time of a
project is set equal to time zero. That is, the first
node, node 1 in the network diagram has an ear-
liest start time of zero. Thus,

ES(1) = 0

If a desired starting time t0 is specified, then

ES(1) = t0

Rule 2: The earliest start time (ES) for any node (activity
j) is equal to the maximum of the earliest comple-
tion times (EC) of the immediate predecessors of
the node. That is,

ES(i) = j ∈ P(i)Max{EC( j)}
where P(i) = set of immediate predecessors of ac-
tivity i).

Rule 3: The earliest completion time (EC) of activity i is
the activity’s earliest start time plus its estimated
time ti . That is,

EC(i) = ES(i) + ti.

Rule 4: The earliest completion time of a project is equal
to the earliest completion time of the very last
node, node n, in the network. That is,

EC(Project) = EC(n).

Rule 5: Unless the latest completion time (LC) of a project
is explicitly specified, it is set equal to the earliest
completion time of the project. This is called the
zero-project-slack convention. That is,

LC(Project) = EC(Project).

Rule 6: If a desired deadline Tp is specified for the project,
then

LC(Project) = Tp. It should be noted that a latest
completion time or deadline may sometimes be
specified for a project on the basis of contractual
agreements.

Rule 7: The latest completion time (LC) for activity j is the
smallest of the latest start times of the activity’s
immediate successors. That is,

LS( j) = i ∈ S( j)Min where S(j) = immediate suc-
cessors of activity j

Rule 8: The latest start time for activity j is the latest
completion time minus the activity time. That is,

LS( j) = LC( j) − ti.

CPM Example

Table 1 presents the data for a simple project network. The
AON network for the example is given in Figure 2. Dummy
activities are included in the network to designate single
starting and ending points for the project.

Forward Pass

The forward pass calculations are shown in Figure 3. Zero
is entered as the ES for the initial node. Because the initial
node for the example is a dummy node, its duration is zero.
Thus, EC for the starting node is equal to its ES. The ES

values for the immediate successors of the starting node
are set equal to the EC of the START node and the result-
ing EC values are computed. Each node is treated as the
“start” node for its successor or successors. However, if an
activity has more than one predecessor, the maximum of
the ECs of the preceding activities is used as the activity’s
starting time. This happens in the case of activity G, whose
ES is determined as Max {6,5,9} = 9. The earliest project
completion time for the example is 11 days. Note that this
is the maximum of the immediately preceding earliest com-
pletion times: Max {6,11} = 11. Since the dummy ending
node has no duration, its earliest completion time is set
equal to its earliest start time of 11 days.

Backward Pass

The backward pass computations establish the latest start
time (LS) and latest completion time (LC) for each node in
the network. The results of the backward pass computa-
tions are shown in Figure 4. Because no deadline is spec-
ified, the latest completion time of the project is set equal
to the earliest completion time. By back tracking and us-
ing the network analysis rules presented earlier, the latest
completion and start times are determined for each node.
Note that in the case of activity A, which has two imme-
diate successors, the latest completion time is determined
as the minimum of the immediately succeeding latest start
times. That is, Min {6,7} = 6. A similar situation occurs for
the dummy starting node. In that case, the latest comple-
tion time of the dummy start node is Min {0,3,4} = 0. As
this dummy node has no duration, the latest starting time
of the project is set equal to the node’s latest completion
time. Thus, the project starts at time 0 and is expected to
be completed by time 11.

Within a project network, there are usually several pos-
sible paths and a number of activities that must be per-
formed sequentially and some activities that may be per-
formed concurrently. If an activity has ES and EC times
that are not equal, then the actual start and completion
times of that activity may be flexible. The amount of flexi-
bility an activity possesses is called a slack time. The slack
time is used to determine the critical activities in the net-
work as discussed in the next section.

Determination of Critical Activities

The critical path is defined as the path with the least slack
in the network diagram. All activities on the critical path
are said to be critical activities. These activities can create
bottlenecks in the network if they are delayed. The criti-
cal path is also the longest path in the network diagram.
In some networks, particularly large ones, it is possible
to have multiple critical paths. If many paths exist in the
network, it may be very difficult to visually identify all the
critical paths. The slack time of an activity is also referred
to as its float. There are four basic types of activity slack.
They are described here.

� Total Slack (TS) Total Slack is defined as the amount
of time an activity may be delayed from its earliest
starting time without delaying the latest completion
time of the project. The total slack time of an activity
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Table 2. Result of CPM Analysis for Sample Project

Activity Duration ES EC LS LC TS FS Criticality
A 2 0 2 4 6 4 0 –
B 6 0 6 3 9 3 3 –
C 4 0 4 0 4 0 0 Critical
D 3 2 5 6 9 4 4 –
E 5 4 9 4 9 0 0 Critical
F 4 2 6 7 11 5 5 –
G 2 9 11 9 11 0 0 Critical

Table 4. PERT Project Data

Activity Predecessors a m b te s2

A – 1 2 4 2.17 0.2500
B – 5 6 7 6.00 0.1111
C – 2 4 5 3.83 0.2500
D A 1 3 4 2.83 0.2500
E C 4 5 7 5.17 0.2500
F A 3 4 5 4.00 0.1111
G B,D,E 1 2 3 2.00 0.1111

Table 5. Data for Project Complexity Example

Activity Number PERT Estimates (a, m, b) Preceding Activities Required Resources (xi1, xi2)
1 1, 3, 5 – 1, 0
2 0.5, 1, 3 – 1, 1
3 1, 1, 2 – 1, 1
4 2, 3, 6 Activity 1 2, 0
5 1, 3, 4 Activity 2 1, 0
6 1.5, 2, 2 Activity 3 4, 2

Z1 = 5, Z2 = 2

Table 6. Initial Table of Work Rate Analysis

Resource Work Rate Time Work Done
Machine A 1/x t 1.0

Table 7. Multiple Resource Work Rate Layout

Resource Type I Work Rate, ri Time, ti Work Done, wi
RES 1 r1 t1 (r1)(t1)
RES 2 r2 t2 (r2)(t2)
. . . . . . . . . . . .
RES n rn tn (rn )(tn )

Total 1.0
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Table 8. Example for Two Resource Types

Resource Type i Work rate, ri Time, ti Work Done, wi
RES 1 1/50 15 15/50
RES 2 r2 15 15(r2)

Total 4/5

Table 9. Incorporation of Pay Rate into Work Rate Analysis

Resource, i Work Rate, ri Time, ti Work Done, w Pay Rate, pi Total Cost, Ci
Machine A r1 t1 (r1)(t1) p1 C1
Machine B r2 t2 (r2)(t2) p2 C2
. . . . . . . . . . . . . . . . . .
Machine n rn tn (rn )(tn ) pn Cn

Total 1.0 Budget

Table 10. Calculations of Unknown Duration

Resource type, i Work Rate, ri Time, ti Work Done, wi
RES 1 1/30 T T/30
RES 2 1/22 T T/22

Total 3/5

Figure 2. Example of Activity Network.

Figure 3. Forward Pass Analysis for CPM Example

is the difference between the latest completion time
and the earliest completion time of the activity, or the
difference between the latest starting time and the
earliest starting time of the activity.

TS( j) = LC( j) − EC( j)
or

TS( j) = LS( j) − ES( j)

Total Slack is the measure that is used to determine
the critical activities in a project network. The critical
activities are identified as those having the minimum
total slack in the network diagram. If there is only
one critical path in the network, then all the critical
activities will be on that one path.

� Free Slack (FS). Free Slack is the amount of time an
activity may be delayed from its earliest starting time
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Figure 4. Backward Pass Analysis for CPM Example

without delaying the starting time of any of its imme-
diate successors. Activity free slack is calculated as
the difference between the minimum earliest start-
ing time of the activity’s successors and the earliest
completion time of the activity.

FS( j) = j ∈ S( j)Min{ES(i)′s} − EC( j).

� Interfering Slack (IS). Interfering Slack or interfer-
ing float is the amount of time by which an activity
interferes with (or obstructs) its successors when its
total slack is fully used. This is rarely used in practice.
The interfering float is computed as the difference be-
tween the total slack and the free slack.

IS( j) = TS( j) − FS( j).

� Independent Float (IF). Independent float or indepen-
dent slack is the amount of float that an activity will
always have regardless of the completion times of its
predecessors or the starting times of its successors.
Independent float is computed as:

IF = j ∈ S(k), i ∈ P(k)Max{0, ( j ∈ S(k)Min ES j

−i ∈ P(k)Max LCi − tk)}
Where ESj is the earliest starting time of the succeed-
ing activity, LCi is the latest completion time of the
preceding activity, and t is the duration of the activ-
ity whose independent float is being calculated. Inde-
pendent float takes a pessimistic view of the situation
of an activity. It evaluates the situation whereby the
activity is pressured from either side. That is, when
its predecessors are delayed as late as possible while
its successors are to be started as early as possible.
Independent float is useful for conservative planning
purposes, but it is not used much in practice. Despite
its low level of use, independent float does have prac-
tical implications for better project management. Ac-
tivities can be buffered with independent floats as a
way to handle contingencies.

For Figure 4 the total slack and the free slack for activity
A are calculated, respectively, as:

TS = 6 − 2 = 4 days
FS = Min{2, 2} − 2 = 2 − 2 = 0.

Similarly, the total slack and the free slack for activity F
are:

TS = 11 − 6 = 5 days
FS = Min{11} − 6 = 11 − 6 = 5 days.

Table 2 presents a tabulation of the results of the CPM
example. The Table contains the earliest and latest times
for each activity as well as the total and free slacks. The re-
sults indicate that the minimum total slack in the network
is zero. Thus, activities C, E, and G are identified as the crit-
ical activities. The critical path is highlighted in Figure 4
and consists of the following sequence of activities:

Start → C → E → G → End

The total slack for the overall project itself is equal to
the total slack observed on the critical path. The minimum
slack in most networks will be zero since the ending LC is
set equal to the ending EC. If a deadline is specified for a
project, then we would set the project’s latest completion
time to the specified deadline. In that case, the minimum
total slack in the network would be given by the expression
below:

TSMin = (Project Deadline) − EC of the last node.

This minimum total slack will appear as the total slack
for each activity on the critical path. If a specified deadline
is lower than the EC at the finish node, then the project
will start out with a negative slack. That means that it will
be behind schedule before it even starts. It may then be-
come necessary to expedite some activities (i.e., crashing)
in order to overcome the negative slack. Figure 5 shows
an example with a specified project deadline. In this case,
the deadline of 18 days comes after the earliest completion
time of the last node in the network.

Using Forward Pass to Determine the Critical Path

The critical path in CPM analysis can be determined from
the forward pass only. This can be helpful in cases where it
is desired to quickly identify the critical activities without
performing all the other calculations needed to obtain the
latest starting times, the latest completion times, and total
slacks. The steps for determining the critical path from the
forward pass only are:
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Figure 5. CPM Network with Deadline

1. Complete the forward pass in the usual manner.
2. Identify the last node in the network as a critical activ-

ity.
3. If activity i is an immediate predecessor of activity j,

which is determined as a critical activity, then check ECi

and ESj . If ECi = ESj , then label activity i as a critical
activity. When all immediate predecessors of activity j
are considered, mark activity j.

4. Continue the backtracking from each unmarked critical
activity until the project starting node is reached. Note
that if there is a single starting node or a single ending
node in the network, then that node will always be on
the critical path.

Gantt Charts

When the results of a CPM analysis are fitted to a calen-
dar time, the project plan becomes a schedule. The Gantt
chart is one of the most widely used tools for presenting a
project schedule. A Gantt chart can show planned and ac-
tual progress of activities. The time scale is indicated along
the horizontal axis, while horizontal bars or lines repre-
senting activities are ordered along the vertical axis. As a
project progresses, markers are made on the activity bars
to indicate actual work accomplished. Gantt charts must
be updated periodically to indicate project status. Figure 6
presents the Gantt chart for our illustrative example us-
ing the earliest starting (ES) times from Table 2. Figure
7 presents the Gantt chart for the example based on the
latest starting (LS) times. Critical activities are indicated
by the shaded bars.

Figure 6 shows that the starting time of activity F can
be delayed from day two until day seven (i.e., TS = 5) with-
out delaying the overall project. Likewise, A, D, or both
may be delayed by a combined total of four days (TS = 4)
without delaying the overall project. If all the four days
of slack are used up by A, then D cannot be delayed. If A
is delayed by one day, then D can be delayed only by up
to three days, without causing a delay of G, which deter-
mines project completion. The Gantt chart also indicates
that activity B may be delayed by up to three days without
affecting the project completion time.

In Figure 7, the activities are scheduled by their latest
completion times. This represents a pessimistic case where
activity slack times are fully used. No activity in this sched-
ule can be delayed without delaying the project. In Figure
7, only one activity is scheduled over the first three days.

This may be compared to the schedule in Figure 6, which
has three starting activities. The schedule in Figure 7 may
be useful if there is a situation that permits only a few ac-
tivities to be scheduled in the early stages of the project.
Such situations may involve shortage of project personnel,
lack of initial budget, time for project initiation, time for
personnel training, allowance for learning period, or gen-
eral resource constraints. Scheduling of activities based on
ES times indicates an optimistic view. Scheduling on the
basis of LS times represents a pessimistic approach.

PERT NETWORK ANALYSIS

Program Evaluation Review Technique (PERT) is an ex-
tension of CPM which incorporates variability in activity
durations into project network analysis. PERT has been
used extensively and successfully in practice.

In real life, activities are often prone to uncertainties
that determine the actual durations of the activities. In
CPM, activity durations are assumed to be deterministic.
In PERT, the potential uncertainties in activity durations
are accounted for by using three time estimates for each ac-
tivity. The three time estimates represent the spread of the
estimated activity duration. The greater the uncertainty of
an activity, the wider the range of the estimates.

PERT uses three time estimates and PERT formulas to
compute the expected duration and variance for each ac-
tivity. The PERT formulas are based on a simplification of
the expressions for the mean and variance of a beta distri-
bution. The approximation formula for the mean is a sim-
ple weighted average of the three time estimates, with the
end points assumed to be equally likely while the mode is
assumed to be four times as likely. The approximation for-
mula for PERT is based on the recognition that most of the
observations from a distribution will lie within plus or mi-
nus three standard deviations, or a spread of six standard
deviations. This leads to the simple method of setting the
PERT formula for standard deviation equal to one sixth
of the estimated duration range. While there is no theo-
retical validation for these approximation approaches, the
PERT formulas do facilitate ease of use. The formulas are
presented below:

te = a + 4m + b

6

s2 = (b − a)2

36
,

Where:
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Figure 6. Gantt Chart Based on Earliest Starting Times

Figure 7. Gantt Chart Based on Latest Starting Times

a = optimistic time estimate
m = most likely time estimate
b = pessimistic time estimate
a < m < b
te = expected time for the activity; and
s2 = variance of the duration of the activity.

After obtaining the estimate of the duration for each ac-
tivity, the network analysis is carried out using the same
forward and backward calculations presented previously
for CPM. The major steps in PERT analysis are summa-
rized below:

1. Obtain three time estimates a, m, and b for each activity.
2. Compute the expected duration for each activity by us-

ing the formula for te .
3. Compute the variance of the duration of each activity

from the formula for s2. It should be noted that CPM
analysis cannot calculate variance of activity duration
because it uses a single time estimate for each activity.

4. Compute the expected project duration, Te . As in the
case of CPM, the duration of a project in PERT analysis
is the sum of the durations of the activities on the critical
path.

5. Compute the variance of the project duration as the
sum of the variances of the activities on the critical
path. The variance of the project duration is denoted
by S2. It should be recalled that CPM cannot compute
the variance of the project duration because individual
variances of activity durations are not computed.

6. If there are two or more critical paths in the network,
choose the one with the largest variance to determine
the project duration and its variance. Thus, PERT is pes-
simistic with respect to the variance of project duration
when there are multiple critical paths in the network.
For some networks, it may be necessary to perform a
mean-variance analysis to determine the relative im-
portance of the multiple paths by plotting the expected
project duration versus the path duration variance.

7. If desired, compute the probability of completing the
project within a specified time period. This is not possi-
ble under CPM.

In practice, a question often arises as to how to obtain
good estimates of a, m, and b. Several approaches can be
used in obtaining the required time estimates for PERT.
Some of the commonly used approaches are described be-
low:

� Estimates furnished by an experienced person
� Estimates extracted from standard time data
� Estimates obtained from historical data
� Estimates obtained from simple regression and/or

forecasting
� Estimates generated by simulation
� Estimates derived from heuristic assumptions
� Estimates dictated by customer requirements



10 PERT Scheduling Techniques for Engineering Projects

The pitfall of using estimates furnished by an individ-
ual is that they may be inconsistent, since they are limited
by the experience and personal bias of the person provid-
ing them. Individuals responsible for furnishing time es-
timates are usually not experts in estimation, and they
generally have difficulty in providing accurate PERT time
estimates. There is often a tendency to select values of a,
m, and b that are optimistically skewed. This is because
a conservatively large value is typically assigned to b by
inexperienced individuals.

The use of time standards, on the other hand, may not
reflect the changes occurring in the current operating en-
vironment due to new technology, work simplification, new
personnel, and so on. The use of historical data and fore-
casting is very popular because estimates can be verified
and validated by actual records. In the case of regression
and forecasting, there is the danger of extrapolation be-
yond the data range used for fitting the regression and
forecasting models. If the sample size in a historical data
set is sufficient and the data can be assumed to reasonably
represent prevailing operating conditions, the three PERT
estimates can be computed as follows:

â = t − kR

m̂ = t

b̂ = t + kR

where R = range of the sample data; t = arithmetic average
of the sample data; k = 3/d2; and d2 = an adjustment factor
for estimating the standard deviation of a population. If
kR > t, then set a = 0 and b = 2t. The factor d2 is widely
tabulated in the quality control literature as a function of
the number of sample points, n. Selected values of d2 are
presented in Table 3.

In practice, probability distributions of activity times
can be determined from historical data. The procedure in-
volves three steps:

1. Appropriate organization of the historical data into his-
tograms.

2. Determination of a distribution that reasonably fits the
shape of the histogram.

3. Testing of the goodness-of-fit of the hypothesized distri-
bution by using an appropriate statistical model. The
Chi-square Test and the Kolmogrov-Smirnov (K-S) test
are two popular methods for testing goodness-of-fit.
Most statistical texts present the details of how to carry
out goodness-of-fit tests.

Activity Time Distributions in PERT

PERT analysis assumes that the probabilistic properties
of activity duration can be modeled by the beta probability
density function. The beta distribution is defined by two
end points and two shape parameters. The beta distribu-
tion was chosen by the original developers of PERT as a
reasonable distribution to model activity times because it
has finite end points and can assume a variety of shapes
based on different shape parameters. While the true distri-
bution of activity time will rarely ever be known, the beta
distribution serves as an acceptable model. Figure 8 shows
examples of alternate shapes of the standard beta distri-

bution between zero and one. The uniform distribution be-
tween 0 and 1 is a special case of the beta distribution with
both shape parameters equal to one.

The standard beta distribution is defined over the in-
terval 0 to 1, while the general beta distribution is defined
over any interval a to b. The general beta probability den-
sity function is given by:

f (t) = �(α + β)
�(α)�(β)

· 1

(b − a)α+β−1 · (t − a)α−1(b − t)β−1

for a ≤ t ≤ b and a > 0, β > 0.
where: a = lower end point of the distribution; b = upper

end point of the distribution; and α, β are the shape param-
eters of the distribution. The mean, variance, and mode of
the general beta distribution are defined as shown below:

µ = a + (b − a)
α

α + β

σ2 = (b − a)2 αβ

(α + β + 1)(α + β)2

m = a(β − 1) + b(α − 1)
α + β − 2

.

The general beta distribution can be transformed into a
standardized distribution by changing its domain from
[a,b] to the unit interval, [0,1]. This is accomplished by us-
ing the relationship ts = a + (b − a)ts, where ts is the stan-
dard beta random variable between 0 and 1. This yields
the standardized beta distribution, given by:

f (t) = �(α + β)
�(α)�(β)

tα−1(1 − t)β−1; 0 < t < 1; α, β > 0

= 0; elsewhere,

which has mean, variance, and mode defined as:

µ = α

α + β

σ2 = αβ

(α + β + 1)(α + β)2

m = a(β − 1) + b(α − 1)
α + β − 2

.

The triangular probability density function has been
used as an alternative to the beta distribution for mod-
eling activity times. The triangular density has three es-
sential parameters: a minimum value (a), a mode (m) and
a maximum (b). The triangular density function is defined
mathematically as:

f (t) = 2(t − a)
(m − a)(b − a)

; a ≤ t ≤ m

= 2(b − t)
(b − m)(b − a)

; m ≤ t ≤ b,

Which has mean and variance defined, respectively, as:

µ = a + m + b

3

σ2 = a(a − m) + b(b − a) + m(m − b)
18

Figure 9 presents a graphical representation of the trian-
gular density function. The three time estimates of PERT
can be inserted into the expression for the mean of the tri-
angular distribution to obtain an estimate of the expected
activity duration. Recall that in the conventional PERT for-
mula, the mode (m) is assumed to carry four times as much
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Figure 8. Beta distribution profiles for PERT

Figure 9. Triangular probability density function.

weight as either a or b when calculating the expected ac-
tivity duration. By contrast, under the triangular distribu-
tion, the three time estimates are assumed to carry equal
weights.

For cases where only two time estimates instead of three
are to be used for network analysis, the uniform density
function may be assumed for activity times. This is accept-
able for situations where extreme limits of an activity du-
ration can be estimated and it can be assumed that the
intermediate values are equally likely to occur. The uni-
form distribution is defined mathematically as follows:

f (t) = 1
b − a

; a ≤ t ≤ b

= 0; otherwise,

with mean and variance defined, respectively, as:

µ = a + b

2

σ2 = (b − a)2

12
.

Figure 10 presents a graphical representation of the uni-
form distribution. In the case of the uniform distribution,
the expected activity duration is computed as the average
of the upper and lower limits of the distribution. The ap-

peal of using only two time estimates, a and b, is that the
estimation error due to subjectivity can be reduced and the
estimation task simplified. Even when a uniform distribu-
tion is not assumed, other statistical distributions can be
modeled over the range of a to b.

Other distributions that have been explored for activ-
ity time modeling include the normal distribution, lognor-
mal distribution, truncated exponential distribution, and
Weibull distribution. Once the expected activity durations
have been computed, the analysis of the activity network
is carried out just as in the case of single-estimate CPM
network analysis.

Project Duration Distribution

Regardless of the distribution assumed for activity dura-
tions, the central limit theorem suggests that the distribu-
tion of the project duration will be approximately normally
distributed. The theorem states that the distribution of av-
erages obtained from any probability density function will
be approximately normally distributed if the sample size is
large and the averages are independent. In mathematical
terms, the theorem is stated as described below:
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Figure 10. Uniform Probability Density Function

Central limit Theorem. Let X1, X2, . . . , XN be indepen-
dent and identically distributed random variables. Then,
the sum of the random variables is normally distributed
for large values of N. The sum is defined as:

T = X1 + X2 + · · · + XN

In activity network analysis, T represents the total project
length as determined by the sum of the durations of the
activities of the critical path. The mean and variance of T
are expressed as:

µ = i = 1
∑

E[Xi]
σ2 = i = 1

∑
V [Xi],

where E[Xi ] = expected value of random variable Xi ; and
V[Xi ] = variance of random variable Xi .

When applying the central limit theorem to activity net-
works, it should be noted that the assumption of indepen-
dent activity times may not always be satisfied. Because
of precedence relationships and other interdependencies
of activities, some activity durations may not be indepen-
dent.

PERT Analysis of Due Dates

If the project duration Te can be assumed to be approxi-
mately normally distributed based on the central limit the-
orem, then the probability of meeting a specified deadline
Td can be computed by finding the area under the standard
normal curve to the left of Td . Figure 11 shows an example
of a normal distribution describing the project duration.

Using the familiar transformation formula given here,
a relationship between the standard normal random vari-
able z and the project duration variable can be obtained:

z = Td − Te

S
,

where Td = specified deadline; Te = expected project dura-
tion based on network analysis; and S = standard devia-
tion of the project duration. The probability of completing
a project by the deadline Td is then computed as:

P(T ≤ Td) = P(z ≤ Td − Te

S
).

The probability is obtained from the standard normal Ta-
ble that is available in most statistics textbooks. Examples

presented here illustrate the procedure for probability cal-
culations in PERT. Suppose we have the project data pre-
sented in Table 4. The expected activity durations and vari-
ances as calculated by the PERT formulas are shown in the
last two columns of the table. Figure 12 shows the PERT
network. Activities C, E, and G are shown to be critical, and
the project completion time is 11 time units.

The probability of completing the project on or before
a deadline of 10 time units (i.e., Td = 10) is calculated as
shown below:

Te = 11
S2 = V [C] + V [E] + V [G]

= 0.25 + 0.25 + 0.1111
= 0.6111

S = √
0.6111

= .7817

P(T ≤ Td) = P(T ≤ 10)

= P(z ≤ 10 − Te

S
)

= P(z ≤ 10 − 11
0.7817

)

= P(z ≤ −1.2793)
= 1 − P(z ≤ 1.2793)
= 1 − 0.8997
= 0.1003

Thus, there is just over 10% probability of finishing the
project within 10 days. By contrast, the probability of fin-
ishing the project in 13 days is calculated as:

P(T ≤ 13) = P(z ≤ 13 − 11
0.7817

)

= P(z ≤ 2.5585)
= 0.9948

This implies that there is more than a 99% probability of
finishing the project within 13 days. Note that the prob-
ability of finishing the project in exactly 13 days will be
zero. If we desire the probability that the project can be
completed within a certain lower limit (TL ) and a certain
upper limit (TU ), the computation will proceed as follows:
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Figure 11. Area under the Normal Curve

Figure 12. PERT Network Example

Let TL =9 and TU = 11.5. Then,

P(TL ≤ T ≤ Tu) = P(9 ≤ T ≤ 11.5)
= P(T ≤ 11.5) − P(T ≤ 9)

= P(z ≤ 11.5 − 11
0.7817

) − P(z ≤ 9 − 11
0.7817

)

= P(z ≤ 0.6396) − P(z ≤ −2.5585)
= P(z ≤ 0.6396) − [1 − P(z ≤ 2.5585)]
= 0.7389 − [1 − 0.9948]
= 0.7389 − 0.0052
= 0.7337.

COMPLEXITY OF PERT NETWORKS

The performance of a scheduling heuristic will be greatly
influenced by the complexity of the project network. The
more activities there are in the network and the more re-
source types are involved, the more complex the scheduling
effort. Numerous analytical experiments have revealed the
lack of consistency in heuristic performances. Some heuris-
tic perform well for both small and large projects. Some per-
form well only for small projects. Still, some heuristics that
perform well for certain types of small projects may not
perform well for other projects of comparable size. The im-
plicit network structure based on precedence relationships
and path interconnections influences network complexity
and, hence, the performance of scheduling heuristics. The
complexity of a project network may indicate the degree of
effort that has been devoted to planning the project. The
better the planning for a project, the lower the complexity
of the project network can be expected to be. This is because
many of the redundant interrelationships among activities
can be identified and eliminated through better planning.

There have been some attempts to quantify the complex-
ity of project networks. Because the structures of projects
vary from very simple to very complex, it is desirable to
have a measure of how difficult it will be to schedule a
project. Some of the common measures of network com-
plexity (C) are presented next.

For PERT networks

C = (Number of Activities)2
/(Number of Events),

where an event is defined as an end point (or node) of an
activity.

For precedence networks

C = (Preceding Work Items)2
/(Work Items)

The preceding expressions represent simple measures
of the degree of interrelationship of the project network.

C = 2(A − N + 1)/(N − 1)(N − 2)

where A is the number of activities and N is the number
of nodes in the project network. A measure defined as the
Total Activity Density D is used to convey the complexity
of a project netwrok. The network density is defined as:

D = i = 1
∑

Max{0, ( pi − si)}

where N is the number of activities, pi is the number of
predecessor activities for activity i, and si is the number of
successor activities for activity i. Other measures of com-
plexity include a measure of total work content for resource
type j(wj ), an obstruction factor (O), which is a measure
of the ratio of excess resource requirements to total work
content, adjusted obstruction per period based on earliest
start time schedule (Oest ), adjusted obstruction per period
based on latest start time schedule (Olst ), and a resource
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utilization factor (U). These are computed as follows:

C = number of activities
number of nodes

D = sum of job durations
sum of job durations + total free slack

Wj = i = 1
∑

diri j

= i = 1
∑

r jt

where di = duration of job i; r = per-period requirement of
resource type j by job i; t = time period; N = number of jobs;
CP = original critical path duration; and rjt = total resource
requirements of resource type j in time period t.

O = j = 1
∑

Oj

= j = 1
∑

(
t = 1

∑
Max{0, rjt − Aj}

wj

)

where Oj = the obstruction factor for resource type j; CP =
original critical path duration; A = units of resource type
j available per period; M = number of different resource
types; wj = total work content for resource type j; and rjt

= total resource requirements of resource type j in time
period t.

Oest = j = 1
∑

(
t = 1

∑
Max{0, r jt(est) − Aj}

(M)(CP)
)

where rjt(est) is the total resource requirements of resource
type j in time period t based on earliest start times.

Olst = j = 1
∑

(
t = 1

∑
Max{0, r jt(lst) − Aj}

(M)(CP)
)

where rjt(lst) is the total resource requirements of resource
type j in time period t based on latest start times. The mea-
sures Oest and Olst incorporate the calculation of excess re-
source requirements adjusted by the number of periods and
the number of different resource types.

U = Max j{ f j}
= Max j{ wj

(CP)(Aj)
}

where fj is the resource utilization factor for resource type
j. This measures the ratio of the total work content to the
total work initially available. Badiru’s measure of network
complexity (1) is defined by the expression below:

λ = p

d
[(1 − 1

L
)i = 1

∑
ti + j = 1

∑
(
i = 1

∑
tixi j

Zj

)]

where λ = project network complexity; L = number of ac-
tivities in the network; ti = expected duration for activity i;
R = number of resource types; xij = units of resource type j
required by activity i; Zj = maximum units of resource type
j available; p = maximum number of immediate predeces-
sors in the network; and d = PERT duration of the project
with no resource constraint.

The terms in the expression for the complexity are ex-
plained as follows: the maximum number of immediate pre-
decessors, p,xs is a multiplicative factor that increases the
complexity and potential for bottlenecks in a project net-
work. The (1 − 1/L) term is a fractional measure (between
0.0 and 1.0) that indicates the time intensity or work con-
tent of the project. As L increases, the quantity (1 − 1/L)
increases, and a larger fraction of the total time require-
ment (sum of ti ) is charged to the network complexity. Con-

versely, as L decreases, the network complexity decreases
proportionately with the total time requirement. The sum
of (tixij ) indicates the time-based consumption of a given
resource type j relative to the maximum availability. The
term is summed over all the different resource types. Hav-
ing the project duration in the denominator helps to ex-
press the complexity as a dimensionless quantity by can-
celling out the time units in the numerator. In addition,
it gives the network complexity per unit of total project
duration.

There is always a debate as to whether or not the com-
plexity of a project can be accurately quantified. There are
several quantitative and qualitative factors with unknown
interactions that are present in any project. As a result, any
measure of project complexity should be used as a relative
measure of comparison rather than as an absolute indica-
tion of the difficulty involved in scheduling a given project.

Because the performance of a scheduling approach can
deteriorate sometimes with the increase in project size, a
further comparison of the rules may be done on the basis
of a collection of large projects. A major deficiency in the
existing measures of project network complexity is that
there is a shortage of well-designed experiments to com-
pare and verify the effectiveness of the measures. Also,
there is usually no guideline as to whether a complexity
measure should be used as an ordinal or a cardinal mea-
sure, as is illustrated in the following example. Table 5
presents a sample project for illustrating the network com-
plexity computation. Using the formulation for network
complexity presented by Badiru (1996), we obtain

p = 1 L = 6 d = 6.33
i = 1

∑
ti = i = 1

∑
txxi1 = 22.5, i = 1

∑
tixi2 = 6.3

λ = 1
6.33

[(
6 − 1

6
)(13.5) + (

22.58
5

+ 6.25
2

)]

= 2.99

If the preceding complexity measure is to be used as an
ordinal measure, then it must be used to compare and rank
alternate project networks. For example, when planning a
project, one may use the complexity measure to indicate
the degree of simplification achieved in each iteration of
the project life cycle. Similarly, when evaluating project
options, one may use the ordinal complexity measure to
determine which network option will be easiest to man-
age. If the complexity measure is to be used as a cardinal
(absolute) measure, then a benchmark value must be de-
veloped. In other words, control limits will be needed to
indicate when a project network can be classified as sim-
ple, medium, or complex.

RESOURCE ALLOCATION IN PERT NETWORKS

Basic CPM and PERT approaches assume unlimited re-
source availability in project network analysis. In real-
istic projects, both the time and resource requirements
of activities should be considered in developing network
schedules. Projects are subject to three major constraints
of time limitations, resource constraints, and performance
requirements. As these constraints are difficult to satisfy
simultaneously, trade-offs must be made. In some cases,
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the smaller the resource base, the longer the project sched-
ule and the lower the quality of work. Resource allocation
facilitates the transition of a project from one state to an-
other state. Given that the progress of a project is in an
initial state defined as Si and a future state is defined as
Sf , then three possible changes can occur.

1. Further progress may be achieved in moving from the
initial state to the future state (i.e., Sf > Si ).

2. Progress may be stagnant between the initial state and
the future state (i.e., Sf = Si ).

3. Progress may regress from the initial state to the future
state (i.e., Sf < Si ).

Resource allocation strategies must be developed to deter-
mine which is the next desired state of the project, when
the next state is expected to be reached, and how to move
towards that next state. Resource availability and criti-
cality will determine how activities should be assigned to
resources to facilitate progress of a project from one state
to another. Graphical tools can provide guidance for re-
source allocation strategies. Critical path method (CPM),
program evaluation and review technique (PERT), and
precedence diagramming method (PDM) are examples of
simple graphical tools based on activity scheduling. There
is a need for similarly simple tools for resource alloca-
tion planning, scheduling, tracking, and control. The Crit-
ical Resource Diagramming (CRD) method developed by
Badiru (1995) represents such a simple tool for resource
scheduling.

CRITICAL RESOURCE DIAGRAMMING

Badiru (2) presents a simple extension of the PERT/CPM
diagram for resource scheduling purposes. The extension,
called critical resource diagram (CRD), is a graphical tool
that brings the advantages of CPM diagram to resource
scheduling. With its focus on resource scheduling, a CRD
takes a reverse view to activity scheduling in CPM. The ad-
vantages of CRD include simplified resource tracking and
control, better job distribution, better information to avoid
resource conflicts, and better resource leveling. In this sec-
tion, we illustrate how critical resource diagramming can
be used to develop strategies for assigning activities to re-
sources or assigning resources to activities in engineering
projects.

RESOURCE SCHEDULING CONSTRAINTS

Resource management is a complex task that is subject to
several limiting factors including the following examples:

� Resource interdependencies
� Conflicting resource priorities
� Mutual exclusivity of resources
� Limitations on resource substitutions
� Variable levels of resource availability
� Limitations on partial resource allocation

� Limitations on duration of resource availability

Resources are needed by activities, activities produce
products, products constitute projects, and projects make
up organizations. Thus, resource management can be
viewed as a basic component of the management of any or-
ganization. It is logical to expect different resource types to
exhibit different levels of criticality in a resource allocation
problem. For example, some resources may be very expen-
sive. Some resources may possess special skills. Some may
have very limited supply. The relative importance of dif-
ferent resource types should be considered when carrying
out resource allocation in activity scheduling. The critical
resource diagram helps in representing resource criticality.

RESOURCE PROFILING

Resource profiling involves the development of graphi-
cal representations to convey information about resource
availability, utilization, and assignment. Resource loading
and resource leveling graphs are two popular tools for pro-
filing resources. Resource idleness graph and critical re-
source diagram are two additional tools that can effectively
convey resource information.

Resource Loading

Resource loading refers to the allocation of resources to
work packages in a project network. A resource loading
graph presents a graphical representation of resource allo-
cation over time. Figure 13 shows an example of a resource
loading graph. A resource loading graph may be drawn for
the different resource types involved in a project.

The graph provides information useful for resource
planning and budgeting purposes. In addition to resource
units committed to activities, the graph may also be drawn
for other tangible and intangible resources of an organiza-
tion. For example, a variation of the graph may be used to
present information about the depletion rate of the bud-
get available for a project. If drawn for multiple resources,
it can help identify potential areas of resource conflicts.
For situations where a single resource unit is assigned to
multiple tasks, a variation of the resource loading graph
can be developed to show the level of load (responsibilities)
assigned to the resource over time.

RESOURCE LEVELING

Resource leveling refers to the process of reducing the
period-to-period fluctuations in a resource loading graph. If
resource fluctuations are beyond acceptable limits, actions
are taken to move activities or resources around in order to
level out the resource loading graph. Proper resource plan-
ning will facilitate a reasonably stable level of the work
force. Advantages of resource leveling include simplified
resource tracking and control, lower cost or resource man-
agement, and improved opportunity for learning. Accept-
able resource leveling is typically achieved at the expense
of longer project duration or higher project cost. Figure 3
shows a somewhat leveled resource loading.
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Figure 13. Resource Loading Graph

It should be noted that not all of the resource fluctua-
tions in a loading graph can be eliminated. Resource lev-
eling attempts to minimize fluctuations in resource load-
ing by shifting activities within their available slacks. One
heuristic procedure for leveling resources, known as the
Burgess’s Method (1), is based on the technique of mini-
mizing the sum of squares of the resource requirements in
each period.

RESOURCE IDLENESS

A resource idleness graph is similar to a resource loading
graph except that it is drawn for the number of unallocated
resource units over time. The area covered by the resource
idleness graph may be used as a measure of the effective-
ness of the scheduling strategy employed for a project. Sup-
pose two scheduling strategies yield the same project dura-
tion and a measure of the resource utilization under each
strategy is desired as a means to compare the strategies.
Figure 4 shows two hypothetical resource idleness graphs
for the alternate strategies. The areas are computed as fol-
lows:

Area A = 6(5) + 10(5) + 7(8) + 15(6) + 5(16)
= 306 resource-units-time.

Area B = 5(6) + 10(9) + 3(5) + 6(5) + 3(3) = 12(12)
= 318 resource-units-time.

Because Area A is less than Area B, it is concluded that
Strategy A is more effective for resource utilization than
Strategy B. Similar measures can be developed for mul-
tiple resources. However, for multiple resources, the dif-
ferent resource units must all be scaled to dimensionless
quantities before computing the areas bounded by the re-
source idleness graphs.

CRD NETWORK CONSTRUCTION

Figure 16 shows an example of a critical resource diagram
for a small project requiring six different resource types.
Each node identification, RES j, refers to a task responsi-
bility for resource type j.

In a CRD, a node is used to represent each resource
unit. The interrelationships between resource units are in-
dicated by arrows. The arrows are referred to as resource-
relationship (R-R) arrows. For example, if the job of Re-

source 1 must precede the job of Resource 2, then an arrow
is drawn from the node for resource 1 to the node for re-
source 2. Task durations are included in a CRD to provide
further details about resource relationships. Unlike activ-
ity diagrams, a resource unit may appear at more than
one location in a CRD provided that there are no time or
task conflicts. Such multiple locations indicate the num-
ber of different jobs for which the resource is responsible.
This information may be useful for task distribution and
resource leveling purposes. In Figure 16, Resource type 1
(RES 1) and Resource type 4 (RES 4) appear at two differ-
ent nodes, indicating that each is responsible for two differ-
ent jobs within the same work scenario. However, appro-
priate precedence constraints may be attached to the nodes
associated with the same resource unit if the resource can-
not perform more than one task at the same time. This is
illustrated in Figure 17.

CRD NETWORK ANALYSIS

The same forward and backward computations used in
CPM are applicable to a CRD diagram. However, the in-
terpretation of the critical path may be different since a
single resource may appear at multiple nodes. Figure 18
presents a computational analysis of the CRD network in
Fig. 16. Task durations (days) are given below the resource
identifications. Earliest and latest times are computed and
appended to each resource node in the same manner as in
CPM analysis. RES 1, RES 2, RES 5, and RES 6 form the
critical resource path. These resources have no slack times
with respect to the completion of the given project. Note
that only one of the two tasks of RES 1 is on the critical
resource path.

Thus, RES 1 has a slack time for performing one job,
while it has no slack time for performing the other. None
of the two tasks of RES 4 is on the critical resource path.
For RES 3, the task duration is specified as zero. Despite
this favorable task duration, RES 3 may turn out to be a
bottleneck resource. RES 3 may be a senior manager whose
task is that of signing a work order. But if he or she is not
available to sign at the appropriate time, then the tasks of
several other resources may be adversely affected. A major
benefit of a CRD is that both the senior-level and lower-
level resources can be modeled in the resource planning
network.
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Figure 16. Basic critical resource diagram.

Figure 17. CRD with singular resource precedence constraint

Figure 18. CRD network analysis

CRD Node Classifications

A bottleneck resource node is defined as a node at which
two or more arrows merge. In Figure 18, RES 3, RES 4,
and RES 6 have bottleneck resource nodes. The tasks to
which bottleneck resources are assigned should be expe-
dited in order to avoid delaying dependent resources. A de-

pendent resource node is a node whose job depends on the
job of immediate preceding nodes. A critically dependent
resource node is defined as a node on the critical resource
path at which several arrows merge. In Figure 18, RES 6
is both a critically dependent resource node and a bottle-
neck resource node. As a scheduling heuristic, it is recom-
mended that activities that require bottleneck resources
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be scheduled as early as possible. A burst resource node is
defined as a resource node from which two or more arrows
emanate. Like bottleneck resource nodes, burst resource
nodes should be expedited since their delay will affect sev-
eral following resource nodes.

RESOURCE SCHEDULE CHART

The critical resource diagram has the advantage that it
can be used to model partial assignment of resource units
across multiple tasks in single or multiple engineering
projects. A companion chart for this purpose is the resource
schedule (RS) chart. Figure 19 shows an example of an RS
chart based on the earliest times computed in Figure 18. A
horizontal bar is drawn for each resource unit or resource
type. The starting point and the length of each resource
bar indicate the interval of work for the resource. Note that
the two jobs of RES 1 overlap over a four-day time period.
By comparison, the two jobs of RES 4 are separated by a
period of six days. If RES 4 is not to be idle over those
six days, tasks that “fill-in” must be assigned to it. For re-
source jobs that overlap, care must be taken to ensure that
the resources do not need the same tools (e.g., equipment,
computers, lathe, etc.) at the same time. If a resource unit
is found to have several jobs overlapping over an extensive
period of time, then a task reassignment may be necessary
to offer some relief for the resource.

The RS chart is useful for a graphical representation
of the utilization of resources. Although similar informa-
tion can be obtained from a conventional resource loading
graph, the RS chart gives a clearer picture of where and
when resource commitments overlap. It also shows areas
where multiple resources are working concurrently. Note
that activity slacks do not appear in the resource schedule
chart. This is an important difference from conventional
Gantt charts, in which activity slack times can be identi-
fied. Resources do not have slack times in the traditional
sense of “slack” because resources are assumed to be fully
engaged throughout the project. Resource units move on to
other activities as soon as one activity is completed. If it is
desired to show the idle time of an activity on the resource
schedule chart, a “delay activity” can be created. The re-
source can then be assigned to that delay activity for the
period of idleness.

CRD AND WORK RATE ANALYSIS

When resources work concurrently at different work rates,
the amount of work accomplished by each may be com-
puted by a procedure presented by Badiru (2). The critical
resource diagram and the resource schedule chart provide
information to identify when, where, and which resources
work concurrently. The general relationship between work,
work rate, and time can be expressed as

w = rt

where w = amount of actual work accomplished This is ex-
pressed in appropriate units, such as miles of road com-
pleted, lines of computer code typed, gallons of oil spill
cleaned, units of widgets produced, or surface area painted;

r = rate at which the work is accomplished; and t = total
time required to accomplish the work. It should be noted
that work rate can change due to the effects of learning
curves. In the discussions that follow, it is assumed that
work rates remain constant for at least the duration of the
work being analyzed.

Work is defined as a physical measure of accomplish-
ment with uniform destiny (i.e., homogeneous). For exam-
ple, a computer programming task may be said to be ho-
mogeneous if one line of computer code is as complex and
desirable as any other line of code in the program. Simi-
larly, cleaning one gallon of oil spill is as good as cleaning
any other gallon of oil spill within the same work environ-
ment. The production of one unit of a product is identical to
the production of any other unit of the product. If uniform
work density cannot be assumed for the particular work
being analyzed, then the relationship presented above will
need to be modified. If the total work to be accomplished is
defined as one whole unit, then the tabulated relationship
in Table 6 will be applicable for the case of a single resource
performing the work, where 1/x is the amount of work ac-
complished per unit time. For a single resource to perform
the whole unit of work, we must have the following:

(1/x)(t) = 1.0

That means that magnitude of x must equal the magnitude
of t. For example, if Machine A is to complete one work unit
in 30 minutes, it must work at the rate of 1/30 of work per
unit time. If the magnitude of x is greater then the magni-
tude of t, then only a fraction of the required work will be
performed. The information about the proportion of work
completed may be useful for resource planning and pro-
ductivity measurement purposes. In the case of multiple
resources performing the work simultaneously, the work
relationship is as presented in Table 7. For multiple re-
sources, we have the following expression:

i = 1
∑

riti = 1.0

where n = number of different resource types; ri = work
rate of resource type i; ti = work time of resource type i.
The expression indicates that even though the multiple re-
sources may work at different rates, the sum of the total
work they accomplished together must equal the required
whole unit. For partial completion of work, the expression
becomes

i = 1
∑

riti = p,

where p is the proportion of the required work actually
completed.

COMPUTATIONAL EXAMPLES

Suppose that RES 1, working alone, can complete a job in
50 minutes. After RES1 has been working on the job for 10
minutes, RES 2 was assigned to help RES 1 in completing
the job. Both resources working together finished the re-
maining work in 15 minutes. It is desired to determine the
work rate of RES 2.
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Figure 19. Resource schedule chart based on earliest start

Figure 20. Resource schedule chart for RES 1 and RES 2

The amount of work to be done is 1.0 whole unit. The
work rate of RES1 is 1/50 of work per unit time. Therefore,
the amount of work completed by RES 1 in the 10 minutes it
worked alone is (1/50)(10) = 1/5 of the required work. This
may also be expressed in terms of percent completion or
earned value using C/SCSC (cost-schedule control systems
criteria). The remaining work to be done is 4/5 of the total
work. The two resources working together for 15 minutes
yield the results shown in Table 8.

Thus, we have 15/50 + 15(R2) = 4/5, which yields r2 = 1/30
for the work rate of RES 2. This means that RES 2, working
alone, could perform the job in 30 minutes. In this example,
it is assumed that both resources produce identical qual-
ity of work. If quality levels are not identical for multiple
resources, then the work rates may be adjusted to account
for the different quality levels or a quality factor may be
introduced into the analysis. The relative costs of the dif-
ferent resource types needed to perform the required work
may be incorporated into the analysis as shown in Table 9.

As another example, suppose that the work rate of RES
1 is such that it can perform a certain task in 30 days. It
is desired to add RES 2 to the task so that the completion
time of the task could be reduced. The work rate of RES 2
is such that it can perform the same task alone in 22 days.
If RES 1 has already worked 12 days on the task before

RES2 comes in, find the completion time of the task. It is
assumed that RES 1 starts the task at time 0.

As usual, the amount of work to be done is 1.0 whole
unit (i.e., the full task). The work rate of RES 1 is 1/30 of
the task per unit time and the work rate of RES 2 is 1/22 of
the task per unit time. The amount of work completed by
RES 1 in the 12 days it worked alone is (1/30)(12) = 2/5 (or
40%) of the required work. Therefore, the remaining work
to be done is 3/5 (or 60%) of the full task. Let T be the time
for which both resources work together. The two resources
working together to complete the task yield the entries in
Table 10.

Thus, we have T/30 + T/22 = 3/5, which yields T = 7.62
days. Consequently, the completion time of the task is (12
+ T) = 19.62 days from time zero. The results of this ex-
ample are summarized in the resource schedule charts in
Figure 20. It is assumed that both resources produce iden-
tical quality of work and that the respective work rates re-
main consistent. As mentioned earlier, the respective costs
of the different types may be incorporated into the work
rate analysis.
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CONCLUSION

The CRD, Resource Work Rates, and RS chart are sim-
ple extensions of PERT/CPM tools in project management.
They are simple to use and they convey resource infor-
mation quickly. They can be used to complement existing
resource management tools in engineering projects. For
example, resource-dependent task durations and resource
cost can be incorporated into the CRD and RS procedures to
enhance their utility for resource management decisions.
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