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does not exist. Even though each system has its own charac-
teristics, they still share some common features. In general,
each system has a transmitter, which can be either natural
or artificial, to send out the electromagnetic energy that
serves as an input signal. A receiver is needed to collect the
response signal. The underground can be viewed as a system,
which is characterized by the material parameters and under-
ground geometry. The task of subsurface EM methods is to
derive the underground information from the response signal.

The EM transmitter radiates the primary field into the
subsurface, which consists of conductive earth material. This
primary field will induce a currents, which in turn radiates a
secondary field. Either the secondary field or the total field
will be detected by the receiver. After the data interpretation,
one can obtain the underground information.

One of the most challenging parts of subsurface EM meth-
ods is interpretation of the data. Since the incident field inter-
acts with the subsurface in a very complex manner, it is never
easy to subtract the information from the receiver signal.
Many definitions, such as apparent conductivity, are intro-
duced to facilitate this procedure.

Data interpretation is also a critical factor in evaluating
the effectiveness of the system. How good the system is al-
ways depends on how well the data can be explained. In the
early development of subsurface EM systems, data interpre-
tation largely depended on the personal experience of the op-
erator, due to the complexity of the problem. Only with the
aid of powerful computers and improvements in computa-
tional EM techniques is it possible to analyze such a compli-
cated problem in a reasonable time. Computer-based inter-
pretation and inversion methods are attracting more and
more attention. Nevertheless, data interpretation is still ‘‘an
artful balance of physical understanding, awareness of the
geological constraints, and pure experience’’ (1).

In the following sections, we will use several typical appli-
cations to outline the basic principles of subsurface EM meth-
ods. Physical insight is emphasized rather than rigorous
mathematical analysis. Details of each method can be found
in the references.

BOREHOLE EM METHODS

Borehole EM methods are an important part of well-logging
methods. Since water is conductive and oil is an insulator,
resistivity measurements are good indicators of oil presence.
Water has an unusually high dielectic constant, and per-

ELECTROMAGNETIC SUBSURFACE mittivity measurement is a good detector of moisture content.
Early borehole EM methods consist of mainly electricalREMOTE SENSING

measurements using very simple low-frequency electrodes
like the short and the long normal. Then more sophisticatedSubsurface electromagnetic (EM) methods are applied to ob-

tain underground information that is not available from sur- electrode tools were developed. Some of these tools are
mounted on a mandrel, which performs measurements cen-face observations. Since electrical parameters such as dielec-

tric permittivity and conductivity of subsurface materials tered in a borehole. These tools are called mandrel tools. Al-
ternatively, the sensors can be mounted on a pad, and themay vary dramatically, the response of electromagnetic waves

can be used to map the underground structure. This tech- corresponding tool is called a pad tool.
One of the most successful borehole EM methods is induc-nique is referred to as geological surveying. Another major

application of subsurface EM methods is to detect and locate tion logging. Since Doll published his first paper in 1949 (2),
this technique has been used widely with confidence in theunderground anomalies such as mineral deposits.

Subsurface EM methods include a variety of techniques de- petroleum industry. Extensive research work has been done
in this area. The systems in use now are so sophisticated thatpending on the application, surveying method, system, and

interpretation procedure, and thus a ‘‘best’’ method simply many modern electrical techniques are involved. Neverthe-
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less, the principles still remain the same and can be under- After these simplifications, we have
stood by studying a simple case. ∇ × HHH − σEEE = JJJs (6)The induction logging technique, as proposed by Doll,
makes use of several coils wound on an isolating mandrel, ∇ × EEE − iωµHHH = 0 (7)
called a sonde. Some of the coils, referred to as transmitters, ∇ · HHH = 0 (8)are powered with alternating current (ac). The transmitters
radiate the field into the conductive formation and induce a ∇ · EEE = 0 (9)
secondary current, which is nearly proportional to the forma-

where we assume � � Js � i�� � 0.tion conductivity. The secondary current radiates a secondary
For convenience, the auxiliary vector potential is intro-field, which can be detected by the receiver coils. The receiver

duced. Since � � H � 0 and � � (� � ) � 0, it is possible tosignal (voltage) is normalized with respect to the transmitter
define H � � � A. To specify the field uniquely, we choosecurrent and resprented as an apparent conductivity, which E � i��A, which is only true when there is no charge accu-

serves as an indication of underground conductivity. mulation. Substituting these expressions into Eq. (6), we have
To obtain information from the apparent conductivity, we

need to understand how apparent conductivity and true con- ∇ × ∇ × AAA − iωµσAAA = JJJs (10)
ductivity are related. According to Doll’s theory, the relation

By using the vector identity, we havein cylindrical coordinates is given by

∇2AAA + k2AAA = −JJJs (11)

whereσa =
∫ +∞

−∞
dz′

∫ +∞

0
dρ ′gD(ρ ′, z′)σ (ρ ′, z′) (1)

k2 = iωµσ (12)
where �a is the formation conductivity. The kernel gD(�, z) is
the so-called Doll’s geometrical factor, which weights the con- To demonstrate how the apparent conductivity and formation

conductivity are related, we first write down the solution oftribution of the conductivity from various regions in the vicin-
Eq. (11) in a homogeneous medium as follows (3,4):ity of sonde.

We notice that gD(�, z) is not a function of the true conduc-
tivity and hence is only determined by the tool configuration. AAA(ρ, z, φ) = 1

4π

∫
V ′

JJJs(ρ
′, z′, φ ′)
r1

eikr1 dV ′ (13)
The interpretation of the data would be simple if Doll’s theory
were exact. Unfortunately, this is rarely the case. Further where
studies show that Eq. (1) is true only in some extreme cases.
The significance of Doll’s theory, however, is that it relates r1 = {(z − z′)2 + ρ2 + ρ ′2 − 2ρρ ′ cos(φ − φ ′)}1/2 (14)
the apparent conductivity and formation conductivity, even

The volume integration is evaluated over regions containingthough the theory is not exact. In the early development of
the impressed current sources and the coordinate systeminduction logging techniques, tool design and data interpreta-
used in Eq. (13), as shown in Fig. 1. Usually, a small currenttion were based on Doll’s theory, and in most cases it gives

reasonable answers.
To establish a firm understanding of induction logging the-

ory, we need to perform a rigorous analysis by using Max-
well’s equations as follows:

∇ × HHH = −iωεEEE + JJJs + σEEE (2)

∇ × EEE = iωµHHH (3)

∇ · HHH = 0 (4)

∇ · DDD = ρ (5)

where � � Js � i��.
In the preceding equations, the time dependence e�i�t is as-

sumed, and Js corresponds to the impressed current source.
Parameters �, 	, � are the magnetic permeability, dielectric
permittivity, and electric conductivity, respectively. To sim-
plify the analysis, we assume that both the impressed source
and geometry of the problem are axisymmetric; consequently,
all the field components are independent of the azimuthal
angle. Furthermore, it can be shown that there is no stored
charge under the preceding assumption. The working fre-
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quency of induction logging is about 20 kHz, so the displace-
ment current �i�	E is very small compared to the conduction Figure 1. Induction logging tool transmitter and receiver coil pair

used to explain the geometric factor theory. (Redrawn from Ref. 4.)current �E and hence is neglected in the following discussion.
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loop is used as an excitation, which implies that only A
 ex- be. The difference between true conductivity and apparent
conductivity is defined as the skin effect signal,ists. Hence, Eq. (13) can be furthermore simplified as

σs = σ − σa (24)
Aφ (ρ, z) = 1

4π

∫
V ′

JJJφ (ρ ′, z′) cos(φ − φ ′)
eikr1

r1
dV ′ (15)

The leading term of the imaginary part VX is not a function
of true conductivity. In fact, it corresponds to the direct cou-When the radius of the current loop becomes infinitely small,
pling field, which does not contain any formation information.it can be viewed as a magnetic dipole and thus the preceding
What remains in VX is the so-called X signal. Since the directintegration can be approximated as
term is much larger than the residual part including VR, it is
difficult to separate the X signal. The importance of the X
signal is seen by comparing Eqs. (19) and (20), from which weAφ = m

4π

ρ

r3
1

(1 − ikr1)eikr1 (16)

find that the X signal is the first-order approximation of the
nonlinear term in VR, the R signal. This fact can be used towhere m � NTI(�a2) is the magnetic dipole moment and NT is
compensate for the skin effect.the number of turns wound on the mandrel. At the receiver

So far we have introduced the concept of apparent conduc-point, the voltage induced on the receiver with NR turns can
tivity by studying the homogeneous case. In practice, the for-be represented as
mation conductivity distribution is far more complicated. The
apparent conductivity and formation conductivity are related
through a nonlinear convolution. As a proof we derive the so-
lution in an integral form, instead of directly solving the dif-

V = 2πaNrEφ

= 2NTNR(πa2)2I
4π

iωµ(1 − ikL)
eikL

L3

(17)

ferential equations. To this end, we first rewrite Eq. (11) as

where ∇2AAA = −JJJs − JJJi (25)

where Ji � �k2A is the induced current. The solution of Eq.Eφ = iωµAφ (a, L) (18)

(25) can be written in the integral form as
and L is the distance between the transmitter and receiver.
Since the voltage is a complex quantity, it can be separated
into real and imaginary parts and expanded in powers of kL

AAA = 1
4π

∫
V ′

JJJs

rs
dV ′ + 1

4π

∫
V

JJJi

r2
dV (26)

as follows (3):
The first integral is evaluated over the regions containing

the impressed sources, and the second one is performed over
the entire formation. Under the same assumption as we have

VR = −Kσ

�
1 − 2

3
L
δ

+ · · ·
�

(19)

made in the preceding analysis, the receiver voltage can be
written as (4)VX = Kσ

δ2

L2

�
1 − 2

3
L2

δ3 + · · ·
�

(20)

where V = i2πaNRωµ

4π

∫
V ′

Jφ

rs
dV ′

− 2πaNRω2µ2

4π

∫
V

σ (ρ ′, z′)Aφ (ρ ′, z′)
r2

dV
(27)

K = (ωµ)2(πa2)2

4π

NTNRI
L

(21)

The vector potential can also be separated into real and imag-and
inary parts:

Aφ = AφR + iAφI (28)δ =
�

2
ωµσ

(22)

Substituting Eq. (28) into Eq. (27) and separating out the real
The quantity K is known as the tool constant and is totally part of the receiver voltage, we have
determined by the configuration of the tool, and � is the so-
called skin depth, which describes the attenuation of a con-
ductor in terms of the field penetration distance. The quan-
tity VR is called the R signal. The apparent conductivity is
defined as (3)

VR = −(ωµ)2(2πaNR)

4π

∫ ∞

−∞
dz′

∫ ∞

0

dρ ′σ (ρ ′, z′)AφR

∫ 2π

0

cos(φ − φ ′)
r2

dφ ′
(29)

Applying the same procedure, we obtain the apparent conduc-σa = −VR

K
∼= σ

�
1 − 2

3
L
δ

�
(23)

tivity as
In the preceding analysis, there are some important facts that
need to be mentioned. In Eq. (19), we see that the apparent
conductivity is a nonlinear function of the true conductivity,
even in a homogeneous medium. The lower the working fre-
quency or lower the true conductivity, the more linear it will

σa = −VR

K

=
∫ ∞

0
dρ ′

∫ ∞

−∞
dz′σ (ρ ′, z′)gP(ρ ′, z′)

(30)
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where The integration with respect to 
� in Eq. (31) can also be per-
formed for r2 � a. The final result is

gP = 2πLρ ′

(πa)3NTI
AφR

∫ 2π

0

cos(φ − φ ′)
r2

dφ ′ (31)
σa =

∫ ∞

−∞

∫ ∞

0
σgD(ρ ′, z′)�e{(1 − ikr1)eikr1 }dρ ′ dz′ (33)

The function gP is the exact definition of the geometrical where
factor. In comparison with Doll’s geometrical factor, gP de-
pends not only on the tool configuration, but also on the for-
mation conductivity, since the vector potential depends on the gD(ρ ′, z′) = L

2
ρ ′3

r 3
1r 3

2

(34)

formation conductivity. The integral-form solution does not
provide any computational advantage, since the differential It is now clear that Doll’s geometric factor and the exact
equation for the vector potential A
,R must still be solved. But geometric factor are the same when the medium is homoge-
it is now clear from Eq. (30) that the apparent conductivity neous and the wave number approaches zero.
is the result of a nonlinear convolution. Equation (30) also So far we have discussed the basic theory of induction log-
represents the starting point of inverse filtering techniques, ging. We now use a simple example to show some practical
which make use of both the R and X signals to reconstruct concerns and briefly discuss the solutions. In Fig. 2, we show
the formation conductivity. an apparent resistivity (the inverse of apparent conductivity)

Finding the vector potential A is still a challenge. Analytic response of a commercial logging tool 6FF40 (trademark of
solutions are available only for a few simple geometries. In the Schlumberger Company) in the Oklahoma benchmark.
most cases, we have to use numerical techniques such as the The black line is the formation resistivity, and the red line is

the unprocessed data of 6FF40. We notice that the apparentfinite element method (FEM), finite difference method (FDM),
resistivity data roughly indicate the variation of the true re-numerical mode matching (NMM), or the volume integral
sistivity, but around 4850 ft the apparent resistivity Ra isequation method (VIEM). Interested readers may find Refs. 5
much higher than the true resistivity Rt, which results fromthrough 8 useful.
the ‘‘skin effect’’ (9). From 4927 to 4955 ft, Ra is substantiallyPreviously, we mentioned that Doll’s geometrical factor
lower than Rt, which is caused by the so-called shoulder effect.theory is only valid under some extreme conditions. In fact, it
The shoulder effect arises when two adjacent low-resistancecan be derived from the exact geometrical factor as a special
layers generate strong signals, even though the tool is not incase (4). In a homogeneous medium, the vector potential A
,R
these two regions. Around 5000 ft, there are a number of thincan be calculated as
layers, but the tool’s response fails to indicate them. This fail-
ure results from the tool’s limited resolution, which is repre-
sented in terms of the smallest thickness that can be identi-
fied by the tool.

AφR
∼= (πa2)NTI

4π

ρ ′

r 3
1

�e{(1 − ikr1)eikr1 } (32)

Figure 2. Apparent resistivity responses of a
different tool in the Oklahoma benchmark. The
improvement of resolution ability of the HR1
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The blue line is the processed 6FF40 data after skin effect mud dip meter tool) and is manufactured by Schlumberger
(22,23).boosting and a three-point deconvolution. Skin effect boosting

is based on Eq. (19), which is solved iteratively for the true Sometimes information is needed not only relating to the
conductivity but also to the dielectric permittivity. In suchconductivity from the apparent conductivity. The three-point

deconvolution is performed under the assumption that the cases, the EPT (electromagnetic wave propagation tool), from
Schlumberger can be used. The working frequency of EPT canconvolution in Eq. (30) is almost linear (10). These two meth-

ods do improve the final results to some degree, but they also be as high as hundreds of megahertz to 1 GHz. At such high
frequencies, the real part of 	� is dominant, as follows:cause spurious artifacts observed near 4880 ft, since the two

effects are considered separately. The green curve is the re-
sponse of the HRI (high-resolution induction) tool (trademark ε ′ = ε + i

σ

ω
(35)

of Halliburton) (11). A complex coil configuration is used to
optimize the geometrical factor. After the raw data are ob-

EPT measurements provide information about dielectric per-tained, a nonlinear deconvolution based on the X signal is
mittivity and hence can better distinguish fresh water fromperformed. The improvement in the final results is sig-
oil. Water has a much higher dielectric constant (80	0) com-nificant.
pared to oil (2	0). Phase delays at two receivers are used toSchlumberger Company recently released its AIT (array
infer the wave phase velocity and hence the permittivity. In-induction image tool), which uses eight induction-coil arrays
terested readers can find materials on these methods in Refs.operating at different frequencies (12). The deconvolutions
24 and 25.are performed in both radial and vertical directions, and a

Other techniques in electrical well logging include the usequantitative two-dimensional image of formation resistivity is
of borehole radar. In such a case, a pulse is sent to a transmit-possible after a large number of measurements (13,14).
ting antenna in the borehole, and the pulse echo from theThe aforementioned data processing techniques are based
formation is measured at the receiver. Borehole radar findson the inverse deconvolution filter, which is computationally
application in salt domes where the electromagnetic loss iseffective and easily run in real time on a logging truck com-
low. In addition, the nuclear magnetic resonance (NMR) tech-puter. An alternative approach is to use inverse scattering
nique can be used to detect the percentage of free water in atheory, which is becoming increasingly practical and promis-
rock formation. The NMR signal in a rock formation is pro-ing with the development of high-speed computers (8,15).
portional to the spin echos from free protons that abound inBesides the induction method, there are other methods,
free water. An example of such a tool is the PNMT (pulsedsuch as electrode methods and propagation methods. Induc-
nuclear magnetic resonance tool), from Schlumberger (26).tion methods are suitable for the fresh-water mud, oil-base

mud, or air-filled boreholes, since the little or no conductivity
in the borehole has a lesser effect on the measurement. If the GROUND PENETRATING RADAR
mud is very conductive, it will generate a strong signal at the
receiver and hence seriously degrade the tool’s ability to make Another outgrowth of subsurface EM methods is ground pene-

trating radar (GPR). Because of its numerous advantages,a deep reading. In such a case, electrode methods are prefera-
ble, since the conductive mud places the electrodes into better GPR has been widely used in geological surveying, civil engi-

neering, artificial target detection, and some other areas.electrical contact with the formation. In the electrode meth-
ods, very low frequencies (1000 Hz) are used and Laplace’s The GPR design is largely application oriented. Even

though various systems have different applications and con-equation is solved instead of the Helmholtz equation. The typ-
ical tools are DLL (dual laterolog) and SFL (spherical focusing siderations, their advantages can be summarized as follows:

(1) Because the frequency used in GPR is much higher thanlog), both from Schlumberger. The dual laterolog is intended
for both deep and shallow measurements, while the SFL is that used in the induction method, GPR has a higher resolu-

tion; (2) since the antennas do not need to touch the ground,for shallow measurements (16–19).
In addition, there are many tools mounted on pads to per- rapid surveying can be achieved; (3) the data retrieved by

some GPR systems can be interpreted in real time; and (4)form shallow measurements on the borehole wall. These may
be just button electrodes mounted on a metallic pad. Due to GPR is potentially useful for organic contaminant detection

and nondestructive detection (27–31).their small size, they have high resolution but a shallow
depth of investigation. Their high resolution capability can be On the other hand, GPR has some disadvantages, such as

shallow investigation depth and site-specific applicability.used to map out fine stratifications on the borehole wall.
When four pads are equipped with these button electrodes, The working frequency of GPR is much higher than that used

in the induction method. At such high frequencies, the soil isthe resistivity logs they measure can be correlated to obtain
the dip of a geological bed. An example of this is the SHDT usually very lossy. Even though there is always a tradeoff

between the investigation depth and resolution, a typical(stratigraphic high-resolution dip meter tool), also from
Schlumberger (20). depth is no more than 10 m and highly dependent on soil type

and moisture content.When an array of buttons are mounted on a pad, they can
be used to generate a resistivity image of the borehole wall The working principle of GPR is illustrated in Fig. 3(a)

(28). The transmitter T generates transient or continuous EMfor formation evaluation, such as dips, cracks, and stratigra-
phy. Such a tool is called an FMS (formation microscanner) waves propagating in the underground. Whenever a change

in the electrical properties of underground regions is encoun-and is available from Schlumberger (21).
For oil-based mud the SHDT does not work well, and mi- tered, the wave is reflected and refracted. The receiver R de-

tects and records the reflected waves. From the recorded data,croinduction sensors have been mounted on a pad to dipping
bed evaluation. Such a tool is known as the OBDT (oil-based information pertaining to the depth, geometry, and material
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dimensional map, which is called an echo sounder–type dis-
play. To locate objects or interfaces, we need to know the
wave speed in the underground medium. The wave speed in
a medium of relative dielectric permittivity 	r is

Cs = C0√
εr

(36)

where C0 � 3 � 108 m/s. Usually, the transmitter and the
receiver are close enough and thus the wave’s path of propa-
gation is considered to be vertical. The depth of the interface
is approximated as

D = 0.5 × (Cs × Ttotal) (37)

where Ttotal is the total wave propagation time.
A practical GPR system is much more complicated, and a

block diagram of a typical baseband GPR system is shown in
Fig. 4. Generally, a successful system design should meet the
following requirements (27): (1) efficient coupling of the EM
energy between antenna and ground; (2) adequate penetra-
tion with respect to the target depth; (3) sufficiently large re-
turn signal for detection; and (4) adequate bandwidth for the
desired resolution and noise control.
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The working frequency of typical GPR ranges from a few
Figure 3. Working principle of the GPR. (Redrawn from Ref. 20.) tens of megahertz to several gigahertz, depending on the ap-

plication. The usual tradeoff holds: The wider the bandwidth,
the higher the resolution but the shallower the penetration
depth. A good choice is usually a tradeoff between resolutiontype can be obtained. As a simple example, we use Figs. 3(b)

and 3(c) to illustrate how the data are recorded and interpre- and depth. Soil properties are also critical in determining the
penetration depth. It is observed experimentally that the at-ted. The underground contains one interface, one cavity, and

one lens. At a single position, the receiver signals at different tenuation of different soils can vary substantially. For exam-
ple, dry desert and nonporous rocks have very low attenua-times are stacked along the time axis. After completing the

measurement at one position, the procedure is iterated at all tion (about 1 dBm�1 at 1 GHz) while the attenuation of sea
water can be as high as 300 dBm�1 at 1 GHz. Some typicalsubsequent positions. The final results are presented in a two-

Figure 4. Block diagram showing opera-
tion of a typical baseband GPR system.
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applications and preferred operating frequencies are listed in FMCW scheme is easier control of the signal spectrum; the
filter technique can be applied to obtain better SNR. A short-Table 1 (27).

To meet the requirements of different applications, a vari- coming of the FMCW system is the use of a synthesized fre-
quency source, which means that the system is expensive andety of modulation schemes have been developed and can be

classified in the following three categories: amplitude modula- bulky. Additional data processing is also needed before the
display (34,35).tion (AM), frequency modulated continuous wave (FMCW),

and continuous wave (CW). We will briefly discuss the advan- A continuous wave scheme was used in the early develop-
ment of GPR, but now it is mainly employed in synthetic ap-tages and limitations of each modulation scheme.

There are two types of AM transmission used in GPR. For erture and subsurface holography techniques (36–38). In
these techniques, measurements are performed at a single orinvestigation of low-conductivity medium, such as ice and

fresh water, a pulse modulated carrier is preferred (32,33). a few well-spaced frequencies over an aperture at the ground
surface. The wave front extrapolation technique is applied toThe carrier frequency can be chosen as low as tens of mega-

hertz. Since the reflectors are well spaced, a relatively narrow reconstruct the underground region, with the resolution de-
pending on the size of the aperture. Narrowband transmis-transmission bandwidth is needed. The receiver signal is de-

modulated to extract the pulse envelope. For shallow and sion is used and hence high-speed data capture is avoided.
The difficulty of the CW scheme comes from the requirementhigh-resolution applications, such as the detection of buried

artifacts, a baseband pulse is preferred to avoid the problems for accurate scanning of the two-dimensional aperture. The
operation frequencies should be carefully chosen to minimizecaused by high soil attenuation, since most of the energy is in

the low-frequency band. A pulse train with a duration of 1 to resolution degradation (27).
Antennas play an important role in the system perfor-2 ns, a peak amplitude of about 100 V, and a repetition rate

of 100 kHz is applied to the broadband antenna. The received mance. An ideal antenna should introduce the least distortion
on the signal spectrum or else one for which the modificationsignal is downconverted by sampling circuits before being dis-

played. There are three primary advantages of the AM can be easily compensated. Unlike the antennas used in the
atmospheric radar, the antennas used in GPR should be con-scheme: (1) It provides a real-time display without the need

for subsequent signal processing; (2) the measurement time sidered as loaded. The radiation pattern of the GPR antenna
can be quite different due to the strong interaction betweenis short; and (3) it is implemented with small equipment but

without synthesized sources and hence is cost effective. But the antenna and ground. Separate antennas for transmission
and reception are commonly used, because it is difficult tofor the AM scheme, it is difficult to control the transmission

spectrum, and the signal-to-noise ratio (SNR) is not as good make a switch that is fast enough to protect the receiver sig-
nal from the direct coupling signal. The direct breakthroughas that of the FMCW method.

For the FMCW scheme, the frequency of the transmitted signals will seriously reduce the SNR and hence degrade the
system performance. Moreover, in a separate-antenna sys-signal is continuously swept, and the receiver signal is mixed

with a sample of transmitted signals. The Fourier transform tem, the orientation of antennas can be carefully chosen to
reduce further the cross-coupling level.of the received signal results in a time domain pulse that rep-

resents the receiver signal if a time domain pulse were trans- Except for the CW scheme, other modulation types require
wideband transmission, which greatly restricts the choice ofmitted. The frequency sweep must be linear in time to mini-

mize signal degradation, and a stable output is required to antenna. Four types of antennas, including element anten-
nas, traveling wave antennas, frequency independent anten-facilitate signal processing. The major advantage of the
nas, and aperture antennas, have been used in GPR designs.
Element antennas, such as monopoles, cylindrical dipoles,
and biconical dipoles, are easy to fabricate and hence widely
used in GPR system. Orthogonal arrangement is usually cho-
sen to maintain a low level of cross coupling. To overcome the
limitation of narrow transmission bandwidth of thin dipole or
monopole antennas, the distributed loading technique is used
to expand the bandwidth at the expense of reduced efficiency
(39–42).

Another commonly used antenna type is traveling wave
antennas, such as long wire antennas, V-shaped antennas,
and Rhombic antennas. The traveling wave antennas distin-
guish themselves from standing wave antennas in the sense
that the current pattern is a traveling wave rather than a
standing wave. Standing wave antennas, such as half-wave
dipoles, are also referred to as resonant antennas and are
narrowband, while traveling wave antennas are broadband.
The disadvantage of traveling wave antennas is that half of
the power is wasted at the matching resistor (43,44).

Frequency-independent antennas are often preferred in
the impulse GPR system. It has been proved that if the an-
tenna geometry is specified only by angles, its performance
will be independent of frequency. In practice, we have to trun-
cate the antenna due to its limited outer size and inner feed-

Table 1. Desired Frequencies for Different Applicationsa

Approximate Maximum
Typical Desired Frequency at Which

Penetration Operation May Be
Material Depthb Usefully Performed

Cold pure fresh-water 10 km 10 MHz
ice

Temperate pure ice 1 km 2 MHz
Saline ice 10 m 50 MHz
Fresh water 100 m 100 MHz
Sand (desert) 5 m 1 GHz
Sandy soil 3 m 1 GHz
Loam soil 3 m 500 MHz
Clay (dry) 2 m 100 MHz
Salt (dry) 1 km 250 MHz
Coal 20 m 500 MHz
Rocks 20 m 50 MHz
Walls 0.3 m 10 GHz

a Redrawn from from Ref. 19.
b The figures used under this heading are the depths at which radar probing
gives useful information, taking into account the attenuation normally encoun-
tered and the nature of the reflectors of interest.
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ing region, which determine the lower bound and upper conductivity structure of the earth. This method was first pro-
posed by Tikhonov in 1950 (47). In his paper, the author as-bound of the frequency, respectively. In general, this type of

antenna will introduce nonlinear phase distortion, which re- sumed that the earth’s crust is a planar layer of finite conduc-
tivity lying upon an ideally conducting substrate, such that asults in an extended pulse response in the time domain

(27,45). A phase correction procedure is needed if the antenna simple relation between the horizontal components of the E
and H fields at the surface can be found (48):is used in a high-resolution GPR system.

A wire antenna is a one-dimensional antenna that has a
iµ0ωHx ∼= Eyγ cosh(γ l) (38)small effective area and hence lower gain. For some GPR sys-

tems, higher gain or a more directive radiation pattern is
wheresometimes required. Aperture antennas, such as horn anten-

nas, are preferred because of their large effective area. A γ = (iσµ0ω)(1/2) (39)
ridge design is used to improve the bandwidth and reduce the
size. Ridged horns with gain better than 10 dBm over a range The author used the data observed at Tucson (Arizona) and
of 0.3 GHz to 2 GHz and VSWR lower than 1.5 over a range Zui (USSR) to compute the value of conductivity and thick-
of 0.2 GHz to 1.8 GHz have been reported (46). Since many ness of the crust that best fit the first four harmonics. For
aperture antennas are fed via waveguides, the phase distor- Tucson, the conductivity and thickness were about 4.0 �
tion associated with the different modulation schemes needs 10�3 S/m and 1000 km, respectively. For Zui, the correspond-
to be considered. ing values are 3.0 � 10�1 S/m and 100 km.

Generally, antennas used in GPR systems require broad The MT method distinguishes itself from other subsurface
bandwidth and linear phase in the operating frequency range. EM methods because very low frequency natural sources are
Since the antennas work in close proximity to the ground sur- used. The actual mechanisms of natural sources have been
face, the interaction between them must be taken into ac- under discussion for a long time, but now it is well accepted
count. that the sources of frequency above 1 Hz are thunderstorms

Signal processing is one of the most important parts in the while the sources below 1 Hz are due to the current system
GPR system. Some modulation schemes directly give the time in the magnetosphere caused by solar activity. In comparison
domain data while the signals of other schemes need to be with other EM methods, the use of a natural source is a major
demodulated before the information is available. Signal pro- advantage. The frequencies used range from 0.001 Hz to 104

cessing can be performed in the time domain, frequency do- Hz, and thus investigation depth can be achieved from 50 m
main, or space domain. A successful signal processing scheme to 100 m to several kilometers. Installation is much simpler
usually consists of a combination of several kinds of pro- and has less impact on the environment. The MT method has
cessing techniques that are applied at different stages. Here, also proved very useful in some extreme areas where conven-
we outline some basic signal processing techniques involved tional seismic methods are expensive or ineffective. The main
in the GPR system. shortcomings of the MT method are limited resolution and

The first commonly used method is noise reduction by time difficulty in achieving a high SNR, especially in electrically
averaging. It is assumed that the noise is random, so that the noisy areas (49).
noise can be reduced to 1/Nt by averaging N identical mea- In MT measurements, the time-varying horizontal electri-
surements spaced in time t. This technique only works for cal and magnetic fields at the surface are recorded simultane-
random noise but has no effects on the clutter. ously. The data recorded in the time domain are first con-

Clutter reduction can be achieved by subtracting the mean. verted into frequency domain data by using a fast Fourier
This technique is performed under the assumption that the transform (FFT). An apparent conductivity is then defined as
statistics of the underground are independent of position. A a function of frequency. To interpret the data, theoretical ap-
number of measurements are performed at a set of locations parent conductivity curves are generated by the model stud-
over the same material type to obtain the mean, which can be ies. The model whose apparent conductivity curve best
considered as a measure of the system clutter. matches the measurement data is taken as an approximate

The frequency filter technique is commonly used in the model of the subsurface.
FMCW system. Signals that are not in the desired informa- Since it is more convenient and meaningful to represent
tion bandwidth are rejected. Thus the SNR of FMCW scheme the apparent conductivity in terms of skin depth, we first in-
is usually higher than that of the AM scheme. troduce the concept of skin depth by studying a simple case.

In some very lossy soils, the return signal is highly attenu- The model we use is shown in Fig. 5, which consists of a ho-
ated, which makes interpretation of the data difficult. If the
material attenuation information is available, the results can
be improved by exponentially weighting the time traces to
counter the decrease in signal level due to the loss. In prac-
tice, this is done by using a specially designed amplifier. Cau-
tion is needed when using this method, since the noise can
also increase in such a system (27).

MAGNETOTELLURIC METHODS

σ

O

Y

Z

X

Conductivity:

Current sheet

The basic idea of the magnetotelluric (MT) method is to use Figure 5. Current sheet flowing on the earth’s surface, used to ex-
plain the magnetotelluric method.natural electromagnetic fields to investigate the electrical
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where h is the thickness of upper layer, and �1, �2 are the
conductivities of the upper and lower layers, respectively.
Matching the boundary conditions at z � h, we have

A =
√

σ1 − √
σ2

2
√

σ1
e−ah(

√
σ1+√

σ2 ) (46)

B =
√

σ1 + √
σ2

2
√

σ1
eah(

√
σ1−√

σ2 ) (47)

Since we are interested in the ratio between the E and H field
on the surface, Eq. (44) can be rewritten for z � 0 as

σh
Z = h

Z = 0

Z

First layer   1

σSecond layer   2

O

Figure 6. Two-layer model of the earth’s crust, used to demonstrate
Ex

Hy
= 1√

2σ1T

M
N

e−i(π/4+φ+ψ ) (48)

the responses of the magnetotelluric method.

where M, N, 
, and � satisfy the following equations:

mogeneous medium with conductivity � and a uniform cur-
rent sheet flowing along the x direction in the xy plane. If the
density of current at the ground (z � 0) is represented as (50)

Ix = cos ωt, Iy = Iz = 0 (40)

then the current density at depth z is

M cos φ =
�

1
p1

cosh
h
p1

+ 1
p2

sinh
h
p1

�
cos

h
p1

(49a)

M sinφ =
�

1
p1

sinh
h
p1

+ 1
p2

cosh
h
p1

�
sin

h
p1

(49b)

N cos ψ =
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Ix = e−z

√
2ωµσ/2 cos(ωt − z

√
2ωµσ ), Iy = Iz = 0 (41)

where p1, p2 are the skin depths of upper and lower layers, re-When z increases, we notice that the amplitude of the cur-
spectively.rent decreases exponentially with respect to z; meanwhile the

For a multilayer medium, after applying the same proce-phase retardation progressively increases. To describe the
dure, we can obtain exactly the same relation between Ex andamplitude attenuation, we introduce the skin depth p as (50)
Hy as shown in Eq. (48) except that the expressions for M,
N, 
, and � are much more complicated. Because of this simi-
larity, we havep =

�
2

ωµσ
(42)

where the current amplitude decreases to e�1 of the current

∣∣∣∣ Ex

Hy

∣∣∣∣ = 1√
2σaT

= M
N

1√
2σ1T

(50)

at the surface. Since the unit in Eq. (42) is not convenient,
some prospectors like to use the following formula: where �a is defined as the apparent conductivity. If the me-

dium is homogeneous, the apparent conductivity is equal to
the true conductivity. In a multilayer medium the apparentp = 1

2π

√
10ρT (43)

conductivity is an average effect of all layers.
To obtain a better understanding of the preceding formu-

where T is the period in seconds, � is the resistivity in �/m, las, we first study two two-layer models and their correspond-
and the unit for p is km. The skin depth indicates the depth ing apparent conductivity curves, as shown in Fig. 7 (51). At
the wave can penetrate the ground. For example, if the resis-
tivity of the underground is 10 S/m and the period of the
wave is 3 s, the skin depth is 2.76 km. Subsurface methods
seldom have such a great penetration depth.

The data interpretation of the MT method is based on the
model studies. The earth is modeled as a two- or three-layer
medium. For a two-layer model as shown in Fig. 6, the gen-
eral expression for the field can be written as (50)
0 � z � h:

Ez = Aea
√

σ1z + be−a
√

σ1z (44a)

Hy = eiπ/4
√

2σ1T [−Aea
√

σ1z + Be−a√
σ 1z] (44b)
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Figure 7. Diagrammatic two-layer apparent resistivity curves for
the models shown. (Redrawn from Ref. 43.)
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very low frequencies, the wave can easily penetrate the upper
layer, and thus its conductivity has little effect on the appar-
ent conductivity. Consequently, the apparent resistivity ap-
proaches the true resistivity of lower layer. As the frequency
increases, less energy can penetrate the upper layer due to
the skin effect, and thus the effect from the upper layer is
dominant. As a result, the apparent resistivity is asymptotic
to �1. Comparing the two curves, we note that both of them
change smoothly, and for the same frequency, case A has
lower apparent resistivity than case B, since the conductive
sediments of case B are thicker.

Our next example is a three-layer model as shown in Fig.
8 (51). The center layer is more conductive than the two adja-
cent ones. As expected, the curve approaches �1 and �2 at each
end. The existence of the center conductive bed is obvious
from the curve, but the apparent resistivity never reaches the
true resistivity of center layer, since its effect is averaged by
the effects from the other two layers.

So far we have only discussed the horizontally layered me-
dium, which is a one-dimensional model. In practice, two-di-
mensional or even three-dimensional structures are often en-
countered. In a 2-D case, the conductivity changes not only
along the z direction but also along one of the horizontal di-
rections. The other horizontal direction is called the ‘‘strike’’
direction. If the strike direction is not in the x or y direction,
we obtain a general relation between the horizontal field com-
ponents as (51)

Ex = ZxxHx + ZxyHy (51a)

Ey = ZyxHx + ZyyHy (51b)
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Figure 9. Diagrammatic response curves for a simple vertical con-
Since Ex, Ey, Hx, and Hy are generally out of phase, Zi,j are tact at frequency f . (Redrawn from Ref. 43.)
complex numbers. It can also be shown that Zi,j have the fol-
lowing properties:

A simple vertical layer model and its corresponding curvesZxx + Zyy = 0 (52)
are shown in Fig. 9 (51). In Fig. 9(b), the apparent resistivity
with respect to E� changes slowly from �1 to �2 due to theZxy − Zyx = constant (53)
continuity of H� and E� across the interface. On the other
hand, the apparent resistivity corresponding to E� has an
abrupt change across the contact, since the E� is discontinu-
ous at the interface. The relative amplitude of H� varies sig-
nificantly around the interface and approaches a constant at
a large distance, as shown in Fig. 9(d). This is caused by the
change in current density near the interface, as shown in Fig.
9(f). We also observe that Hz appears near the interface, as
shown in Fig. 9(c). The reason is that the partial derivative
of E� with respect to � direction is nonzero.

We have discussed the responses in some idealized models.
For more complicated cases, their response curves can be ob-
tained by forward modeling. Since the measurement data are
in the time domain, we need to convert them into the fre-
quency domain data by using a Fourier transform. In prac-
tice, five components are measured. There are four unknowns
in Eqs. (51a) and (51b), but only two equations. This difficulty
can be overcome by making use of the fact that Zi,j changes
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Low HighFrequency very slowly with frequency. In fact, Zi,j is computed as an av-
erage over a frequency band that contains several frequencyFigure 8. Diagrammatic three-layer apparent resistivity curve for

the model shown. (Redrawn from Ref. 43.) sample points. A commonly used method is given in Ref. 52,
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according to which Eq. (51a) is rewritten as primary field to the secondary field becomes very small and
thus the resolution of airborne EM methods is not very high.
The operating frequency is usually chosen from 300 Hz to〈ExA∗〉 = Zxx〈HxA∗〉 + Zxy〈HyA∗〉 (54)
4000 Hz. The lower limit is set by the transmission effective-

and ness, and the upper limit is set by the skin depth.
Based on different design principles and application re-〈ExB∗〉 = Zxx〈HxB∗〉 + Zxy〈HyB∗〉 (55) quirements, many systems have been built and operated all

over the world since 1940s. Despite the tremendous diversity,
where A* and B* are the complex conjugates of any two of the most airborne EM systems can be classified in one of the fol-
horizontal field components. The cross powers are defined as lowing categories according to the quantities measured: phase

component measuring systems, quadrature systems, rotating
field systems, and transient response systems (54).

For a phase component measuring system, the in-phase
〈AB∗〉(ω1) = 1

�ω

∫ ω1+(�ω/2)

ω1−(�ω/2)

AB∗ dω (56)

and quadrature components are measured at a single fre-
There are six possible combinations, and the pair (Hx, Hy) is quency and recorded as parts per million (ppm) of the primary
preferred in most cases due to its greater degree of indepen- field. In the system design, vertical loop arrangements are
dence. Solving Eqs. (54) and (55), we have preferred, since they are more sensitive to the steeply dipping

conductor and less sensitive to the horizontally layered con-
ductor (55). Accurate maintenance of transmitter-receiver
separation is essential and can be achieved by fixing the

Zxx = 〈ExA∗〉〈HyB∗〉 − 〈ExB∗〉〈HyA∗〉
〈HxA∗〉〈HyB∗〉 − 〈HxB∗〉〈HyA∗〉 (57a)

transmitter and receiver at the two wing tips. Once this re-
and quirement is satisfied, a sensitivity of a few ppm can be

achieved (54). A diagram of the phase component measuring
system is shown in Fig. 10 (55). A balancing network associ-Zxy = 〈ExA∗〉〈HxB∗〉 − 〈ExB∗〉〈HX A∗〉

〈HyA∗〉〈HxB∗〉 − 〈HyB∗〉〈HxA∗〉 (57b)
ated with the reference loop is used to buck the primary field
at the receiver. The receiver signal is then fed to two phase-

Applying the same procedure to Eq. (51b), we have sensitive demodulators to obtain the in-phase and quadrature
components. Low-pass filters are used to reject very-high-fre-
quency signals that do not originate from the earth. The dataZyx = 〈EyA∗〉〈HyB∗〉 − 〈EyB∗〉〈HyA∗〉

〈HxA∗〉〈HyB∗〉 − 〈HxB∗〉〈HyA∗〉 (57c)
are interpreted by matching the curves obtained from the
modeling. Some response curves of typical structures are

and given in Ref. 56.

Zyy = 〈EyA∗〉〈HxB∗〉 − 〈EyB∗〉〈HxA∗〉
〈HyA∗〉〈HxB∗〉 − 〈HyB∗〉〈HxA∗〉 (57d)

After obtaining Zi,j, they can be substituted into Eqs. (51a)
and (51b) to solve for the other pair (Ex, Ey), which is then
used to check the measurement data. The difference is due
either to noise or to measurement error. This procedure is
usually used to verify the quality of the measured data.

AIRBORNE ELECTROMAGNETIC METHODS

Airborne EM methods (AEM) are widely used in geological
surveys and prospecting for conductive ore bodies. These
methods are suitable for large area surveys because of their
speed and cost effectiveness. They are also preferred in some
areas where access is difficult, such as swamps or ice-covered
areas. In contrast to ground EM methods, airborne EM meth-
ods are usually used to outline large-scale structures while
ground EM methods are preferred for more detailed investi-
gations (53).

The difference between airborne and ground EM systems
results from the technical limitations inherent in the use of
aircraft. The limited separation between transmitter and re-
ceiver determines the shallow investigation depth, usually
from 25 m to 75 m. Even though greater penetration depth
can be achieved by placing the transmitter and receiver on
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different aircraft, the disadvantages are obvious.
The transmitters and receivers are usually 200 ft to 500 ft Figure 10. Block diagram showing operation of a typical phase com-

ponent measuring system. (Redrawn from Ref. 43.)above the surface. Consequently, the amplitude ratio of the
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duced PUlsed Transient) (59), which was designed by Bar-
ringer during the 1950s. In the INPUT system, a large hori-
zontal transmitting coil is placed on the aircraft and a vertical
receiving coil is towed in the bird with the axis aligned with
the flight direction.

The working principle of INPUT is shown in Fig. 12 (60).
A half sine wave with a duration of about 1.5 ms and quiet
period of about 2.0 ms is generated as the primary field, as
shown in Fig. 12(a). If there are no conducting zones, the cur-
rent in the receiver is induced only by the primary field, as
shown in Fig. 12(b). In the presence of conductive anomalies,
the primary field will induce an eddy current. After the pri-
mary field is cut off, the eddy current decays exponentially.
The duration of the eddy current is proportional to the con-
ductivity anomalies, as shown in Fig. 12(c). The higher the
conductivity, the longer the duration time. The decay curve
in the quiet period is sampled successively in time by six
channels and then displayed on a strip, as shown in Fig. 13.

Flight
direction

Transmitter

Receiver

Output

π

π

2

2

As we can see, the distortion caused by a good conductor ap-
Figure 11. Working principle of the rotary field AEM system. (Re-
drawn from Ref. 50.)

The quadrature system employs a horizontal coil placed on
the airplane as a transmitter and a vertical coil towed behind
the plane as a receiver. The vertical coil is referred to as a
‘‘towed bird.’’ Since only the quadrature component is mea-
sured, the separation distance is less critical. To reduce the
noise further, an auxiliary horizontal coil, powered with a
current 90 degrees out of phase with respect to the main
transmitter current, is used to cancel the secondary field
caused by the metal body of the aircraft. Since the response
at a single frequency may have two interpretations, two fre-
quencies are used to eliminate the ambiguity. The lower fre-
quency is about 400 Hz and the higher one is chosen from
2000 Hz to 2500 Hz. The system responses in different envi-
ronments can be obtain by model studies. Reference 57 gives
a number of curves for thin sheets and shows the effects of
variation in depth, dipping angle, and conductivity.

In an airborne system, it is hard to control the relative
rotation of receiver and transmitter. The rotating field
method is introduced to overcome this difficulty. Two trans-
mitter coils are placed perpendicular to each other on the
plane, and a similar arrangement is used for the receiver. The
two transmitters are powered with current of the same fre-
quency shifted 90 degrees out of phase, so that the resultant
field rotates about the axis, as shown in Fig. 11 (58). The two
receiver signals are phase shifted by 90 degrees with respect
to each other, and then the in-phase and quadrature differ-
ences at the two receivers are amplified and recorded by two
different channels. Over a barren area, the outputs are set to
zero. When the system is within a conducting zone, anomalies
in the conductivity are indicated by nonzero outputs in both
the in-phase and quadrature channels. The noise introduced
by the fluctuation of orientation can be reduced by this
scheme, but it is relatively expensive and the data interpreta-
tion is complicated by the complex coil system (58).

The fundamental problem of airborne EM systems is the
difficulty in detecting the relatively small secondary field in
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the presence of a strong primary field. This difficulty can be
alleviated by using the transient field method. A well-known Figure 12. Working principle of the INPUT system. (Redrawn from

Ref. 52.)system based on the transient field method is INPUT (IN-
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