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REMOTE SENSING GEOMETRIC CORRECTIONS

Satellite remote-sensing data have become an essential tool
in many applications, mainly environmental monitoring. Al-
though remote-sensing techniques have been applied in many
different fields, operational use is still far from being
achieved. New applications and increased possibilities are ex-
pected for the coming years due to the availability of a new
series of advanced sensors with improved capabilities.

Apart from the need for a better understanding of the re-
motely sensed signals, most of the problems in using remote-
sensing data have been due to inadequate data processing.
Data-processing aspects become essential for actually ob-
taining useful information from remote-sensing data and for
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deriving usable products. Within these data-processing as- about tens of kilometers (for low-resolution satellite passive
microwave sensors). Obviously, the techniques, approaches,pects, geometric corrections play an essential role. Multitem-

poral analyses are required for monitoring of changes and and limitations are quite different for each resolution range.
However, to solve a particular problem it is often necessaryevolution, while multisensor data are typically needed to

solve a particular problem. Integration of the different data, to merge data from different sensors and with different reso-
lutions, and then problems appear in handling the varyingacquired under different viewing geometries and with differ-

ent geometric characteristics (resolution, pixel shape, sensor resolutions. An additional problem is given by the fact that
high spatial resolution instruments generally have low tem-spatial response function, interpixel overlaps, etc.), requires

careful processing to avoid misleading results. poral resolution, while medium spatial resolution sensors
have greater temporal resolution, since the limiting factor isThe article is structured as follows: after introduction of

the topic and the driving concept of spatial resolution, a the whole amount of data to be transmitted or stored on
board.method to account for the geometric distortions introduced by

orbital motion, scanning, and panoramic view in remote sens- The concept of spatial resolution is well defined, especially
in optoelectronics systems. The use of this concept in remoteing data is presented. Although the relevant details depend

very much on each particular sensor or even on each particu- sensing is, however, not always clear and many times confus-
ing. For one of the sensors described in more detail, the multi-lar acquisition mode of each sensor, a general parametric ap-

proach is presented which can be potentially applied to any spectral scanner (MSS) on board Landsat, the resolution has
been defined in terms of geometric instantaneous field of viewsensor, both airborne and spaceborne cases, with minimal

changes of inputs parameters. Due to the many sensors and (IFOV), with values ranging from 73.4 m to 81 m, depending
on the analysis criteria. The IFOV response function is an-systems available for a given application, a general, consis-

tent method to process the data is preferable, instead of spe- other criteria, giving values between 66 m and 135 m for the
derived corresponding resolution. Other criteria are based oncific approaches for each new particular sensor. After a de-

scription of the approach step by step, some approximations the concept of effective resolution, giving a range between 87
m and 125 m. Other criteria, taking into account atmospherictraditionally used are briefly presented (polynomial distortion

models, linear cross-correlation), and then the need of some spatial blurring and feature discrimination, assign other
types of resolution ranging from 220 m to 500 m, dependingexternal cartographic reference is discussed, addressing the

problems arising from the use of many different cartographic on the final application. Another aspect different from spatial
resolution is pixel spacing in the image. Correspondence be-projections and the difficulties in the mathematical modeling

of the earth as a simple geometrical figure. The problems in- tween resolution and pixel spacing is sometimes unclear, un-
less a complete spatial characterization of the sensor is avail-troduced by topographic structure are then discussed. Then,

when the geometric transformation model image-map is de- able for actual flight configuration. Actually, the spatial
resolution of a sensor is a combination of the optical pointfined, the resampling of the image to a different pixel size/

shape is discussed, pointing out difficulties with classical ap- spread function, sampling, and downstream electronics.
In the case of synthetic-aperture radar (SAR) data the con-proaches and new algorithms based on image restoration.

Other external factors which must be also taken into account, cept of spatial resolution is also somehow confusing, since the
resolution depends on the way the original raw data is pro-like calibration and removal of technical anomalies (noises)

are then considered as additional problems. Finally, the gen- cessed. Typical available systems can provide a resolution of
only few meters. However, this resolution cannot be used ineration of mosaics representing a large geographical area by

compositing several or many individual images and the multi- regular applications due to the presence of noise (or undesired
signals). Two approaches are followed: spatial averaging andtemporal compositing for monitoring changes are discussed,

with a final comment about the challenges posed by the large multilooking, reducing the spatial resolution by increasing
pixel spacing, and local filtering reducing the spatial resolu-amount of data to be processed with current or near-future

sensors in the context of operational use of the data in practi- tion but keeping the same pixel spacing. In both cases, the
local filtering or average is performed over a window deter-cal applications.

To clarify some of the aspects, most of the examples given mined from the local level of noise. If the statistical properties
of the data are so that the local entropy can be determined,correspond to the case of NOAA (National Oceanographic and

Atmospheric Administration) AVHRR (Advanced Very High optimal resolutions can be established. Otherwise, the effec-
tive resolution can be critical for accomplishing the require-Resolution Radiometer) data, one of the most widely used re-

mote sensing data and one good example on how geometric ments of the selected applications. Spatial resolution consid-
erations play a significant role in the case of SAR datadistortions affect remote sensing images and how methods

can be applied to correct for such distortions. By using gen- processing, especially in those approaches based on statisti-
cal analysis.eral parametric approaches, similar methods have been ap-

plied for a wide range of sensors, like, for instance, from very
high resolution hyperspectral airborne data (1) to low resolu-
tion data from meteorological satellites (2). GENERAL PARAMETRIC APPROACH

FOR IMAGE GEOCODING

Many different approaches have been described in the litera-SPATIAL RESOLUTION
ture for geometric registration or geocoding of remotely
sensed data. Some of them are quite sensor-specific. Owing toA critical aspect to be considered previously to any processing

of remote-sensing data is spatial resolution. Current available the current available technologies for global positioning, a
quite general approach can be adopted, valid even for satel-systems can produce images with resolutions ranging from a

few centimeters (for very-high-resolution airborne sensors) to lites, aircraft, and most of the sensors, including optical and
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SAR (2,3). First, the platform trajectory is determined; sec-
ond, the attitude angles of the platforms are instantaneously
calculated; third, the viewing geometry of each particular sen-
sor is related to platform orientation and the instantaneous
viewing direction is derived, parametrized as a function of
universal time t. Each point over the surface can be observed
only at a given time t (Fig. 1). After derivation of the time t,
by solving a system of coupled nonlinear equations, the exact
viewing geometry can be derived for each point over the sur-
face (map) or, alternatively, for each pixel in the image.

Platform Trajectory Determination

The platform trajectory can be derived by different methods,
and typically becomes known quite accurately for non-real-
time data processing and less accurately for real-time applica-
tions.

Table 1. NASA NORAD Two-Line Orbital Element Set
Format, Detailing the Orbital Information Daily Available
for All Orbiting Satellites. For Many of them, Additional,
More Detailed Information Is Also Available from Other
Specific Sources.

Line Column Description

1 01–01 Line number of element data
03–07 Satellite number
10–18 International designator (last two digits

of launch year � launch number of the
year � piece of launch)

19–20 Last two digits of epoch year
21–32 Julian day and fractional portion of the day
34–43 First time derivative of the mean motion

(or ballistic coefficient)
45–52 Second time derivative of the mean motion
54–61 Drag term, General Perturbation-4 (GP4)

perturbation theory (or radiation pres-
sure coefficient)

63–63 Ephemeris type
65–68 Element number

2 01–01 Line number of element data
03–07 Satellite number
09–16 Inclination (degrees)
18–25 Right ascension of the ascending node (de-

grees)
27–33 Eccentricity
35–42 Argument of perigee (degrees)
44–51 Mean anomaly (degrees)
53–63 Mean motion (revolutions per day)
64–68 Revolution number at epoch revolutions

Additional numbers are added at the end of each line as a check sum.
Example: ERS-2

1 23560U 95021A 97188.14082342 .00000503 00000-0 20289-3 0 4065
2 23560 98.5461 262.6711 0001003 102.2708 257.8609 14.32248108115670

n

p

(x(t), y(t), z(t))

O

(t)β
(t)α

(t)γ

(a)

Satellite Sensors: Orbital Mechanics. Most remote-sensing
satellites are placed in quasi-polar orbits, because of the pref-
erable observation repetivity, i.e., repeatable solar positions,
and mainly due to helio-synchronicity capabilities (4–6). Two
types of satellite orbits must be identified: some satellites are
almost kept in a given, predefined orbit, by means of constant
operations to compensate for deviations due to perturbations
in the Earth’s gravitational field; other satellites are allowed
to drift as a consequence of gravitational and other (such as
atmospheric drag) perturbations. In both cases, daily routine
monitoring of satellite positions allow determination of in-
stantaneous positions with relative accuracy (few kilometers)
on global basis.

Several sources, mostly military, are available to navigate
satellite data by means of actual ephemeris information.
NORAD [currently U.S. Space Command (USSC)] two-line or-
bital element (TLE) sets (also called NASA Prediction Bulle-
tins) for all orbiting satellites and some documentation and
software are available via the World Wide Web and anony-
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mous file transfer protocol from several sources, and they are
Figure 1. (a) Variables involved in the definition of local observation updated almost daily. Each satellite is identified by a 22-char-
geometry: platform trajectory O � (x(t), y(t), z(t)) and orientation

acter name (NORAD SATCAT name). A brief description of[�(t), �(t), �(t)] are functions of time t. Location P, with normal n, can
the format is included in Table 1 for reference. For more de-only be observed at some time t	, which is determined by numerical
tailed information see Ref. 7. Other sources are also available.solution of the system of parametric equations in t for the whole set of
However, it is very important to point out that each ephem-variables involved. (b) Steps in the geometrical processing of satellite

remote sensing data. eris data [TLE, Television Infrared Observation Satellite
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(TIROS) Bulletin United States (TBUS), etc.] are derived by Platform Orientation and Sensor Geometry
means of a particular reduction of observations to some spe- Once the platform trajectory is determined, a reference basis
cific model (7–9). For each ephemeris type, the corresponding on each point of the trajectory must be defined. For instance,
orbital extrapolation model has to be used in order to get con- one axis can be chosen in the direction of the instantaneous
sistent results according to the model used to derive the or- velocity vector, and another axis can be normal to the plane
bital elements. Ephemeris types are not exchangeable. The defined by the velocity vector and the local geocentric or geo-
use of some orbital information with a wrong orbit extrapola- detic (see Ref. 11) direction, with the third axis completing
tion model is one of the major sources of problems in some the orthogonal reference. In this reference frame, each sensor
current processing algorithms. on board the platform has specific viewing direction vectors,

Due to the recent advances in the global positioning sys- which are sensor-dependent, but are firmly linked to the plat-
tem (GPS), very significant progress in satellite data pro- form orientation. A convenient way of optimizing computa-
cessing is becoming possible in terms of geometric aspects, tions is to reduce formulation to a given vector u that defines
mainly due to the improved capabilities in positioning obser- the local viewing direction. This vector changes with time. If
vation platforms. selected properly, we can guarantee that variations in u can

GPS (10) was developed by the U.S. Department of De- be described as small-angle rotations, the so-called attitude
fense as an all-weather, satellite-based system for military variations.
use, but now it is also available for civilian use, including If we rotate the vector u an angle � around the direction
scientific and commercial applications. The current GPS given by a vector w, the components of u change according to
space segment includes 24 satellites, each one traveling in a
12-h, circular orbit at 20,200 km above Earth. The satellites
are positioned so that about six are observable nearly all the

uuu′ = R(www, σ )uuu = (www ·uuu)www+ cos σ (www×uuu) ×www+ sin σ (www×uuu)

(1)
time from any point on the earth. There is also a GPS control

with u� the transformed vector. The transformation R(w, �)segment of ground-based stations that perform satellite moni-
can also be expressed as a three-axis rotation of angles �1toring and command functions. The GPS satellites transmit
(pitch), �2 (roll), and �3 (yaw), around the three unitary vec-ranging codes on two radio-frequency carriers at L-band fre-
tors that define the instantaneous local orbital referencequencies, allowing the locations of the receivers (the user seg-
frame, as in the classical modeling of attitude angle effectsment) to be determined with an accuracy of about 16 m in a

stand-alone, real-time mode. By using corrections sent from
R(www, σ ) = R(eee3, σ3)R(eee2, σ2)R(eee1, σ1) (2)another GPS receiver at a known location, accuracy in rela-

tive position of 1 m can be obtained. Subcentimeter accuracies
As attitude angles are always very small, the order of rota-can be achieved through the simultaneous analysis of the
tions is not quite important. Moreover, Eq. (1) can be reduced,dual-band carrier-phase data received from all GPS satellites
at the first order, toby a global network of GPS receivers by means of postpro-

cessing. The use of GPS techniques in the processing of re- uuu′ = uuu+ σ (www×uuu) (3)
mote-sensing data is not only limited to satellite positioning,
but they are also used for identification of surface points used Parameterization of w and � as a function of three (because
for reference to increase the accuracy in automatic regis- w is unitary) functions of time t allows a very adequate de-
tration. scription of platform attitude variations (3,12), and refer-

In more recent satellites, such as the European Earth Re- ences therein.
mote Sensing Satellites (ERS 1/2), a product called precise
orbit is provided by ESA in specific format (after refinement Determination of Instantaneous Surface Observation Geometry
of models plus observations with laser tracking data) with ra-

Since all intervening variables are parametrized as functionsdial nominal accuracy below 1 m. Other systems, like SPOT
of time t, the resulting approach implies the necessity forand Topex/Poseidon, use a combined system of satellite laser
solving a system of nonlinear equations in parametric formranging and a dual-Doppler tracking system (DORIS) that
(13), the universal time (UT) being used as iterative pa-allows determination of satellite’s position to within a few
rameter.centimeters from the earth’s center. With the new GPS sys-

Once the observation time is obtained by solving the corre-tems, accuracies in satellite positioning within 2.5 cm have
sponding equations, the satellite position, platform orienta-been demonstrated. Hopefully, when all these techniques be-
tion, and sensor angles can be immediately determined,come fully operational in all new platforms, geometric data
which allows direct derivation of the exact pixel number inprocessing of data acquired by such platforms will be much
the image. Also, observation time directly determines the linemore easy and accurate.
number of the image (shifts of the whole image data are
sometimes necessary due to satellite internal clock drifts).

Airborne Sensors. The same positioning capabilities are Moreover, observation time allows derivation of instanta-
true not only for satellite systems but also for the case of air- neous solar position, which makes possible exact pixel-by-
borne sensors. In the case of airborne sensors, geometric dis- pixel illumination corrections, which is critical in the case of
tortions are critical due to changes in aircraft flight patterns, optical data, especially for mosaicking and multitemporal
especially for low-altitude flights. Moreover, there is no possi- composites.
ble simplified orbital modeling here, but the trajectory must In the case of SAR data the general parameterization is
be kept in the form of (x, y, z) coordinates and local trajectory similar, but due to the way the synthetic image is generated

other concepts appear in the parameterization of SAR imagereconstructed by means of polynomials in time t.
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geometric corrections (slant-range, Doppler frequency). Due More general transformations such as
to the way in which the image is generated, motion compensa-
tion schemes applied in the processing of raw data is prefera- I(x, y) → I(((λ(x + �x), µ(y + �y)))) (7)
ble to a posteriori geometric corrections of the already re-
sulting (flat) image in slant range, especially if topography are possible, but extremely time-consuming and impractical
plays a significant role. unless � and � can be considered as constant across the

The approach just described is called inverse mapping be- whole image.
cause the observation geometry (line, column) is derived for
each ground point. An alternative is to use the so-called direct
mapping in which each image point is mapped into the sur- THE NEED OF GROUND CONTROL POINTS
face cartographic projection. The first approach can result in FOR ACCURATE REGISTRATION
oversampling, while the second approach can result in gaps.
This second approach is typically more efficient and useful if Unfortunately, completely automated techniques still cannot
no topographic information is available. However, for ade- provide accurate registration. Although the platform trajec-
quate resampling procedures the inverse mapping becomes tory can be known very accurately, orientation angles and at-
more appropriate. titude changes cannot be known, at least by now, with the

necessary accuracy, so that to achieve a subpixel registration
among different images, some reference points [ground con-POLYNOMIAL APPROXIMATIONS
trol points (GCP)] have to be identified and used in a refine-
ment procedure. Satellite clock drifts and assumptions in theUnder some circumstances (small, almost linear distortions),
orbital model are additional sources of errors that need to bethe general image transformation functions
compensated.

The refinement procedures allow slight changes in orienta-x′ = f (x, y), y′ = g(x, y) (4)
tion directions of the platform or sensor, redefined by means
of GCP, and/or the platform trajectory, to compensate for thecan be approximated as simple polynomials
observed errors when ‘‘nominal’’ values are used first. In other
cases, the refinement procedure is actually a second geometric
correction procedure (based on polynomial transformation)

x′ ≈ a0 + a1x + a2y + a3x2 + a4y2 + a5xy + · · ·
y′ ≈ b0 + b1x + b2y + b3x2 + b4y2 + b5xy + · · · (5)

after the image has been precorrected by a nominal full geo-
metrical model.

Note that this is nothing more than an approximation, useful But the identification of GCPs in the image and maps is
only if few terms have to be retained for a given accuracy not easy. The use of GPS for identification of GCP has in-
requirement, and cannot be considered as a general geometric creased the accuracy of using GCP techniques tremendously.
correction procedure, even if a high-degree polynomial is Automatic correlation techniques can only be applied over
used. Typical distortions cannot be described by polynomials, boundaries (coastal, lakes, rivers), but the identification of
and numerical problems arise for high-degree polynomials (a GCPs in the image allows the use of single-point features in
ninth-degree polynomial is almost the limit for double-preci- a very precise way.
sion numerical calculations). Still the major problem in using GCPs is the lack of opera-

tionality, since the method requires necessarily the interven-
tion of an operator, which not only slows the whole procedureAUTOMATIC REGISTRATION TECHNIQUES
but can also introduce subjective bias due to the different
skills of each operator. Unfortunately, accurate registrationWhen increasing the amount of data does not allow detailed
still requires GCPs. The spectacular advance in platform posi-processing of each single image, automatic registration tech-
tioning techniques in the past few years now makes it possi-niques are developed. The most widely used approach is
ble to reduce the number of GCPs to an absolute minimum.based on linear cross-correlation, i.e., applicability only for al-
The determination of the instantaneous attitude angle willmost-linear distortions. The essential idea is to define the
also soon be possible, by means of differential GPS techniquestransformation between two images in the form
with different receivers located at the edges of the platform,
but is still insufficient for accurate positioning, especially forI(x, y) → I(x + �x, y + �y) ↔ I′(x′, y′ ) (6)
very-high-resolution data. However, the major problems that

The linear parameters �x and �y are determined by itera- make the use of GCPs necessary are the deficiencies in the
tively maximizing the correlation between I(x, y) and I�(x�, cartographic modeling of the earth, and the lack of elevation
y�). The procedure is accelerated by reducing the range of information, in many cases, for each GCP.
�x, �y by working in a small window. The method becomes
applicable only for small (linear) distortions, and it is typi-
cally used as a second step in the refinement of automatic CARTOGRAPHIC PROJECTIONS
procedures based on stand-alone geometrical models by using
ephemeris or attitude data as a single input without any ref- When images have to be transformed from the original acqui-

sition geometry (typically not useful for most applications) toerence point, by cross-registration to a reference image, or for
images with very small geometric distortions (close-nadir some cartographic reference, a specific map projection has to

be chosen. Local maps available for each area define the typeviewing cameras with optical or electronic compensation of
attitude deviation effects). of cartographic projection, which are different in each coun-
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try. It is often difficult to identify the best projection to be problem is then the resampling of the data. Each time the
geometry of the data is changed resampling is needed, withused for a given particular problem.

To avoid such problems, in many cases data are simply the unavoidable loss of some information and introduction of
interpolation artefacts. Single-step procedures from the origi-projected to a latitude–longitude grid, where the latitude-lon-

gitude relative factor is compensated to make the resulting nal acquisition geometry to the final cartographic product, by
using a single resampling of the data, are always preferable.pixel (in kilometers over the surface) almost square. This is

only possible for some reference latitude, which is chosen as
the latitude of the central point in the reference area. One
advantage of this projection, apart from the simplicity, is that THE PROBLEM OF TOPOGRAPHIC DISTORTIONS
most applications require computation of derived quantities
that are given as functions of latitude and longitude, so that Two effects have to be taken into account. On the one hand,

given a sensor altitude over a reference surface (typically thecomputations are easy if a latitude–longitude grid is used.
For cartographic applications, however, local references earth ellipsoid) the effect of varying altitude of the target over

the same reference surface is to introduce horizontal displace-are needed. Fortunately, computational tools are available
that allow transfer of data from any cartographic projection ment �X [see Fig. 2(a)] with additional geometric distortion,

plus a change in the sensor–target distance, relevant for ra-to any other by means of mathematical transformations. The
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Figure 2. Effects introduced by topography in the geometric processing of remote sensing data.
(a) Geometric distortions due to relief for off-nadir viewing geometry, including horizontal dis-
placement �X of apparent positions, change in sensor–target distance D, and changes in the
local illumination angle �� over the nominal illumination angle for a horizontal surface �. (b)
Radiometric distortions due to changes in illumination angle and viewed area, as well as addi-
tional reflections due to adjacent slopes, for the case of topography (bottom) as compared to the
case of flat surfaces (top).
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diometric corrections and with relevant effects in radar data for multisensor studies, especially when very different spatial
resolution data have to be merged. In all optimum interpola-processing. On the other hand, the change from a flat to a

rugged surface introduces alterations if the effective illumina- tion methods, the basic idea is not to increase the apparent
resolution, but to provide interpolated values for new pixelstion angle and effective scattering area, plus additional re-

flections coming from adjacent slopes with alterations in the resulting from geometrical transformations.
Another type of resampling is specifically oriented to cre-desired signal from the target [Fig. 2(b)]. The first effect is

purely geometric and can be easily accounted for provided ate ‘‘super-resolution’’ products by enhancement of the high-
frequency content of the image. This is possible with the helpenough information about earth topographic structure (digital

terrain model). The second one is much more difficult to cor- of at least two resolution data. However, some recent ap-
proaches use many different low-resolution images of a givenrect, and only first-order effects are usually compensated in

correction approaches. area, each acquired under a slightly different viewing geome-
try (only partial overlaps among IFOVs in each different im-The parametric geometric model fully describes the incor-

poration of topographic effects as direct, especially in the in- ages or images shifted one with respect each other by a small
fraction of the IFOV). In this way high-resolution informationverse mapping approach. Several techniques have been sug-

gested to include (at least first-order) topographic corrections is reconstructed by iterative processing of the multiple views
(21,22). Super-resolution resampling techniques have been in-in polynomial models. The method is only applicable in areas

with low topographic distortions, like close-nadir viewing or tensively used to increase usefulness of low-resolution passive
microwave or scatterometer data, for which spatial resolutionlimited altitude changes across the area. For more general

cases, a full 3-D geometrical model is required to account for is typically very poor but many views are available for each
area. Although these techniques are still in early stages ofgeometric projections of objects over the perpendicular plane

to the viewing direction. development, they appear to be really successful only in areas
with highly contrasted spatial substructures.The modeling of radiometric effects due to topography is,

in a rigorous way, quite difficult: local slope and orientation,
plus the local horizon line, at least, have to be determined for

CALIBRATION AND REMOVAL OF TECHNICAL ANOMALIES
each point in the image. Each viewing/illumination condition
determines a changing geometry in the resulting scene. Al-

Several sensor-specific technical anomalies have to be consid-
though most studies consider very simple approaches to de-

ered in the geometric processing (23). Calibration typically re-
scribe radiation exchanges in rugged terrain, other ap-

fers to radiometric calibration. In the case of SAR data, cali-
proaches take full advantage of computer graphics

bration refers not only to radiometric but also some geometric
technologies for a realistic description of intervening effects.

aspects. Correct interpretation of SAR data requires deconvo-
Ways to speed up calculations while still keeping a realistic

lution of the signal from artifacts due to antenna gain pattern
description of the major intervening effects have been devel-

and then directly related to local variations in incidence angle
oped (14), but a proper description of effects introduced by

for each observed area.
topography, suitable for correction/normalization of the data

Calibration also means intersensor normalization. Only
from such perturbations, remains an open issue.

few sensors acquire the images on a strictly pixel-by-pixel ba-
sis (AVHRR (Advanced Very High Resolution Radiometer) is
a typical example). In the case of the Landsat Thematic Map-

RESAMPLING
per (TM), 16 lines are simultaneously acquired by an array of
detectors. In the case of the Satellite Pour l’Observation de la

Once the remotely sensing data can be located geographically
Terre (SPOT), each whole line is acquired simultaneously by

or registered over a spatial database, resampling techniques
charge-coupled device (CCD) arrays. Electrooptical multide-

become the next critical issue. The most simple method is
tectors, with CCD technology and advanced optical fiber de-

called the nearest-neighbor technique, in which you simply
vices, will be the common technology for sensors in the near

assign to each new pixel the value of the closest one in the
future. Since the behavior of multiple detectors composing the

original image, without the need for recalculations. But many
final image is not the same, intersensor normalization or re-

more advanced techniques have been developed (15–20).
calibration is strictly required to avoid artifacts in the image

Assign a value of 1.0 for the central processing unit (CPU)
(different intensity vertical strips, horizontal stripping, and

time for the nearest-neighbor algorithm, considered as the ba-
nonregular spatial noises). Additional problems are due to the

sic procedure for a typical geometric processing, including
scanning devices, especially for dual-scan systems (forward

registration, UTM projection, and resampling. The relative
and reverse) such as Landsat TM. Nonlinear figure-8-shaped

increment in CPU time required by different interpolation al-
distortions in line geometry must be optically compensated,

gorithms applied in the resampling varies only few percent
but local geometric distortions resulting in the images are

for ‘‘standard’’ interpolation approaches: bilinear (1.02), cubic
quite difficult to remove.

convolution (1.07), cubic B spline (1.10). However, if sensor-
specific optimum-interpolation approaches are used (see Refs.
18 and 20), CPU time increases drastically: analytical opti- SPATIAL MOSAICKING
mum interpolation (7.7), fully numerical optimum interpola-
tion (360.5). Even with more sophisticated processing to Satellite data acquisitions are typically done along strips of

limited width. The width varies from hundred of meters, forachieve more accurate results, an increase in CPU time by a
factor of 360 is not acceptable for operational use. Analytical very-high-resolution systems, to thousands of kilometers, for

low-resolution systems. The reason for this variation issimplifications are more practical but still give reasonable ac-
curacies (18). Resampling considerations become only critical mainly the limited capabilities of data transmission from sat-
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ellites to Earth. Since the whole data volume is limited, an remote sensing data to be processed, as well as in the sophis-
tication of the algorithms used for the processing of the data,increase of spatial coverage is done at the expense of reduc-

tion in spatial resolution. For many applications, mainly has increased also in such a way that limitations exist. The
optimum compromise between accuracy requirements andthose requiring high-resolution data, a single strip is not

enough to cover the study area, and several images have to practicality should be achieved in each particular application
by optimization of the codes and advanced memory manage-be ‘‘mosaicked’’ to make a single image of the area. A large

image area is defined and all pixels are set to zero values. ment in processing facilities.
The case of AVHRR data has become a typical example,Then, each single image is reference over the large frame

background. When two single images overlap each other, a partly due to the many applications of these data due to low
cost and global availability, and also due to the peculiar char-decision has to be made about how to combine both pixels to

define the unique value in the mosaic. acteristics of the system with highly nonlinear geometric dis-
tortions due to panoramic view and circular scanning. FigureAccurate geometric registration of each single image form-

ing the mosaic is not enough to make the mosaic look like a 3 indicates the many steps involved in the whole AVHRR
data-processing scheme. Most other data-processing schemessingle image. Single images are acquired under different

viewing geometries, and illumination corrections are needed for other sensors or systems follow similar steps. The develop-
ments in AVHRR data processing (3,12) have become a goodin order to avoid artifacts in the boundaries between original

single images. Since images are acquired at different times, example of how improvements in data-processing techniques
can drastically increase the usefulness of data in many newmotions or changes in targets (i.e., clouds) can result in dis-

continuities. Simple image-processing techniques are often potential applications.
However, the future is really challenging. The Earth Ob-used (local histogram equalizations plus local cross-correla-

tion and linear composites across overlaps) to improve ap- serving System (EOS) platforms will provide data at the rate
of 13.125 Mbyte/s for the first EOS platform and slightlypearance. However, physically based methods are preferred

to compensate for perturbing effects, especially if the data higher for the posterior series. Similar or even higher rates
are expected for other systems, especially for those using ac-have to be used in numerical studies or as input to physical

models after the mosaic images have been produced. tive sensors like SAR. These data rates represent a real chal-
lenge for current computational algorithms and hardware
technologies (24).

MULTITEMPORAL COMPOSITING
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