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duty? Were the displays not designed to be properly informa-
tive to provide operators with the opportunity to make in-
formed decisions and take appropriate actions?

When a single male walks into a grocery store late on a
Friday or Saturday evening to purchase disposable diapers, is
it very advantageous to the store owners to place beer and
chips on display adjacent to the diapers, for that time period,
only to move them in favor of another product set soon there-
after? Can a pay-per-view cable service marker associate
products in mixtures that account for not only the buying
habits of their customers but also to localize their marketing
strategies, say, according to buying habits cross-referenced by
postal areas organized in a hierarchy from ‘‘rich postal code’’
to ‘‘poor postal code’’? [By ‘‘rich (poor) postal code’’ is meant a
geographical locale in which the population enjoy a high (low)
standard of living.]

How do we learn what constitutes a mountain? Is it a ‘‘sad-
dle-point’’ that separates a mountain from a mountain range
or does that merely distinguish one mountain from another
or worse, just illustrate an aberration in a single mountain?
Where does a mountain end? How high above sea level and
what steepness classifies mountainess? How do we distin-
guish a mountain from a hill, a peak, a butte, a mesa, a dome,
a bluff, a volcano, a sierra, . . .? Perhaps we learn such
things from being told, or by rote, or by analogy, or by some
other means. More likely we form our understanding of, in
this case, symbolic concepts by constant refinement and rein-
forcement (both negative and positive) of our model of the con-
cept, hence the terms concept learning or concept formation
are applied.

At first blush, it would appear that the first two questions
delve into a realm of design and analysis which is not exclu-
sively or primarily the purview of knowledge discovery in da-
tabases or data mining, as it has also been known. Although
the terms knowledge discovery in databases and data miningDATABASE MINING
have tended to be used interchangeably by researchers in the
past, a recent article by Fayyad et al. (1) explains their differ-WHAT IS DATABASE MINING?
ences and delineates the KDD process. Fayyad et al.’s excel-
lent article defines the KDD process, basic data mining algo-Did you ever consider buying an Edsel? Could the Three Mile

Island nuclear accident have been avoided? How can major rithms and applications at a basic level, unifying concepts
wherever possible. Certainly there were factors surroundingnational grocery chains adjust their product admixture and

availability according to the perceived buying habits of shop- the failure of the Edsel that defied proper marketing charac-
terization at that time. Perhaps the human factors engi-pers possessing different demographic indicators? What

makes a mountain a mountain and not a mountain range? neering that went into the design of information display units
at Three Mile Island might have been better informed withUnderlying these questions lies the crux to our under-

standing of what data mining is and what data mining is not. some careful formative analysis of operator evaluation and
skill testing in an actual job setting situation.Let us consider each question above briefly. Could the Ford

Motor Company have predicted the failure of the Edsel, Answers to the third question and others like it auda-
ciously converge at the heart of what is known as data min-thereby reducing its risk and, as it turned out, Ford’s losses?

Was their failure due to abysmal marketing analysis or due ing. Properly so the answers delineate one of many types of
classificatory, associative, evolutionary, characterizations orto fickle buyers? Could any analysis of customer data have

indicated customer preferences that would have prevented analyses of some given data.
Broader issues which are concentrated in machine learn-this disaster for Ford? Was the problem exacerbated due to

negative buyer perceptions, especially once unfavorable pub- ing (ML) research are well served when we attempt to answer
questions of the fourth type, in this case symbolic conceptlicity enveloped the Edsel?

Shortly after the Three Mile Island nuclear plant was shut learning. ML has evolved rapidly over the past two decades
and most recently ML researchers have embraced a variety ofdown, it became apparent that, if the information shown on

multiple display units in multiple settings had been designed ML techniques in their efforts to improve the quality of learn-
ing systems. Two primary goals of machine learning are toto focus the attention of operators (presumably using better

user interfaces), then the problem might have been avoided. understand and model the learning behavior of humans and,
more pragmatically, to provide increasing levels of automa-Were the data analyzed incorrectly or incompletely or merely

communicated in a haphazard fashion to the operators on tion in the knowledge acquisition process. Bonded by common
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goals, ML research has emphasized different approaches. over the data (3). Essentially, database mining is a decision
support process where we search for patterns of informationRule induction (RI), neural networks, genetic algorithms, an-

alytic learning, Bayesian learning, reinforcement learning, in a database. This process may be performed by skilled data
analysts, but in this case it is very difficult, or the processand case-based reasoning (CBR) have emerged as ML para-

digms. Rooted in neurobiology (neural nets), evolution theo- may be performed by an intelligent data mining program,
which automatically searches the database and discovers pat-ries (genetic algorithms), formal logic (analytic methods), heu-

ristic search (rule induction) and studies of human memory terns (finds information) on its own. Subsequently, this infor-
mation is presented in a suitable form, with graphs, reports,(case-based reasoning) have provided researchers with ana-

logical models to study. Langley (2) reviews these major para- text, hypertext, and so forth.
Information extracted from a database can be used for pre-digms and describes some applications of rule induction, the

most widely studied methodology. diction or classification, to identify relations between data-
base records, or to provide a database summary. A number ofReturning to questions of the third type, we can observe

that large databases are commonplace and typically the data operations comprise database mining, each of which is sup-
ported by a variety of techniques and technologies such asthemselves and data interrelations are exceedingly complex.

It is not sufficient to report the results of database mining for rule induction, conceptual clustering, neural networks, and so
forth. In many domains (marketing data analysis, financialdecision-making. Relevant results must first be discovered

and these results must then be presented in an appropriate data analysis, fraud detection, etc.) information extraction re-
quires the cooperative use of several data mining operations,way. For example, such a discovery-driven database mining

system applied to the cable television’s customer database techniques, and/or technologies.
We discuss database mining in the context of relationalmay discover many different groups of cable subscribers with

common characteristics, for example, college students with database management systems. However, we do so with the
knowledge that database mining techniques are and havelittle money who share a house relying on a single cable outlet

for multiple televisions, married couples with children sub- been applied to other data representations and data stores,
including object-oriented, temporal, spatial data, text-based,scribing to extra arts and entertainment channels, and so on.

By recognizing the marketing manager’s goal, the discovery- image, distributed, parallel, and multimedia domains. In
principle, these techniques can be generalized to other kindsdriven system not only identifies the most appropriate group-

ings, but furthermore establishes which of the company’s sub- of databases as well, such as object-oriented, heterogeneous,
and multimedia databases.scribers in the group will be good candidates for each type of

promotional campaign that can be executed by the cable Database mining can be distinguished from other analyti-
cal tools in their exploration of data interrelationships. Manycompany.
available analytical tools rely on the user to hypothesize spe-
cific data interrelationships and then they help to confirm orSetting the Stage
deny those hypotheses. These tools are of limited effective-

We generally make tradeoffs when we design computer sys- ness, due to a number of factors, including the posing of ap-
tems. Historically we have devised algorithms and written propriate questions and managing the complexity of the attri-
programs in which the major tradeoff has been between com- bute space in a reasonable time. In contract, most available
puting speed (time) versus computer memory (storage). (With analytical tools have been optimized to address some specific
present-day fast processors and large capacity memories and issue(s). Query analysis and report generation tools handle
disks, we can attempt to solve problems given up a generation usability issues, permitting users to develop SQL queries
ago as unreasonable. Parallel processing has added another through graphical user interfaces (GUI). Statistical and rough
dimension of capability to our repertoire of problem solving sets analysis package the relationships to be investigated
tools.) A subtler form of the traditional space/time tradeoff is from among a few variables. Multidimensional analysis and
that of search versus inference: when does the cost of retriev- relational on-line analytic processing (OLAP) tools precom-
ing information exceed the cost of recreating that informa- pute aggregation/generalization/specialization hierarchies
tion? It is impractical to predict all possible valid inferences along various dimensions in order to respond quickly to que-
that can be made from a database relational structure and ries. Visualization tools permit multidimensional relation-
the values of the attributes, and many of these inferences ships to be illustrated by combining spatial and nonspatial
would be meaningless. However, determining the search/in- attributes (location, size, color, etc.).
ference tradeoff is useful. This tradeoff underlies the knowl- In contrast, database mining employs (inductive) discov-
edge discovery in databases (KDD) or data mining process. ery-based approaches to unearth significant data relation-

Data mining and knowledge discovery are largely misused ships. Database mining algorithms examine numerous multi-
terms. Since many software analytical tool vendors pervade dimensional data relationships concurrently, identifying
today’s business environment, ‘‘data mining’’ and KDD have notable data relationships. To automatically determine which
been used somewhat indiscriminately, resulting in a variety data relationships are interesting is the focus of some exciting
of definitions which includes all tools employed to help users current research. Furthermore, database mining has become
analyze and understand their data. We use more focused an important contemporary research investigation for the
definitions. Knowledge discovery is the nontrivial extraction 1990s, by database and machine learning researchers.
of implicit, previously unknown, and potentially useful infor- Because of the growth in the size and number of existing
mation from data (3). Data mining is a step in the KDD pro- databases, the knowledge discovery process exceeds human
cess consisting of applying data analysis and discovery algo- abilities to analyze this data. The expanded reliance on data-
rithms that, under acceptable computational efficiency bases as a corporate resource is also creating a need and an

opportunity to develop computer methods for extractinglimitations, produce a particular enumeration of patterns



578 DATABASE MINING

knowledge from databases. We characterize the major data- rule such as, ‘‘80 percent of all sales in which beer was pur-
base mining functions and techniques inspired by Morton’s chased also included potato chips’’ we can set a confidence
(4) summary. threshold to eliminate discovery of all but the most common

trends. Results of the association analysis (for example, the
attributes involved in the rules themselves) may trigger addi-Functions and Techniques
tional analysis.

Database mining applications can be classified into sets of Another association rule example is the analysis of claims
problems that share similar characteristics across different submitted by patients to a medical services insurance agency.
application domains. Different agencies and different applica- Each claim contains information about medical procedures
tions may utilize different parameterizations of the applica- that were performed on a given patient during one visit. By
tion. Nonetheless, the same approaches and models used to defining the set of items to be the collection of all medical
develop a bank’s fraud-detection capability might also be used procedures that can be performed on a patient and the re-
to develop medical insurance fraud-detection applications if cords to correspond to each claim form, the application can
we could specify which domain-specific attributes in the data find, using the association function, relationships among med-
repository are used in the analysis and how they are used. ical procedures that are often performed together.

Different database mining functions are used to extract the The most commonly applied database mining function,
relevant relationships from the data, for example, character- classification, employs a set of preclassified examples that can
istic, discrimination, association, sequence-based analysis, classify the database records at large. Detecting fraud and
and data evolution regularities, clustering, classification, and identifying credit-risk applications are activities particularly
estimation relationships. These different approaches are also well suited to this type of analysis. Discovering interesting
the names generally given to the types of rules discovered by patterns in various grants information system databases is
the database mining system (5). also a good application for classification approaches. For ex-

If we have a large transaction database, where each trans- ample, the Natural Sciences and Engineering Research Coun-
action consists of a set of items, and a taxonomy on the items, cil (NSERC) of Canada was able to discover that, although
we find association rules (6) between items at any level of the hardware designs from Quebéc received their proportion of
taxonomy. Consider a collection of items and a set of records, the number of grants according to population demographic in-
each of which contain some number of items from the given formation available to Council, Quebécers far outpaced the
collection. For example, a rule such as ‘‘people who buy auto-

rest of Canada in the amount of funds received per grant:
mobiles tend to buy gasoline’’ may hold even if rules that

simply put, Quebéc has good hardware designers.‘‘people who borrow automobiles tend to buy gasoline,’’ and
Some classification approaches use decision tree or neural‘‘people who buy electric cars tend to buy gasoline’’ do not

network-based classification algorithms. In these approacheshold. Thus an association approach operates against our set
the classification algorithms require a training set of preclas-of records and return affinities or patterns that exist among
sified example transactions, which the classifier training algo-the collection of items. Such patterns can be expressed by
rithm uses to determine the set of parameters required forrules such as ‘‘63% of all the records examined that contain
proper discrimination. Classification approaches encode theseitems, 1, 2 and 3 also contain items 4 and 5,’’ where 63% re-
parameters into a model called a classifier. A classifier canfers the confidence factor of the rule.
be used predictively to classify new records into these sameIBM has identified a common application that can be built
predefined classes.using association rules called market basket analysis. Initially,

Data evolution regularities or sequence-based analysis canmarket-basket analysis treated the purchase of a number of
best be illustrated as an analysis that deals with a collectionitems as a single transaction in order to find trends across
of items as part of a point-in-time transaction. A problem oc-large numbers of transactions so as to understand and exploit
curs when there is additional information to coalesce, say, aconsumer buying patterns. Information from this analysis can
sequence of purchases (for example, an account number, athen be used to adjust inventories, modify display or inven-
credit card, or a frequent flyer number) over time. In this situ-tory placements. Association approaches can be applied
ation, not only may the coexistence of items within a transac-equally well to services that develop targeted marketing cam-
tion be important, but also the order in which those itemspaigns or determine common (or uncommon) practices. In the
appear across ordered transactions and the amount of timefinancial sector, association approaches can be used to ana-
between transactions. Rules which can capture these relation-lyze customers’ account portfolios and identify sets of finan-
ships can be used, for example, to identify a typical set ofcial services that people often purchase together. This ex-
harbinger purchases that might predict a specific subsequentplains the case where a retail operator wishes to determine,
purchase.from his transaction database, the set of product identifiers

In addition, the contents of a database may change overlisted under the same transaction identifier. An association
time, and it may be important to catch data evolution regular-operator can discover this information over the point of sales
ities in a dynamically evolving database. The study of datatransaction log, which contains among other information,
evolution regularities is appealing, since users are often inter-transaction identifiers and product identifiers. Thus, by em-
ested in finding regularities or trends of data evolution ratherploying an association approach, the market basket analysis
than examining a large volume of data over time in a data-application can determine affinities such as ‘‘20% of the time
base. For example, it is interesting to find the characteristicsthat a specific pay-per-view service is subscribed, viewers also
of the growth or shrinkage of certain mutual funds in a stockbuy a set of batched services, specific to their geographic loca-
market or to discover the trend of changes in some censustion.’’ If we express resultant item affinities in these terms,

we are expressing a confidence rating. Thus when we use a data or weather patterns.
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Both database contents and database structures (schemes) mation techniques can be used to determine, say, a more gen-
eral assessment of health-risk indicators for an individual ormay evolve over the lifetime of a database. Issues on schema

evolution have been studied in multi-database, heterogeneous group of individuals, rather than merely determining if some-
one is a good or bad health risk (binary classification).database and object-oriented database research (7–10). This

kind of evolution introduces an extra dimension of complexity; Often the approaches discussed thus far are used in associ-
ation with each other and in association with other analyticalfor that reason most researchers focus on the evolution of da-

tabase contents and assume that the database schemes are techniques including, but not limited to, decision trees, neural
networks, rule induction, case-based reasoning, fuzzy logic,stable, not evolving over time. Extensions of the data evolu-

tionary regularity approaches to nested relational, deductive, genetic algorithms, and fractal transforms. In many cases,
the technique is rooted elsewhere: in neurobiology (neuraland temporal databases are briefly discussed in (11) which, in

principle, should generalize to object-oriented, heterogeneous, nets), evolution theories (genetic algorithms), formal logic
(analytic methods), heuristic search (rule induction), andand multimedia databases.

In a dynamically evolving database, data evolution may studies of human memory (case-based reasoning).
Decision trees represent an efficient and easy technique forinvolve a large volume of data. To discover data evolution reg-

ularity, actual evolving data should be first extracted from database mining, which offer a synthetic view of data. They
can handle large numbers of records with many fields withthe database. Then, database mining techniques can induce

generalized rules or trends of evolution from the extracted predictable response. Decision trees work with symbolic and
numerical data, require no special knowledge, and performdata. For example, an attribute-oriented generalization

method, which has been developed to discover knowledge basic navigation, modeling and prediction within the same
formalism.rules in relational databases (integrating the learning process

with database operations), can be extended to the discovery Consider the example of a credit officer in a bank. Data
about last year’s customers who were granted a small loanof data evolution regularities. In addition to extracting classi-

fication rules, which summarize the general characteristics of are available to the officer, where the customers are described
by age, wages, status, and the like. One field, success, in thea set of data that satisfy certain data evolution criteria, such

as the characteristics of mutual funds whose capital gain in- database, shows whether the customer had trouble paying
back the loan. A decision tree analysis program, after im-creased over 10% in 1996, and discrimination rules, which

distinguish the general properties of a set of evolving data porting the data, builds a tree, with the leftmost node as the
root of the tree and the rightmost nodes as leaves. Each nodefrom a set of contrasting data, where the contrasting data can

be a set of stable data or another set of evolving data, such contains a subset of the initial population, with the root con-
taining the entire population. Nodes can display a variety ofas the rule that distinguishes the top-10 performers of this

year’s mutual funds from those in the last year, we can detect information. For example, in the decision tree shown in Fig.
1, each node contains the number of customers in the node,the general trend of evolution. We do so by describing how a

particular set of data evolves over a period of time, for exam- the number and percentage of customers in this node with
trouble repaying the loan, and the number and percentage ofple, how the stock price changes for computer companies over

the past six months. A detailed example of this phenomenon customers in this node with no trouble paying back the loan.
The most discriminating field is used to split the popula-is given in (11).

A relatively large number of approaches, which assign da- tion, that is, the field that best separates problem customers
from no-problem customers. The population in a node is splittabase records with a great number of attributes into a

smaller set of groups or ‘‘segments,’’ have been called cluster- according to the value of a field; in this case, the customers
are split according to housing type. The process is repeated,ing approaches. Normally one of the early steps performed in

the database mining process, clustering occurs automatically isolating subsets of customers with higher success (or fail-
ure) rate.and identifies the distinguishing database characteristics,

subsequently partitioning the space defined by database attri- Reading the decision tree from root to leaves, we determine
that people who rent their home and earn more than $35,000butes along natural boundaries which can be used as a start-

ing point for exploring further relationships. have an 85% success rate repaying their loans, whereas
people who do not rent and who applied after seeing a TV-Clustering is best used for finding groups of items that are

similar and support population segmentation models, such as commercial for the loan have a 12% success rate.
Neural networks establish prediction models by clusteringdemographic-based customer segmentation. These groups can

be fixed in advanced (supervised clustering) or determined by information into groups and predicting into which groups new
records will aggregate. An initial training phase assists thethe system (unsupervised clustering). Subsequent additional

analytical and other database mining analyses can determine neural network to ‘‘learn’’ where the training data is drawn
from a subset of the data. The predictive capability or accu-characteristics of these segments with respect to some desired

outcome. Thus, the buying habits of multiple population seg- racy of the neural network can then be determined by authen-
ticating the trained network against multiple other subsets ofments might be cross-referenced and compared with deter-

mine targeting strategies for a new sales campaign. Cluster- the data, and this process is repeated until the predictive
power remains relatively stable. Neural networks have beening applications include direct mailing, risk analysis (finding

groups that exhibit a similar payment history pattern), medi- used effectively to model nonlinear data, noisy data, or data
with missing values. Since neural networks work on numericcal diagnosis, retail analysis (finding products that sell with

a similar seasonal pattern). data, symbolic or continuous data must first be discretized.
Representing knowledge in comprehensible condition-ac-Estimation methods are another variation on the classifi-

cation approach in which ‘‘scores’’ are created along various tion rules, rule induction (RI) learns general domain-specific
knowledge from a set of training data. Most RI systems con-data dimensions. Thus the results of data mining using esti-
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House = Own, Employer,
 Family, ...

20,214 records
Success: 16,150  79.9%
Success:   4, 064 20.1%

152,314 records
Success:  31,214  20.5%
Success: 121,100 79.5%

132,100 records
House = Rent

Success:  28,160  21.3%
Success: 103,940 78.7%

19,020 records

Title = Dr, Mr, Mrs, Ms, Miss

Success:  14,800  77.8%
Success:     4,220  22.2%

41,440 records

Salary 2 > 35,000

Success:    6,160  14.9%
Success:   35,280  85.1%

28,620  records

20,000 < Salary 2 < = 35,000

Success:  15,020  52.5%
Success:   13,600  47.5%

62,040 records

Salary 2 < = 20,000

Success:  10,160  16.4%
Success:   51,880  83.6%

4,100 records

Reason = Mail

Success:    1,480    36.1%
Success:     2,620    63.9%

16,114 records

Reason = Other, TV

Success:  14,180  88.0%
Success:     1,034  12.0%

9,600 records

Title = none

Success:    2,070  21.6%
Success:     7,530 78.4%

High
Success

Rate

High
Failure
Rate

Figure 1. An example of a decision tree.

duct heuristic search through the hypothesis space of rules or Genetic algorithms employ optimization techniques that
use processes such as genetic combination, mutation, and nat-decision trees. RI systems typically use a statistical evalua-
ural selection in a design based on the concepts of naturaltion function to select attributes or attribute-value pairs for
evolution. They can generate potential cases, based on aincorporation into the knowledge base. A noise handling tech-
loosely constructed model, where such cases may converge tonique pre- or postpruning removes imperfect or noisy training
the ‘‘best’’ example (based on any number of considerations).data. Many RI systems have been developed and applied to
Typical applications of genetic algorithm include direct mar-real-world domains to discover knowledge from observed
keting strategies, where it is desirable to know the optimaldata. Example systems include C4.5 (12), AQ15 (13), and CN2
profile of the ideal customer who is likely to invest more than(14); Clark (15) provides an overview of RI techniques and
$25,000 in mutual funds per year, or risk analysis, medicalstrategies for noise abatement. Despite their successes, RI
diagnosis, and the like.systems do not recognize exceptions well, nor do rules repre-

Fractal transforms hold interesting promise as a techniquesent continuous functions well.
to employ in database mining. They are typically used in loss-Case based reasoning (CBR) represents knowledge by stor-
less data compression algorithms. Thus the possibility existsing descriptions of previously experienced, specific cases. Pre-
that pattern-matching approaches based on these techniquesvious solutions are adapted to solve new cases by retrieving
can exploit substantially reduced dataset sizes to increasesimilar past cases. Common retrieval schemes are variations
performance.of the nearest neighbor method, in which similarity metrics

Every one of these techniques have advantages and disad-are used to identify cases nearest to the current case. An over-
vantages in terms of their performance, training require-view of the foundational issues related to CBR is presented
ments if any, the problem characteristics they address, theirin (16). Although CBR is a relatively new learning method, a
discrimination capabilities, and so on. Most algorithms arenumber of commercial tools have been developed.
often tunable, using a variety of parameters aimed at provid-CBR can learn nonlinearly separable categories of continu-
ing better performance. Also most approaches to databaseous functions and CBR is incremental by nature, unlike most
mining employ some hybrid admixture of these techniques.inductive methods, which have difficulty extending or refining

their rule set during the problem-solving stage. CBR, how-
Issuesever, does have limitations: it does not yield concise represen-

tations of concepts which can be understood easily by hu- Database mining is attractive to executives and professional
analysts who need to make sense out of large masses of com-mans, and CBR systems are usually sensitive to noise.
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plex data. Programs that can analyze an entire database and system should also be time-sensitive since some data val-
ues vary over time and the system is affected by the da-identify the relationships relevant to the executive are touted

as a panacea for all data analysis problems. This situation ta’s timeliness. Another example illustrates relevance:
postal code fields are fundamental to studies that estab-has not yet been realized.

Database mining techniques and algorithms in contempo- lish a geographical connection to a product offering and
the sales of a product.rary use have evolved from earlier research into pattern rec-

ognition and machine learning within an artificial intelli- • Explanatory Dyslexia. Many database mining tools per-
gence paradigm. Current database mining programs have form their analyses using complex algorithms that are
concentrated on the development of fast, responsive algo- not easily understood by users; for example, they don’t
rithms, which can handle very large databases; the human always generate ‘‘if-then’’ rules that use the original da-
computer interface and features which make the use of such ta’s attributes by name. These systems cannot easily ‘‘ex-
tools attractive to business users have only more recently at- plain’’ their results. Approaches capable of generating
tracted sufficient attention as to merit nontrivial develop- the desired information about the underlying attributes,
ment efforts. such as decision trees and rule induction methods, may

This current state of affairs presents challenges to re- require nontrivial additional postprocessing and/or visu-
searchers and users, some of which are indicated below. alization.

• Data Representation Gap. Modern database mining sys-
• The Tools Gap. This gap is due to a number of factors. tems obtain source data from large relational database

Most database mining systems require significant pre- systems in which the information is partially normalized
and postprocessing of data in order to operate. Prepro- and the attributes mined span multiple tables. Some-
cessing activities involve any operations required to gain times database mining engines supply the conditioning
task relevant data for analysis by the database mining code to provide the denormalized representation they re-
program, from the selection of pertinent subset(s) of data quire. Large central fact tables in data warehouses de-
to complex data transformations to bridge any represen- signed using star schema often combine denormalized
tational gap. Postprocessing often involves selection of data into one flat table. Sometimes, the database mining
subsets of the results of database mining and the appli- tools may require discretized continuous variables or re-
cation of visualization methods for reporting purposes. map time-series information.

• Limited or Inappropriate Information. Often designed for • Flexible Databases. Parallel relational database systems
purposes different from database mining, databases do possess data that are distributed over multiple disks and
not always possess the attributes that would simplify the accessed by many CPUs. New database architectures re-
learning task. Another example is nonconclusive data, in quire significant preprocessing for subsequent use by a
which attributes essential to the application domain are data mining program. This conditioning requirement in-
not present in the database. For example, we cannot di- creases as new systems tempt database designers, such
agnose malaria from a medical database if it does not as functional, applicative, object-oriented, distributed,
contain red blood cell counts. concurrent, parallel, inferential, associative, procedural,

connectionist, declarative, networked, non-monotonic,• Missing Data, Noise, Dirty Data. Most database mining
temporal, holographic, etc., running on new hardware,programs lack a higher-level data model and thus have
firmware, wetware, neuralware, etc.no domain-specific (semantic) structure; as such, they as-

sume all information must be factual. Users must take
For the remainder of this exposition, we will present dataprecautions to ensure that the data under analysis are

mining concepts and examples in the context of relational da-‘‘clean,’’ which could require detailed analysis of the at-
tabases, drawing distinctions whenever the relational data-tribute values fed to the discovery system. This function
base context is not wholly appropriate.is generally performed when the data warehouse, if any,

The research and development goals that were proposedis created nowadays. Databases often are tainted with
for one of the earliest data mining systems, the DBLEARNerrors in the data. Attributes which rely on subjective or
system (17–19) is an instructive place to begin. DBLEARNmeasurement conjectures may misclassify results. Errors
designers outlined the following goals:in either attribute values or class information are called

noise. Missing data are handled by simply disregarding
• Knowledge discovery should be performed efficiently in amissing values or omitting the corresponding records; by

variety of databases, including new generation databaseinferring missing values from known values or via proce-
systems (extended-relational, deductive, object-orienteddure invocation in object-oriented databases or by default
and active databases), and new database applicationsvalue substitution, or average over the missing values
(including spatial, engineering, and multimedia data-using Bayesian techniques. Statistical techniques also
bases);can treat noisy data and separate different types of

noise. • Knowledge to be discovered includes characteristic rules,
discriminant rules, data dependency rules, data evolu-• Uncertainty, Updates, and Irrelevant Fields. Uncertainty
tion regularities, quantitative rules (credibility associa-refers to the severity of the error and the degree of preci-
tion), etc.;sion in the data. Dynamic databases have ever-changing

contents as data are added, modified, or removed. How • The system applies different learning techniques, includ-
ing attribute-oriented induction, constrained induction,can we ensure that the rules are up-to-date and consis-

tent with the most current information? The discovery inductive logic programming, etc., integrates well with



582 DATABASE MINING

existing database systems with high performance, and is After the desired database tables have been selected and
robust at handling noise and exceptional data and at dy- the task relevant data have been identified, it is sometimes
namic discovery and adjustment of concept hierarchies; necessary to transform the data. The type of data mining op-
and eration performed and the data mining technique used dictate

the transformations, which vary from conversions of one type• Discovered knowledge will be applied to intelligently
of data to another, for example, converting nominal valuesquerying data and knowledge, classification of unknown
into numeric ones so that they can be processed by a neuralcases, diagnostic decision making, and control of dy-
network, to new attribute definition, that is, derived attri-namic processes.
butes.

Concept hierarchies represent background knowledge nec-We explain the basic database mining process by describ-
essary to control the generalization process. Different levelsing DBLEARN, in order to illustrate commonplace data min-
of concepts can be organized into a taxonomy of conceptsing techniques and principles that are in general usage cur-
which is partially ordered according to a general-to-specificrently and were embodied in the DBLEARN system design.
ordering. The most general concept is the null description,Subsequently we will illustrate increasingly sophisticated
described by a reserved word ‘‘ANY,’’ and the most specificdata mining techniques, utilizing more advanced systems
concepts correspond to the specific values of attributes in theand examples.
database (17). Using a concept hierarchy, the rules learned
can be represented in terms of generalized concepts and
stated in a simple and explicit form, which is desirable toINTRODUCING THE DATABASE MINING PROCESS: DBLEARN
most users.

A concept hierarchy table of a typical university databaseDBLEARN’s designers (17,20) promoted and developed an at-
tribute-oriented generalization method for knowledge discov- for three attributes is shown in Table 1. Concept hierarchies
ery in databases. The method integrates machine learning ex- can be provided by knowledge engineers or domain experts.
emplars, especially learning-from-examples techniques (21), Moreover, many conceptual hierarchies are actually stored in
with set-oriented database operations and extracts general- the database implicitly. For example, the information that
ized data from actual data in databases. An attribute-oriented ‘‘Vancouver is a city of British Columbia, which, in turn, is a
concept tree ascension technique is applied in generalization, province of Canada,’’ is usually stored in the database if there
which substantially reduces the computational complexity of are ‘‘city,’’ ‘‘province,’’ and ‘‘country’’ attributes. Such hierar-
database learning processes. Different kinds of knowledge chical relationships can be made explicit at the schema level
rules, including characteristic rules, discrimination rules, by indicating ‘‘city province country.’’ The taxonomy of all the
quantitative rules, association rules, and data evolution regu- cities stored in the database can be retrieved and used in the
larities, can be discovered efficiently using the attributed-ori- learning process.
ented approach. In addition to learning in relational data- Some concept hierarchies can be discovered automatically
bases, the approach can be and has been applied to knowledge or semi-automatically. Numerical attributes can be organized
discovery in nested relational and deductive databases. as discrete hierarchical concepts, and the hierarchies can be
Learning can also be performed with databases containing constructed automatically based on database statistics. Such
noisy data and exceptional cases using database statistics. automatic construction can be performed by first obtaining
Furthermore, rules discovered can be used to query database the distribution of attribute values in the database, then set-
knowledge, answering cooperative queries and facilitating se- ting the range of the values and performing refined classifi-
mantic query optimization. cations in tightly clustered subranges. For example, for an

attribute ‘‘GPA’’ (grade point average), an examination of the
Database Mining Primitives values in the database discloses that GPA falls between 0 to

4, and most GPA’s for graduates are clustered between 3 andData mining in relational databases requires three primitives
4. One may classify 0 to 1.99 into one class, and 2 to 2.99 intofor the specification of a discovery task: task-relevant data,
another, but give finer classifications for those between 3 andbackground knowledge, and the expected representations of
4. Even for attributes with discrete values, statistical tech-the learned results. We can subsequently generalize our re-
niques can be used under certain circumstances. For example,sults from relational databases to other databases as well.
if the birthplace of most employees are clustered in CanadaCharacterizing the features of science graduate students
and scattered in many different countries, the highest levelrequires only data relevant to science graduates, but these
concepts of the attribute can be categorized as ‘‘Canada’’ anddata may extend over several relations. Thus, a query can be
‘‘foreign.’’ Thus, the available concept hierarchies can be mod-used to collect task-relevant data from the database. Task-
ified based on database statistics. Moreover, the concept hier-relevant data can be viewed as examples for learning and
archy of an attribute can also be automatically discovered orlearning-from-examples is an important strategy for knowl-
refined based on its relationship with other attributes.edge discovery in databases. Most learning-from-examples al-

Different concept hierarchies can be constructed on thegorithms partition the set of examples into positive and nega-
same attribute based on different viewpoints or preferences.tive sets and perform generalization using the positive data
For example, the birthplace could be organized according toand specialization using the negative ones. Unfortunately, a
administrative regions such as provinces or countries, geo-relational database does not explicitly store negative data,
graphic regions such as east-coast, west-coast, or the sizes ofand thus no explicitly specified negative examples can be used
the city, such as, metropolis, small-city, town, countryside,for specialization. Therefore, a database induction process re-
and so on. Usually, a commonly referenced concept hierarchylies only on generalization, which must be performed cau-

tiously, to avoid overgeneralization. is associated with an attribute as the default concept hierar-
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Table 1. Example Concept Hierarchy Tables

Attribute Concept Values

Sciences

Biology

Chemistry

Physics

Social sciences

History

Sociology
Humanities

Political
science

Any

English

Philosophy

Religious
studies

...

...

...

...

Major Sciences Biology, Chemistry, Physics, . . .
Humanities English, Philosophy, Religious

studies, . . .
Social Sciences Political Science, Sociology,

History, . . .
Any Science, Humanities, Social

Sciences, . . .
Birth-place British Columbia Vancouver, Victoria,

Richmond, . . .
Alberta Edmonton, Calgary,

Red Deer, . . .
Saskatchewan Regina, Saskatoon,

Moose Jaw, . . .
Any British Columbia, Alberta,

Saskatchewan, . . .
GPA Excellent 80, 81, . . ., 100

Above average 70, 61, . . ., 79
Average 60, 61, . . ., 69
Any Excellent, Above average,

Average, . . .

chy for the attribute. Other hierarchies can be selected explic- values are generalized data, that is, nonleaf nodes in the con-
cept hierarchies. Some learning-from-examples algorithms re-itly by users.

Rules are one of the expected forms of the learning results. quire the final learned rule to be in conjunctive normal form
(22). This requirement is usually unrealistic for large data-Many different rules can be discovered by database mining.

A characteristic rule is an assertion which characterizes a con- bases, since the generalized data often contain different cases.
However, a rule containing a large number of disjuncts indi-cept satisfied by all or a majority number of the examples in
cates that it is in a complex form and further generalizationthe class undergoing learning (called the target class). For
should be performed. Therefore, the final generalized relationexample, the symptoms of a specific disease can be summa-
should be represented by either one tuple (a conjunctive rule)rized by a characteristic rule. A discrimination rule is an as-
or a small number (usually 2 to 8) of tuples corresponding tosertion that discriminates a concept of the class being learned
a disjunctive rule with a small number of disjuncts. A system(called the target class) from other classes (called contrasting
may allow a user to specify the preferred generalizationclasses). For example, to distinguish one disease from others,
threshold, a maximum number of disjuncts of the resultinga discrimination rule should summarize the symptoms that
formula.discriminate this disease from others. Furthermore, data evo-

Exceptional data often occur in a large relation. The use oflution regularities represent the characteristics of the changed
statistical information can help learning-from-example han-data if it is a characteristic rule, or the features that discrimi-
dle exceptions and/or noisy data. A special attribute, vote, cannate the current data instances from the previous ones if it is
be added to each generalized relation to register the numbera discrimination rule. If quantitative measurement is associ-
of tuples in the original relation, which are generalized to theated with a learned rule, the rule is called a quantitative rule.
current tuple in the generalized relation. The attribute voteA quantitative rule is a rule associated with quantitative in-
carries database statistics and supports the pruning of scat-formation, which assesses the representativeness of the rule
tered data and the generalization of the concepts that take ain the database.
majority of votes. The final generalized rule will be the ruleIn learning a characteristic rule, relevant data are col-
which either represents the characteristics of a majority num-lected into one class, the target class, for generalization. In
ber of facts in the database (called an approximate rule), orlearning a discrimination rule, it is necessary to collect data
in a quantitative form (called a quantitative rule), indicatinginto two classes, the target class and the contrasting class(es).
the quantitative measurement of each conjunct or disjunct inThe data in the contrasting class(es) imply that such data
the rule.cannot be used to distinguish the target class from the con-

The steps comprising the basic database mining process,trasting ones, that is, they are used to exclude the properties
illustrated in Fig. 2, depict an interactive session between ashared by both classes.
user and a database mining system. After selecting and pre-Each tuple in a relation represents a logic formula in con-
processing (by any of a number of mechanisms, as will becomejunctive normal form, and a data relation is characterized by
clear later) the task relevant data, the user is able to manipu-a large set of disjunctions of such conjunctive forms. Thus,
late (generalize, specialize, etc.) the task relevant data untilboth the data for learning and the rules discovered can be
the knowledge sought is found and reported, if possible.represented in either relational form or first-order predicate

calculus.
Attribute-Oriented GeneralizationA relation which represents intermediate (or final) learn-

ing results is called an intermediate (or a final) generalized Attribute-oriented generalization is performed attribute by
attribute using attribute removal and concept tree ascensionrelation. In a generalized relation, some or all of its attribute



584 DATABASE MINING

other classes which also meet the specified condition. There-
fore, ‘‘condition(x)’’ is necessary but may not be sufficient for
‘‘x’’ to be in the learning class.

Attribute-oriented generalization can also be applied to
learning other knowledge rules, such as discrimination rules,
data evolution regularities, and so on. Since a discrimination
rule distinguishes the concepts of the target class from those
of contrasting classes, the generalized condition in the target
class that overlaps the condition in contrasting classes should
be detected and removed from the description of discrimina-
tion rules. Therefore, a discrimination rule can be extracted
by generalizing the data in both the target class and the con-
trasting class synchronously and by excluding the properties
that overlap in both classes in the final generalized rule.

Algorithm 1. Attribute-oriented induction in relational

Query 

User

Selection and 
preprocessing 

Database 

Data
mining

Transformed
data 

Interpretation and evaluation 
Reporting 

Interaction 
Task

relevant
data 

databases.
Input: (i) A relational database, (ii) a concept hierarchy ta-Figure 2. Overview of the database mining process.

ble, and (iii) the learning task, and optionally, (iv) the
preferred concept hierarchies, and (v) the preferred form
to express learning results.as summarized below. In fact, seven strategies are utilized

Output: A �characteristic, discrimination, . . .� rulewhen performing attribute-oriented induction: (1) generaliza-
learned from the database.tion on the smallest decomposable components; (2) attribute

Method: Attribute-oriented induction consists of the fol-removal; (3) concept tree ascension; (4) ‘‘vote’’ propagation; (5)
lowing 4 steps:attribute threshold control; (6) generalization threshold con-
Step 1. Collection of the task-relevant data.trol; and (7) rule transformation. See (17) for details. As a
Step 2. Basic attribute-oriented induction.result, different tuples may be generalized to identical ones,
Step 3. Simplification of the generalized relation, andand the final generalized relation may consist of a small num-
Step 4. Transformation of the final relation into a logicalber of distinct tuples, which can be transformed into a simple

rule.logical rule. Basic attribute-oriented induction is specified in
Notice that the basic attribute-oriented induction (Step 2) isAlgorithm 1.

performed as follows.This basic attributed-oriented induction algorithm extracts
begin for each attribute Ai (1 � i � n, # of attributes)a characteristic rule from an initial data relation. Since the

in the generalized relation dogeneralized rule covers all of the positive examples in the da-
while number_of_distinct_values_in_Ai �tabase, it forms the necessary condition of the learning con-

generalization_threshold docept, that is, the rule is in the form: learning_class(x) � con-
begindition(x), where ‘‘condition(x)’’ is a formula containing ‘‘x’’.

if no higher level concept in the concept hierarchyHowever, since data in other classes are not taken into con-
sideration in the learning process, there could be data in table for Ai

Any
Any

Canada British Columbia

Prairies
Alberta

Other disciplines

Other
disciplines

System organization

Hardware

Computing
science

Software

Theory

Database systems

AI

Saskatchewan
Manitoba

New Brunswick
Nova Scotia
Newfoundland
Prince Edward Island

Ontario
Quebec
MaritimeOutside

Canada

Concept hierarchy for the
attribute: "province"

Concept hierarchy for the
attribute: "disc_code"

25500

25999

..

26000

26499

..

24500

24999

..

24000

24499

..

23000

23499

..

00000

22999

..

27000

23500

23999

..

Figure 3. Sample concept hierarchies.



DATABASE MINING 585

then remove Ai and A.grant_code � G.grant_code and
A.disc_code � ‘‘Computer’’else substitute for the values of Ai’s by its corre-

in relevance to amount, province,sponding minimal generalized concept;
prop(votes)*, prop(amount) [prop() is amerge identical tuples
built-in function which returns the numberend
of original tuples covered by awhile number_of_tuples_in_generalized_relation �
generalized tuple in the final result andgeneralization_threshold do
the proportion of the specified attributeselectively generalized some attributes and merge
respectively.]identical tuples

using table threshold 18end. �Attribute-oriented induction�
Result of query: an early DBLEARN version
provided tabular output in response to QUERY

Some Examples of Database Mining Using Attribute-Oriented
Generalization in DBLEARN

Consider the following example: Suppose that the learning
task is to learn characteristic rules for graduate students rel-
evant to the attributes Major, Birth_place, and GPA, using
the conceptual hierarchy shown earlier and a threshold value
of 3. The learning task is presented to DBLEARN as

in relation Student
learn characteristic rule for
Status = ‘‘graduate’’

in relevance to Name, Major, Birth_place, GPA

Representation of the learning result takes the following
form: each tuple in a relation is a logical formula in conjunc-
tive normal form, and a data relation is characterized by a
set of disjunctions of such conjunctive forms. The number of
disjuncts, and thus the amount of generalization, is controlled
by a user-specified threshold value. After applying the appro-
priate strategies (generalization on the smallest decomposa-
ble components, attribute removal, concept tree ascension,
etc.), we might end up with (sample concept hierarchies are

Geography # of Prop. of
Amount Area Grants Amount

0-20Ks B.C. 7.4% 4.7%
0-20Ks Prairies 8.3% 5.4%
0-20Ks Quebec 13.8% 8.7%
0-20Ks Ontario 24.5% 15.7%
0-20Ks Maritime

20Ks-40Ks B.C. 5.3% 7.0%
20Ks-40Ks Prairies 5.3% 6.6%
20Ks-40Ks Quebec 5.1% 7.0%
20Ks-40Ks Ontario 12.9% 16.0%
20Ks-40Ks Maritime 1.0% 1.3%
40Ks-60Ks B.C. 1.2% 3.1%
40Ks-60Ks Prairies 0.2% 0.4%
40Ks-60Ks Quebec 1.0% 2.5%
40Ks-60Ks Ontario 5.1% 11.5%

60Ks- B.C. 0.2% 0.6%
60Ks- Prairies 0.4% 1.6%
60Ks- Quebec 0.2% 0.6%
60Ks- Ontario 1.2% 4.5%

Total: $10,196,692 100% 100%
shown in Fig. 3):

�x graduate(x) � Several points are worth noting at this time:
{Birth_place(x) � Canada � GPA(x) �

• The general framework presented for knowledge discov-excellent} [75%] �
ery in databases (database mining) has been attribute-{Major(x) � science � Birth_place(x) �
oriented generalization.foreign � GPA(x) � good} [25%]

• Attribute-oriented generalization takes advantage of the
For another example, consider the query below, QUERY, organization of relational database systems.

which illustrates DBLEARN’s discovery of the characteristics • The concept tree ascending technique follows from ver-
of computing science operating grants for artificial intelli- sion spaces, typical of learning from examples from ma-
gence research by amounts, geographical area, and the per- chine learning paradigms.
centages of grants awarded in a given discovery category and • The version space method is tuple-oriented generaliza-
the percentage of funds awarded for the discovered category. tion; DBLEARN’s method uses concept hierarchies of
It is not possible to structure a single SQL query to discover each attribute as a factored version space and performs
and report results of this query using the database illustrated generalization on individual attributes, significantly in-
in Fig. 4. The NSERC Grants Information System contains a creasing processing efficiency.
database of information about the grants that are awarded by • If there are p nodes in each concept tree and k concept
NSERC. The central table in the database had 10,087 tuples trees (attributes) in the relation, the total size of the fac-
with 11 attributes when this example was created, a rela- tored version space should be pk—attribute-oriented gen-
tively small database. Concept hierarchy tables for the attri- eralization thus has a much smaller search space than
butes ‘‘province’’ and ‘‘disc_code’’ for the NSERC database are tuple-oriented generalization.
shown above.

DATA WAREHOUSES AND OLAPQUERY: learn characteristic rule for
‘‘CS_Op_Grants’’

Data Warehousesfrom Award A, Organization O, grant_type G
where O.org_code � A.org_code and To fully take advantage of database mining and decision sup-

port systems generally, the appropriate data should first beG.Grant_order � ‘‘Operating Grants’’



586 DATABASE MINING

Recp-name

Code

Dept

Organization Fiscal-yr

Comp-yr

Id Name Province

Name

Award Discipline

Area CommitteeGrant-type

NameCode

Title

PmtCodeTitleCode

Project

Installment

Figure 4. Canada’s Natural Sciences and Engineering Research Council (NSERC) Grants Infor-
mation System (database relations are enclosed in rectangular boxes; attributes are enclosed
in ovals).

collected and stored in a data warehouse. A data warehouse is that are to be used for comparisons, trends, and forecast-
ing. These data are not updated.a relational database management system (RDMS) designed

specifically to serve as a centralized data repository which can • Nonvolatile. Once data enter the data warehouse, they
be queried. Data warehousing makes it possible to extract ar- are not updated or modified; they are only copied and ac-
chived operational data and correct inconsistencies between cessed.
different data formats. Data warehouses also can assimilate
additional, sometimes expert information. It should prove instructive to consider briefly the processes

So what is the difference between a data warehouse and a involved in data warehousing. The first step is to insulate cur-
database? Sometimes these two concepts become confused. rent operational data. The data warehouse retrieves data
Both databases and data warehouses store data so that appli- from a variety of heterogeneous operational databases, which
cations can share and access the data. What, then, makes a is usually transformed and delivered to the data warehouse
data warehouse so different? based on some selected data model. The model and definition

One important distinction is the peculiarity that a data of the source data is called metadata and is used to retrieve
warehouse holds read-only data. Inasmuch as databases con- and understand the data in the data warehouse. Metadata
tain operational data, many of the decision support applica- contain the structure description of the data; the algorithm
tions that are associated with the data warehouse put too used for summarization; and the mapping from the opera-
large a burden on the databases that run them. Nonetheless, tional environment to the data warehouse. Data cleansing is
this limited view of the data warehouse does not include all an important second step in the process, that is, the removal
features normally associated with them. Two additional fea- of certain aspects of operational data, which greatly increase
tures generally associated with data warehouses include: in- query response times. Cleansing is normally a dynamic step
formation stored in the data warehouse derives from different in order to reconcile all types of queries. The data are now
disparate sources and that information is harmonized in the ready to be transferred to the data warehouse, typically a
warehouse; and more than one different application program large database on a very high-performance computer, possibly
will make use of the same information. Considering this view, special hardware. Data marts may then be created. Data
we begin to view the data warehouse as an environment and marts essentially are small warehouses which provide possi-
not an application, whereas a database is usually part of some bly summarized subsets of the data warehouse. Often these
application. In the data warehouse, the application is nonex- data marts use multidimensional databases which signifi-
istent and is supplanted by data mining programs. cantly reduce query processing time.

Data warehouses generally share the following character- Data are structured in a data warehouse to permit dis-
istics: tinct, separate levels of summarization to be performed. Cur-

rent detail data are normally voluminous and placed at the
• Topic-Oriented. Data are organized topically rather than lowest level of granularity normally accessible via expensive

by application. For example, a medical laboratory using and complex fast access disk storage. Legacy and older detail
a data warehouse would organize their data by customer, data, which are infrequently accessed, are normally stored
insurance premium, and claims, instead of by different separately on mass storage devices at a level consistent with
products. current detail data. Data derived from low level detail data

• Integrated. Normally data from many separate applica- (lightly summarized data) are normally stored on disk. More
tions are often inconsistently encoded. For example, in highly summarized data are either kept outside of the data
one application, gender might be coded as ‘‘m’’ and ‘‘f,’’ in warehouse or are condensed and easily accessible. Metadata
another by ‘‘M’’ and ‘‘F,’’ and in another by 0 and 1. When are stored in the data warehouse and provide the mapping as
data are moved from the source into the data warehouse, data are transformed for the operational database to the data
they assume a consistent encoding. warehouse and as a guide to summarization algorithms used

between the detail data and summarized data.• Time-Variant. The data warehouse contains older data
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In order not to be labeled unreliable, a data warehouse plications and because client/server architectures give organi-
zations the opportunity to deploy specialized servers opti-must meet certain performance requirements:
mized to handle specific data management problems,
something new had to be developed. Major classes of database• Load Performance and Processing. Refers to the timely
applications are not serviced by RDBMSs. Oracle, for exam-performance of periodic, incremental loading of volumi-
ple, has built a media server for handling multimedia applica-nous new data into the data warehouse and efficiency
tions. Sybase uses an object-oriented DBMS designed to han-considerations as to the data conversions, filtering, for-
dle complex images and audio data. OLAP is anothermatting, integrity checking, physical storage, indexing,
applications category in which database servers support com-and metadata updating.
mon analytical operations including consolidation, drill-down,• Data Quality. The warehouse must ensure consistency
and ‘‘slicing and dicing.’’ OLAP data servers can also go in theand referential integrity of data despite ‘‘dirty’’ sources
reverse direction and automatically display detail data whichand massive database sizes.
comprises consolidated (aggregated) data. This process is

• Query Performance. Query processing efficiency must not
called drill-downs. The term OLAP was coined by E. F. Codd

decrease when using the data warehouse RDBMS.
(23) and was defined by him as ‘‘the dynamic synthesis, analy-

• Scalability. The sizes of data warehouse are growing sis and consolidation of large volumes of multidimensional
swiftly; data warehouses must support modular and par- data.’’
allel evolution, recovery mechanisms, and a layered stor- Often multidimensional data and OLAP are used as syn-
age hierarchy for handling growing masses of records to onyms. Nevertheless it is only when a multidimensional data-
be stored. base can express complex calculations easily, promote intu-

• Warehouse Maintenance. Large scale and time-cyclic na- itive navigation (via the conceptual hierarchies), and make
ture of the data warehouse demands administrative ease fast responses to the user that a multidimensional database
and flexibility of use. Such maintenance includes work- will be considered OLAP. To clarify this situation further,
load tracking and performance tuning to optimized for consider the following OLAP database composed of sales data
maximum performance. aggregated by region, product type, and sales outlet. A typical

OLAP query might wish to find all product sales in each re-• Networking Capabilities. Data warehouse systems
gion for each product type. An analyst interacting with theshould cooperate in a larger network of data warehouses.
OLAP might further wish to find sales volume for each outlet• Integrated Dimensional Analysis. Multidimensional
within region/product classifications. Finally the analystviews support must be inherent in the data warehouse
might want to perform year-to-year or quarter-to-quarterto permit fast, easy creation of precomputed summaries
comparisons for each sales branch. If this process is to be car-common in large data warehouses.
ried out quickly and on-line, then it is an OLAP process.

OLAP applications and On-line Transaction ProcessingSpecific additional criteria can certainly be added to this
(OLTP) applications, which consist of a large number of rela-list, perhaps on specific data warehouse to data warehouse
tively simple transactions, are quite different. OLTP serversapplication or set of applications.
handle production data accessed through simple queries
while OLAP servers handle data accessed through an itera-

On-Line Analytic Processing (OLAP)
tive analytical investigation. Both OLAP and OLTP both re-

and Multidimensional Analysis
quire special optimized servers for the two kinds of pro-
cessing.Multidimensional analysis is a method of viewing aggregate

measurement data (for example, sales, expenses, etc.) along a Before proceeding to more advanced techniques and exam-
ple database mining systems that employ these advancedset of dimensions (e.g., product, brand, store, etc.). A multidi-

mensional database (MDB) typically consists of dimensional methods, it should be instructive to review the basic data
mining process depicted in Fig. 2. Figure 5 illustrates how theinformation (usually similar to field names in a table, e.g.,

product), desired measurements which are aggregations for more current database mining systems may operate. Obvi-
ously not all data mining programs employ all facets of thecomputation and display (e.g., average sales), and hierarchy

information which impose structure along a set of dimensions process as shown. However for conceptual purposes, we may
consider the database mining process as starting with initial(e.g., �province, region, country�) as a geographic hierarchy.

Effectively, MDBs can be considered to be a precomputation ‘‘raw’’ data through to the reporting of extracted discovered
knowledge employing the following phases: selection and pre-of the aggregation space that surrounds a relational system,

with the addition of hierarchical meta-information. Removed processing—selecting or segmenting the data according to
some criteria, for example, all students enrolled in courses, tofrom the hierarchies, the MDB contains no additional informa-

tion than the relational database, but is designed for fast access determine subsets of data of interest and then ‘‘cleaning’’ the
selected data to remove information unnecessary for the re-to aggregate results by partially precomputing them.

The interface supporting the MDB must manage (traverse) mainder of the process, for example, the gender of an expec-
tant mother. Data may also be reconfigured to ensure a con-the dimensions easily as the user requests aggregate informa-

tion computations and integrate seamlessly with a query/re- sistent format at this stage; transformation—the data are
transferred to the next stage after possibly transforming itporting system.

On-line Analytical Processing (OLAP) is essentially fast first so that additional information (overlays) may be added,
such as the demographic information, and the data are madeanalysis of shared multidimensional information. Because it

is difficult to orient relational database management systems accessible; data mining and/or OLAP—discovering and ex-
tracting patterns from the data; and interpretation and evalu-(RDBMS) for widespread use in the spectrum of database ap-
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Figure 5. Revised overview of the data mining process with data warehouses and OLAP.

ation—identifying, evaluating, and finally interpreting the • Nongeneralizable attributes should be removed from the
knowledge ‘‘mined’’ from the data and made accessible (pre- generalization process; this removal corresponds to Mi-
sented) to the user. Sometimes results are returned in a man- chalski (13) dropping conditions.
ner to support decision making (prediction and classification), • Generalizable attributes are generalized to higher level
sometimes results summarize the data content or explain ob- concepts by concept tree ascension which corresponds to
servations, sometimes the results confirm hypotheses tested Michalski (13) climbing generalization trees.
by the user.

A problem of DBLEARN was that it tended to overgenera-
DATABASE MINING IN GREATER DETAIL lize. We overcome that problem in four discrete steps as fol-

lows. Consider the following task relevant data as shown in
At this point it is desirable to look at the steps in database Table 2:
mining in greater detail. The following definitions and gen- A prime relation Rp for a set of data R stored in the rela-
eral principles are adhered to in this discussion: tional table is an intermediate relation generalized from rela-

tion R by removing nongeneralizable attributes and general-
• Definition 1. An attribute is generalizable if there are a izing each attribute to a desirability level.

large number of distinct values in the relation but there Application of Algorithm 2 yields the prime relation table,
exists a concept hierarchy for the attribute (that is there Table 3, using the concept hierarchy of the animal world,
are higher level concepts that subsume these attribute Fig. 6.
values). Otherwise it is nongeneralizable.

• Definition 2. An attribute in a relatively large relation is
Algorithm 2: Extraction of the prime relation from adesirable for consideration for generalization if the num-

set of data Rber of distinct values it contains does not exceed a user-
Input: (i) set of task relevant data R, (ii) set of con-specified desirability threshold (�6 or less).

cept hierarchies Hi where Hi is a hierarchy on the gener-
alized attribute Ai, (iii) set of desirability thresholds Ti

for each attribute Ai

Output: The Prime Relation Rp

Table 3. Prime Relation Table

# Animal H T EY F Feet Eat M Fly S V

1 Cmammal Y pt fd N Claw Meat Y N Y 2
2 Ungulate Y bt sd N Hoof Grass Y N N 2
3 Nonfly N N sd Y Claw Grain N Y N 1
4 Nonfly N N sd Y Web Fish N N N 1
5 Flyingb N N sd Y Claw Grain N Y Y 1
6 Flyingb N N fd Y Claw Meat N Y N 1
7 Viper N pt fd N N Meat N N N 1

Table 2. An Animal World

# Animal H T EY F Feet Eat M Fly S

1 Tiger Y pt fd N Claw Meat Y N Y
2 Cheetah Y pt fd N Claw Meat Y N Y
3 Giraffe Y bt sd N Hoof Grass Y N N
4 Zebra Y bt sd N Hoof Grass Y N N
5 Ostrich N N sd Y Claw Grain N Y N
6 Penguin N N sd Y Web Fish N N N
7 Albatross N N sd Y Claw Grain N Y Y
8 Eagle N N fd Y Claw Meat N Y N
9 Viper N pt fd N N Meat N N N

Abbreviations: H: hair, F: feather, T: teeth, S: swim, pt: pointed, bt: blunted,
fd: forward, sd: side.
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Animal

Mammal

Bird

Tiger

Cheetah

Carnivorous
mammal

Ungulate

Flying bird

Nonflying bird

Giraffe 

Zebra

Albatross 

Eagle 

Ostrich 

Penguin 

Table 4. Generalized Relation

# Animal H T EY F Feet Eat M Fly S V

1 Mammal Y pt fd N Claw Meat Y N Y 2
2 Mammal Y bt sd N Hoof Grass Y N N 2
3 Bird N N sd Y Claw Grain N Y N 1
4 Bird N N sd Y Web Fish N N N 1
5 Bird N N sd Y Claw Grain N Y Y 1
6 Bird N N fd Y Claw Meat N Y N 1
7 Other N pt fd N N Meat N N N 1

Abbreviations: H: hair, F: feather, T: teeth, S: swim, pt: pointed, bt: blunted, fd:
forward, sd: side.

Figure 6. Concept hierarchy of the animal world.

Storing prime relations for frequently sought datasets may
Method: facilitate extraction of different kinds of generalized rules.

Step 1. Rt � R; Further generalization may be performed on prime relations
Step 2. for each attribute Ai (1 � i � n) or Rt do � to derive characteristic or inheritance rules, if necessary.

if Ai is nongeneralizable then remove Ai; Based upon the domain of enquiry, different feature tables
if Ai is not desirable but generalizable then can be extracted as described in Algorithm 3. First the prime

generalize Ai to the desirable level;� relation (Table 3) is futher generalized to the generalized re-
Step 3. Rp � Rt lation (Table 4).

The feature table is then extracted from the generalized
A prime relation is essentially an intermediate generalized relation using Algorithm 3 based on the attribute ‘‘animal’’

relation with nondesirable attributes removed; it maintains and the result shown in Table 5. Different feature tables can
the relationship among generalized data in different attri- be extracted from the generalized relation, depending upon
butes for frequently sought data. the interest shown in different attributes. The feature table

is useful for deriving relationships between the classification
attribute and other high-level attributes.Algorithm 3: Feature Table TA extraction for an attri-

bute A from the generalized relation R� We can now refine our original algorithm for attribute-ori-
ented generalization and present Algorithm 4, which is usedInput: a generalized relation R	 consists of (i) an attribute

A with distinct values a1, . . ., am, where m is the num- to discover characteristic and equality rules from a database.
Other rules, for example, inheritance rules, can also be dis-ber of distinct values for A, (ii) j other attributes B1,

. . ., Bj, j is the number of attributes in the relation R	 covered using feature table extraction techniques.
except A, (iii) a special attribute, vote.

Output: The Feature Table TA Algorithm 4: Attribute oriented induction for dis-
covering characteristic and equality rules w/a con-Method:

Step 1. The feature table TA consists of m � 1 rows and I cept hierarchy.
Input: (i) the prime relation obtained by Algorithm 1, (ii)� 1 columns, where I is the total number of distinct val-

ues in all the attributes. a concept hierarchy table, (iii) the threshold, N, for the
total number of tuples in the final generalized relation.Step 2. Each slot in TA (except the last row) is filled by the

following: Output: a set of characteristic rules and equality rules
Method:for each row r in R	 do �

for each attribute Bj in R	 do Step 1. Generalize the prime relation further by per-
forming attribute-oriented concept ascensionTA[r.A, r.Bj] � TA[r.A, r.Bj] � r.vote;

TA[r.A, vote] � TA[r.A, vote] � r.vote;� Step 2. Extract a feature table TA from the prime relation
based upon a certain attribute A (Alg. 3)Step 3. The last row p in TA is filled by the following pro-

cedure: Step 3. Assume that there are a total of I classes (distinct
values for each attribute A, A1, . . ., AI). Assume thatfor each column s in TA do �

for each row t (except the last row p) in TA do there are J attributes: C1, . . ., CJ, for the data in the
feature table. Use Kj to denote the number of distinctTA[p, s] � TA[p, s] � TA[t, s];

Table 5. Feature Table for the Attribute Animal

Hair Teeth Feather Swim

Animal Y N P B N Y N Y N Vote

Mammal 4 0 2 2 0 0 4 4 0 4
Bird 0 4 0 0 4 4 0 1 3 4
Others 0 1 1 0 0 0 1 0 1 1
Total 4 5 3 2 4 4 5 5 4 9
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values for attribute Jj. According to the feature table, operator is introduced to simplify the rule, for example,
(Hair � yes) } (Class � mammal) and (Class � bird) �two probability values, bi, j,k and ci, j,k, are associated with

the kth value (k � 1, . . ., Kj) of the jth attribute ( j � 1, (Feet � claw�web) and (Eats � grain�fish�meat). Since there
are four distinct values �meat, grass, grain, and fish� for the. . ., J) in the ith class (i � 1, . . ., I). Notice that the

number of tuples associated with the kth value of the jth attribute Eats and it takes 3 out of 4 of those values, we can
use (Eats � grass) instead of (Eats � grain�fish�meat) as aattribute in the ith class is denoted by ai, j,k.

bi, j,k � ai, j,k/total & ci, j,k � ai, j,k/vote. component of this rule. Thus (Class � bird) � (Feet � hoof)
and (Eats � grass). Similarly (Class � mammal) � notwhere bi, j,k represents the probability of ai, j,k in the entire

database and ci, j,k denotes the probability of ai, j,k in (Feet � web) and (Eats � meat�grass).
We analyze the data between different attributes and findthe ith class.

Step 4. Extract characteristic rules and equality rules the relationship between them to infer equality rules in the
last step, for example, for (Hair � yes) } (Feather � no),based on the probability for each distinct value of every

attribute in each class in the feature table TA, as (Hair � yes) } (Milk � yes), and so on.
We now turn to some advanced techniques such as discret-follows:

for each class do � ization, conceptual clustering, and rough sets analysis within
the context of several recent advanced database miningif bi, j,k � ci, j,k � 1 then the following rule is inferred Aj

� TA[i, k, j] } Class � Ci. systems.
if bi, j,k � 1 and ci, j,k � 1 then the following rule is

inferred Aj � TA[i, k, j] � Class � Ci. SOME ADVANCED OPERATIONS AND ADVANCEDif bi, j,k � 1 and ci, j,k � 1 then include Aj � TA[i, k, j] as a
DATABASE MINING SYSTEMS

component for the corresponding characteristic rule
for the ith class.

Some more recent database mining systems amalgamate aif bi, j,k � 1 and ci, j,k � 1 and bi, j,k * ci, j,k � rfrequency then ig-
number of novel techniques. One such amalgamation has

nore this value
been the marriage of rough sets theory (24,25) and databaseelse include the value as one of the characteristic values
mining (26). Several interesting database mining programs

for this attribute.�
have emerged from this marriage (27–31).

Step 5. Simplify the learned rules. [if the distinct data
value set of an attribute covers the entire set of values

DB-Discover
for the attribute, remove this attribute and its associ-
ated values from the rule; etc.] The DB-Discover software package is useful for data access

and summarization. As a data access tool, DB-Discover allowsStep 6. Discover equality rules for different attributes
based on the feature table. For each class Ci, for any two a data analyst to dynamically organize his or her data ac-

cording to many different high level organizations withoutattributes j1 and j2 that relate the kth
1 value in the jth

1 at-
tribute and the kth

2 value in the jth
2 attribute, if ai, j1,k1 � modifying the data itself. The analyst can then query the

data, according to high-level concepts rather than accordingai, j2,k2 � vote, infer the following rule
Aj1 � TA[i, j1, k1] } Aj2 � TA[i, j2, k2]. to specific data codes, even though these concepts are not

present in the database. As a summarization tool, DB-Dis-
cover can generalize and summarize the data in large data-An example is given below to illustrate this overall process

utilizing Algorithm 4. bases to many different levels so that useful patterns in the
data become apparent. Since the database itself is not usedThe first step consists of first further generalizing the

prime relation (Table 3) given the animal world (Table 2) and for these operations, they can be done quickly. DB-Discover
runs on a PC under OS/2 and on a Unix-based machine (IRIXthe concept hierarchy for the attribute ‘‘animal’’; to do so, we

apply Algorithm 2 to Table 2, resulting in the prime relation and SunOS) with a graphical, X-windows interface, or with a
text-based, command line interface. DB-Discover’s client-Table 3. We then generalize Table 3 further to the generalized

relation shown in Table 4. server architecture allows connection to databases running on
other platforms. The current DB-Discover version is WindowsIn the second step, we extract the feature table, based on

the attribute ‘‘animal,’’ resulting in Table 5. 95 by Microsoft.
DB-Discover consists of five components: a user-interface,We examine the values in the feature table in the third

step. For Class � mammal and Hair � yes, we have a1,1,1 � a command module, a database access module, a concept hier-
archy, and a learning module. DB-Discover is illustrated4, b1,1,1 � c1,1,1 � 1, because Class � mammal appears 4 times

and the total tuples for Class � mammal is 4. However structurally in Fig. 7.
The user-interface of DBLEARN consisted of an interactiveHair � yes appears only 4 times in the entire table, so a rule

can be inferred (Hair � yes) } (Class � mammal). Similarly, command line interface which implemented a superset of
structured query language (SQL). Subsequently, DB-Discoverwe obtain (Milk � yes) } (Class � mammal) and (Class �

mammal) � (Feet � claw�hoof) and (Eats � meat�grass) and incorporated a graphical user interface, which made the dis-
covery program accessible by unskilled data miners viafor Class � bird (Feather � yes) } (Class � bird) and

(Class � bird) � (Feet � claw�web) and (Eats � grain�fish� knowledge of the concept hierarchies rather than of the data-
base schema.meat).

In the fourth step we simplify the rules, count the number The command module is the primary controller of commu-
nication between the DB-Discover modules. It provides one orof values appearing as characteristic values for the attribute,

and compare them with the total number of distinct values two relations to be generalized to the learning module and
provides the functions necessary to do so. The command han-for the attribute. If the difference � threshold then the ‘‘not’’
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DB-Discover also permits the user to manipulate the re-
trieved task-relevant data by further generalizing (or special-
izing) across various attributes flexibly and easily without ad-
ditional SQL queries. This can be accomplished most easily
by manipulating the concept hierarchies; see Fig. 9.

Information Reduction and Attribute
Reduction Using Rough Sets

Throughout this section we will make use of the information
presented in Table 6 by way of illustration. Table 6 illustrates
a collection of Japanese and American cars and our objective
is to discover knowledge that can tell us factors that affect
the gasoline mileage of a car. We partition the table into two
disjoint subsets, the condition attributes C (‘‘make_model,’’
type of fuel system ‘‘fuel,’’ engine displacement ‘‘disp,’’
‘‘weight,’’ number of cylinders ‘‘cyl,’’ ‘‘power,’’ presence of tur-
bocharge ‘‘turbo,’’ compression ratio ‘‘comp,’’ and transmission

Keyboard
Mouse
Disk

Screen
Disk

Input User
interface Output

Requests for info,
query intializaiton

Lists of strings,
pointers to structures,

return/error codes

Generalization
requests

with parameters

Pointers to
relations and
return codes

All user
requests

Data structures/
return structures

Database
access

Command
handling

Learning
module

Concept
hierarchies

‘‘trans’’) and the decision attribute D (‘‘mileage’’).
An attribute-oriented generalization algorithm similar toFigure 7. The architecture of DB-Discover.

DBLEARN and DB-Discover is first applied constrained by
two thresholds: the attribute threshold and the proportion
threshold, using the concept hierarchy shown in Table 7. Ifdler guides the construction of the necessary query to extract
the attribute is generalizable, it should be generalized to adesired relations and connects to the database access module
higher level concept. The generalized car information systemto initialize the query and retrieve tuples for the learning
illustrated in Table 8 is the result of applying Algorithm 5 tomodule. The command module also directs loading of the con-
Table 6 with all thresholds set to 2 and p � 0.84.cept hierarchies from the concept hierarchy module, provides

Algorithm 5 differs from previous attribute oriented algo-access to them so the interface can display them, and then
rithms in the use of the ratio di/ti to choose the next attributeperforms the translation from high-level concepts to low-level
for generalization. Rather than selecting the attributes in ar-database attribute values.
bitrary order, we select the attribute that has the most valuesThe original DBLEARN prototype suffered from relatively
in proportion to the threshold, thus directing the algorithm topoor performance, albeit serving well as an adequate proof of
areas where the most improvement is possible.concept for knowledge discovery in databases. The primary

causes of the performance difficulties are detailed in (32) and
Algorithm 5. Extracts a generalized information sys-include: excessive storage requirements, inefficient data rep-

tem from a relation (EGIS).resentations, and inefficient data retrieval. DB-Discover ad-
Input: (i) A set of task-relevant data R, a relation or aritydressed these problems resulting in a 1000-fold speedup of

n with a set of attributes Ai(1 � i � n); (ii) a set H ofprocess and additionally added a graphical user interface
concept hierarchies where each Hi � H is a hierarchy onwhich permitted users access to discovered data via concept
the generalized attribute Ai, if available; (iii) ti is ahierarchies, as illustrated in Fig. 8 which shows how to struc-
threshold for attribute Ai, and di is the number of dis-ture a query using DB-Discover’s graphical user interface.

Figure 9. Further manipulating the retrieved task-relevant data us-
Figure 8. How to structure a query using DB-Discover. ing DB-Discover.
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Table 6. Collection of ‘‘Cars’’ Information

Make model Fuel Disp Weight Cyl Power Turbo Comp Trans Mileage

Ford Escort EFI Medium 876 6 High Yes High Auto Medium
Dodge Shadow EFI Medium 1100 6 High No Medium Manu Medium
Ford Festiva EFI Medium 1589 6 High No High Manu Medium
Chevrolet Corvette EFI Medium 987 6 High No Medium Manu Medium
Dodge Stealth EFI Medium 1096 6 High No High Manu Medium
Ford Probe EFI Medium 867 6 High No Medium Manu Medium
Ford Mustang EFI Medium 1197 6 High No High Manu Medium
Dodge Daytona EFI Medium 798 6 High Yes High Manu High
Chrysler LeBaron EFI Medium 1056 4 Medium No Medium Manu Medium
Dodge Sprite EFI Medium 1557 6 High No Medium Manu Low
Honda Civic 2-BBL Small 786 4 Low No High Manu High
Ford Escort 2-BBL Small 1098 4 Low No High Manu Medium
Ford Tempo 2-BBL Small 1187 4 Medium No High Auto Medium
Toyoto Corolla EFI Small 1023 4 Low No High Manu High
Mazda 323 EFI Medium 698 4 Medium No Medium Manu High
Dodge Daytona EFI Medium 1123 4 Medium No Medium Manu Medium
Honda Prelude EFI Small 1094 4 High Yes High Manu High
Toyoto Paseo 2-BBL Small 1023 4 Low No Medium Manu High
Chevrolet Corsica EFI Medium 980 4 High Yes Medium Manu Medium
Chevrolet Beretta EFI Medium 1600 6 High No Medium Auto Low
Chevrolet Cavalier EFI Medium 1002 6 High No Medium Auto Medium
Chrysler LeBaron EFI Medium 1098 4 High No Medium Auto Medium
Mazda 626 EFI Small 1039 4 Medium No High Manu High
Chevrolet Corsica EFI Small 980 4 Medium No High Manu High
Chevrolet Lumina EFI Small 1000 4 Medium No High Manu High

tinct values of attribute Ai; and (iv) p defined by user is Often it is difficult to know exactly which features are rele-
a proportional value (0 � p � 1). vant and/or important for the learning task. Usually all fea-

Output: The generalized information system R	. tures believed to be useful are collected into the database;
MAXTUPLES � p 
 �R�; R	 � R; hence databases normally contain some attributes that are
while �R	� � MAXTUPLES and �di � ti do unimportant, irrelevant, or even undesirable for a given

select an attribute Ai � A such that di/ti is maximal learning task. The need to focus attention on a subset of rele-
if Ai is generalizable vant attributes is now receiving a great deal of attention in
then ascend tree Hi 1 level & make appropriate substi- the database mining community (33,34). Pawlak (24) intro-

tutions in R	 duced rough sets theory, which provides the necessary tools to
else remove attribute Ai from R	 analyze a set of attributes globally. Using rough set theory,
endif the minimal attribute set or reduct of the attribute in the gen-
remove duplicates from R	; recalculate di for each at- eralized relation can be computed and each reduct can be

tribute used instead of the entire attribute set without losing any
endwhile essential information. By removing these attributes, which

are not in the reduct, the generalized relation can be further
reduced. To reduce the generalized relation further, two fun-
damental concepts play an important role—the reduct and
the core. Intuitively, a reduct of the generalized relation is its
essential part, that part which is sufficient to define all basic
concepts in the class under consideration. The core is, in a
certain sense, the reduct’s most important part. Reducing the
generalized relation entails removal of irrelevant or super-
fluous attributes in such a way that the set of elementary
categories in the generalized relation are preserved. This pro-
cedure enables us to eliminate all unnecessary data from the
generalized relation, preserving only that part of the data
which is most useful for decision-making.

Objects can be grouped to represent a certain relationship
among a set of attributes C, in a generalized information sys-
tem. Each relationship among the set of attributes C corre-
spond to a classification of objects on the generalized informa-
tion system into disjoint equivalence classes, where objects
belonging to the same classification have the same attribute
values for every attribute in C. An equivalence relation U 


Table 7. Concept Hierarchy for Table 6

Attribute Concept Values

Make model Honda Civic, Acura, . . ., Accord
Toyota Tercel, . . ., Camry
Mazda Mazda 323, Mazda 626, . . .,

Mazda 939
Japan (car) Honda, Toyoto, . . ., Mazda
Ford Escort, Probe, . . ., Taurus
Chevrolet Corvette, Camaro, . . .,

Corsica
Dodge Stealth, Daytona, . . .,

Dynasty
USA (car) Ford, Dodge, . . ., Chevrolet
any (make-model) Japan (car), . . ., USA (car)
Light 0, . . ., 800
Heavy 801, . . ., 1200
Medium 1201, . . ., 1600
Any (weight) Light, medium, heavy
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Table 8. Generalized Cars Information System

Make model Fuel Disp Weight Cyl Power Turbo Comp Trans Mileage

USA EFI Medium Medium 6 High Yes High Auto Medium
USA EFI Medium Medium 6 High No Medium Manu Medium
USA EFI Medium Heavy 6 High No High Manu Medium
USA EFI Medium Medium 6 High No High Manu Medium
USA EFI Medium Light 6 High Yes High Manu High
USA EFI Medium Medium 4 Medium No Medium Manu Medium
USA EFI Medium Heavy 6 High No Medium Manu Low
Japan 2-BBL Small Light 4 Low No High Manu High
USA 2-BBL Small Medium 4 Low No High Manu Medium
USA 2-BBL Small Medium 4 Medium No High Auto Medium
Japan EFI Small Medium 4 Low No High Manu High
Japan EFI Medium Light 4 Medium No Medium Manu High
Japan EFI Small Medium 4 High Yes High Manu High
Japan 2-BBL Small Medium 4 Low No Medium Manu High
USA EFI Medium Medium 4 High Yes Medium Manu Medium
USA EFI Medium Heavy 6 High No Medium Auto Low
USA EFI Medium Medium 6 High No Medium Auto Medium
USA EFI Medium Medium 4 High No Medium Auto Medium
Japan EFI Small Medium 4 Medium No High Manu High
USA EFI Small Medium 4 Medium No High Manu High

U � R(C) represents the classification corresponding to the where card yields set cardinality. The dependency between
two sets of attributes C and D indicates the extent to whichset of attributes in C. Pawlak (25) calls the pair AS � (U,
values of attributes in D depend on values of attributes in C.R(C)) an approximation space.
By definition, 0 � K(C, D) � 1 because U � LOW(C, D). IfBefore discussing attribute reduction, it is informative first
K(C, D) is equal to 1, the dependency is considered to be fullyto perform a dependency analysis of attributes. Let R*(C) �
functional. K(C, D) is equal to 0 when none of the values of�X1, X2, . . ., Xn� be the collection of equivalence classes of the
attributes in D can be uniquely determined from the valuesrelation R(C), where an element Xi is a group of objects hav-
of attributes in C.ing the same values for all attributes in C, and let R*(D) �

In actual applications, databases usually contain incom-�Y1, Y2, . . ., Ym� be a collection of equivalence classes of the
plete and ambiguous information. The original rough setsrelation R(D), where each element is a group of objects having
technique does not use information in the boundary areathe same values for all attributes in D and creates a concept
UPP(C, D) � LOW(C, D) of an approximation space AS. Inclass on the universe U. The lower approximation in the ap-
some situations, this leads to information loss and the inabil-proximation space AS, denoted as LOW(C, D) is defined as
ity to take advantage of statistical information. Extensions tothe union of those equivalent classes of the relation R(C) that
rough sets theory to rectify this situation can be found inare completely contained by one of the equivalence classes of
(36,37). Essentially these extensions draw some elementaryrelation R(D), that is,
sets belonging to the boundary area into the lower approxima-
tion; we can easily modify our approach by changing slightlyLOW (C, D) = ∪Y iR∗ (D){X ∈ R∗(C) : Yi ⊇ X }
the computation of the degree of dependency. The decision
rules obtained in this fashion are characterized by an uncer-The upper approximation in the approximation space AS, de-
tainty factor which is, in fact, probabilistic that an objectnoted as UPP(C, D), is defined as the union of those equiva-
matching the condition part of the rule belongs to the concept.lence classes of R(C) which are partially contained by one of

We say that an attribute a � C is superfluous in C, withthe equivalence classes of R(D), that is,
respect to D if K(C, D) � K(C-�a�, D); otherwise a is indispens-
able in C, with respect to D. If we remove an indispensableUPP(C, D) = ∪Y iR∗ (D){X ∈ R∗(C) : Yi ∩ X �= 0}
attribute, we decrease the degree of dependency, that is,
K(C-�a�, D) � K(C, D), if a is indispensable. Furthermore, weThe lower approximation LOW(C, D) characterizes objects
call a subset B of a set of attributes C a reduct of C, withthat can be classified into one of the concepts without any
respect to D, if and only if: (1) K(B, C) � K(C, D); and (2)uncertainty based only on the classification information (35).
K(B, D) � K(B,¬�a�, D), for any a � B. A reduct is a minimalThe upper approximation UPP(C, D) is a set of objects which
sufficient subset of a set of attributes which preserves the de-can possibly be classified into one of the concepts with some
gree of dependency with respect to another set and which hasambiguous measurements. By definition,
the same ability to discern concepts as when the full set of
attributes is used (24). The first condition ensures that theU ⊇ UPP(C, D) ⊇ LOW (C, D)
reduct preserves the degree of dependency with respect to D
and the second condition ensures that the reduct is a minimalThe degree of dependency K(C, D) in the relationship be-
subset and that any further removal will change the degreetween the groups of attributes C and D can be defined as
of dependency.

A given information system can have more than one reduct
and each reduct can be used to represent the original infor-K(C, D) = card (LOW (C, D))/card(U )
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based on their significance values. A forward selection
method is then employed to create a smaller subset of attri-
butes with the same discriminating power as the original at-
tributes. At the end of this phase, the attribute set SM con-
tains the ‘‘good’’ performing attribute subset found thus far.
Finally, to compute a reduct, a backward elimination method
removes attributes, one by one, from the set SM. The lower
the significance value is, the earlier the attribute is processed.
The degree of dependency is calculated at each step based on
the remaining attributes in SM; if the degree of dependency
is changed the attribute is restored to the set SM, otherwise

Table 9. Significance Values

Attribute Name  2

Weight 17.54
Make model 12.86
Disp 7.08
Cyl 5.94
Power 5.68
Tran 4.53
Comp 3.84
Fuel 0.63
Turbo 0.63

it is permanently removed. Attributes remaining in the set
SM for the reduct, other attributes may be removed. Table 10
illustrates a reduct for the generalized car information system
presented in Table 8. The forward selection process collectsmation system. In (38) they computed all reducts for small

information systems and then chose one to use. Unfortu- the attributes with higher significance values one by one. For
Table 8 this process stops with the collected set SM �nately, finding all reducts of an information system is NP-

hard (39) and, for many applications such as ours, is also un- �weight, make_model, disp, cyl, power, tran, comp�, which has
the same degree of dependency as the original set. The back-necessary. We are interested in finding one ‘‘good’’ reduct.

Table 9 illustrates the significance values for the attributes in ward elimination step deletes redundant attributes from
SM, resulting in the set SM � �weight, make_model, power,Table 6. Higher significance value for an attribute indicates

greater interaction with decision attributes in D. The compu- tran, comp� as a reduct from which further deletion would
reduce the degree of dependency.tation of a ‘‘good’’ reduct depends on the optimality criterion

associated with attributes. Alternatively/additionally, we can For n objects (tuples) with a attributes, the time complex-
ity of our algorithm is O(an � a log a) in the worst case,assign significance values to attributes and base the selection

of those values. The chi-square statistic, traditionally used to because computing the degree of dependency using a hashing
technique is O(n), computing attribute significance values ismeasure the association between two attributes in a contin-

gency table, compares the observed frequencies with the fre- O(an), sorting the attributes based on significance values is
O(a log a), creating the smaller subset of attributes using aquencies that one would expect if there were no association

between the attributes (40). hash technique is O(an), and creating the reduct is O(an).
Before introducing GRG, we first introduce an earlier ver-The following greedy algorithm, Algorithm 6, constructs a

reduct for a generalized information system U. sion entitled DBROUGH, which inspired many of the ideas
from this discussion.

Algorithm 6. Computes a reduct (GENRED).
Input: (i) A generalized information system U; (ii) a set of Rough Sets Approach to Attribute-

attributes C over the information system U; and (iii) the Oriented Generalization: DBROUGH
degree of dependency K(C, D) in the information system

DBROUGH is a direct descendant of DBLEARN; its architec-U;
ture is shown in Fig. 10. The system takes SQL-like databaseOutput: A reduct, that is, a set of attributes SM.

Compute the significance value for each attribute a � C;
Sort the set of attributes C based on significance values;
SM � 0;
while K(SM, D) � K(C, D)

do /*create subset SM of attr’s C by adding attr’s */
select an attr a with the highest significance value in

C; SM � a � SM;
compute degree of dependency K(SM, D) in the infor-

mation system U
endwhile
N � �SM�;
for i � 0 to N – 1

do /*create a reduct of attr’s SM by dropping condi-
tion attr’s */

remove the ith attribute ai from the set SM;
compute the degree of dependency K(SM, D) in the infor-

mation system U
if K(SM, D) � K(C, D) then SM � SM � ai

endif
endfor

Algorithm 6 assigns a significance value based on an eval-
uation function to each attribute and sorts the attributes

Table 10. Reduct of the Generalized Car Information System
(Table 8)

Make model Weight Power Comp Tran Mileage

USA Medium High High Auto Medium
USA Medium High Medium Manu Medium
USA Heavy High High Manu Medium
USA Medium High High Manu Medium
USA Light High High Manu High
USA Medium Medium Medium Manu Medium
USA Heavy High Medium Manu Low
Japan Light Low High Manu High
USA Medium Low High Manu Medium
USA Medium Medium High Auto Medium
Japan Medium Low High Manu High
Japan Light Medium Medium Manu High
Japan Medium High High Manu High
Japan Medium Low Medium Manu High
USA Heavy High Medium Auto Low
USA Medium High Medium Auto Medium
Japan Medium Medium High Manu High
USA Medium Medium High Manu High
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The results returned from DBROUGH are almost identical
to those shown earlier in response to a similar request of
DBLEARN, as expected. Another example illustrates the di-
versity of DBROUGH:

learn discrimination rule for
‘‘Ontario_CS_Grants’’
where O.province � ‘‘Ontario’’
in contrast to ‘‘Newfoundland_CS_Grants’’
where O.province � ‘‘Newfoundland’’
from award A, organization O, grant_type G
where A.grant_code � G.grant_code and
A.org_code � O.org_code and A.disc_code
� ‘‘Computer’’

in relevance to disc_code, amount,
grant_order go

Notice that both attribute and table threshold values are
defaulted. All of the concept hierarchy information required
is stored in a default file concept. The classification rule for
‘‘Ont_Grants’’ versus ‘‘Newfoundland_Grants’’ is:

User request Learning result

Generalization program

Attribute-oriented induction
Database

data

DBROUGH Interface

Concept
hierarchies

Rule generation programs
Reduction
program

Rough-set
reduction

1. Characteristic rules (DBChar)
2. Classification rules (DBClas)
3. Decision rules (DBDeci)
4. Maximal generalized rule (DBMaxi)
5. Multiple knowledge bases (DBMkbs)
6. Data trend regularities (DBTrend)

�x Ont_Grants(x) �
Figure 10. The architecture of DBROUGH. �disc_code � ‘‘Computer’’ & grant_order �

‘‘Operating’’ & amount � (‘‘20-40K, 40-
60K’’)� [34.4%] �

�disc_code � ‘‘Computer’’ & grant_order �learning requests and applies different algorithms to discover
‘‘Other’’ & amount � (‘‘40K- , 40-60K’’)�rules. Again background knowledge is stored in concept hier-
[4.74%] �archies, which, in this case, can be adjusted dynamically ac-

�disc_code � ‘‘Computer’’ & grant_order �cording to database statistics and specific learning requests.
‘‘Strategic, Operating’’ & amount � (‘‘40K-DBROUGH can execute the following procedures to pro-
’’)� [5.53%] �duce results:

�disc_code � ‘‘Computer’’ & grant_order �
‘‘Strategic’’ & amount � (‘‘40-60K’’)�• DBChar: find the characteristic rule for the target class;
[0.004%]

• DBClass: find the characteristic rules of the target class
The final reduced relation is illustrated in Table 11.with other classes;
DBROUGH is the first system to apply attribute oriented• DBDeci: find the decision rules for the decision attri-

generalization to remove undesirable attributes and general-butes;
ize the primitive data to a desirable level, much like the

• DBMaxi: find all the maximal generalized rules or the DBLEARN family, and then perform a data-reduction process
best k maximal generalized rules; based on rough set theory to compute the minimal attribute

• DBTrend: find the data trend regularities for the target set (reduct) for use in further reducing the generalized rela-
class; and tion. Although the realization of a general purpose, fully auto-

• DBMkbs: find different knowledge bases for the target mated knowledge discovery system is still in the future,
class. DBROUGH and its successor, GRG (42,43) (still under devel-

opment), are promising to lead us to such a realization.
Perhaps the best way to illustrate DBROUGH is by exam-

Induction of Decision Rules: GRGple as well. Details are provided in (41) on system operation,
including the syntax of its extended SQL language. Our ex- Decision rules preserve logical properties of data. They are
ample illustrates use of the procedure DBChar; specification easy to understand. Decision rules are a common way to rep-
of the learning task to DBROUGH is as follows:

learn characteristic rule for ‘‘CS_Op_Grants’’
from Award A, Organization O, grant_type G
where O.org_code � A.org_code and
G.Grant_order � ‘‘Operating’’

and A.grant_code � G.grant_code and
A.disc_code � ‘‘Computer’’

in relevance to amount, province,
prop(votes)*, prop(amount)
using table threshold 18
using hierarchy disc, amount, prov,
grant_type go

Table 11. Final Reduced Relation

Disc code Grant order Amount Votes

Computer Operating grants 20–40K 62
Computer Operating grants 40–60K 25
Computer Other 60K– 7
Computer Other 40–60K 5
Computer Strategic grants 60K– 8
Computer Operating grants 60K– 6
Computer Strategic grants 40–60K 1
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resent knowledge in rue-based expert systems and have be- sort the set of conditions of the rule based on the signifi-
cance valuescome popular in inductive learning system. A rule is a combi-

nation of values of some condition attributes such that the set for j � 0 to M – 1 do
remove the jth condition attribute ai in rule rof all objects matching it is contained in the set of objects

labeled with the same class (and such that there exists at if r inconsistent with any rule rn � RULE then
restore the dropping condition ajleast one such object). A rule r is denoted as an implication

endif
endforr : (ai1 = Vi1) & (ai2 = Vi2) & . . . & (ain = Vin) → (d = Vd )

remove any rule r	 � MRULE that is logically included
in the rule rwhere ai1, ai2, . . ., and ain are the condition attributes and d

if rule r is not logically included in a rule r	 � MRULEis the decision attribute. The set of attribute-value pairs oc-
thencurring on the left-hand side of the rule r is referred to as the

MRULE � r � MRULEcondition part, denoted cond(r), and the right-hand side is the
endifdecision part, dec(r), so that the rule can be expressed as

endforcond(r) � dec(r). Including more condition attributes in
cond(r) makes the rule more specific. Decision rules obtained

To obtain a set of maximally general rules, Algorithm 7directly from the reduced relation (information system) are
tells us to consider each rule in the set of specific decisionthe specific rules that only match one equivalence class.
rules for dropping conditions until we are left with a set ofThese rules can be generalized by removing one or several
maximally general rules. The order in which we process theconditions from the condition part.
attributes determines which maximally general rule is gener-Our aim is to produce rules in the learning process that
ated. Thus a maximally general rule may not turn out to beare maximally general rules by removing the maximum num-
the best with respect to the conciseness or the coverage of theber of condition attributes values without decreasing classifi-
rule. Given a rule with m conditions, we could evaluate allcation accuracy of the rule. Computing such rules in espe-
2m � 1 possible subsets of conditions on the database and se-cially important in data mining applications, since they
lect the best rule but this is, in general, impractical.represent the most general patterns existing in the data. A

For a near optimal solution, each condition of the rule isreduced information system can be considered as a set of spe-
assigned a significance value by an evaluation function beforecific decision rules, each rule of which corresponds to an
the dropping conditions process is started. The significanceequivalence class of R*(RED), which is the set of equivalence
value indicates the relevance of this condition for this particu-classes generated by the subset of C � RED of condition attri-
lar case. Higher significance values indicate more relevance.butes C, where the subset RED is a reduct of C. Before de-
The process of dropping conditions should first drop the condi-scribing our rule generation algorithm, Algorithm 7, which
tions with lower significance values, as described in (44).computes a set of maximally generalized rules, we introduce
Their evaluation function for a condition ci of a rule is definedtwo propositions: rule redundancy and rule inconsistency.
asRule redundancy:

SIG(ci) = P(ci)(P(D|ci) − P(D))1. If ri and rj are valid rules where cond(ri) � cond(rj) and
dec(ri) � dec(rj), then ri and rj are logically equivalent

where P(ci) is the probability of occurrence of the condition cirules.
or the proportion of objects in the universe matching to this

2. If ri and rj are valid rules where cond(rj) � cond(ri) and condition; (P(D�ci) is the conditional probability of the occur-
dec(ri) � dec(rj), then rj is logically included in ri. rence of the concept D conditioned on the occurrence of the

condition ci; P(D) is the proportion of the concept D in the
Rule inconsistency: database. For example, the specific rule (the seventh entry in

Table 10) can be translated as
1. If ri and rj are valid rules where cond(ri) � cond(ri) and

dec(ri) � dec(rj), then ri and rj are decision inconsistent. 1. if (make_model � USA) & (weight � heavy) & (power
� high) & (comp � medium) & (tran � manu)

2. then (mileage � low)
Algorithm 7. Computes a set of maximally generalized

rules (GENRULES). By definition we have
Input: A non-empty set of specific decision rule RULE
Output: A non-empty set of maximally general rule 1. SIG(tran � manu) � �0.03

MRULE 2. SIG(make_model � USA) � 0.04
MRULE � 0; N � �RULE� /* N is the number of rules in

3. SIG(power � high) � 0.06RULE */
4. SIG(comp � medium) � 0.07for i � 0 to N – 1 do
5. SIG(weight � heavy) � 0.093r � ri

M � �r� /* M is the number of condition attributes in
rule r */ Thus we drop conditions of the rule in the sequence given

above. No inconsistency results from dropping the first threecompute the significance value SIG for each condition of
the rule r conditions. After dropping the fourth condition ‘‘comp,’’ the
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new rule ‘‘if (weight � heavy) then (mileage � low)’’ is incon- directions or considerations for future database mining en-
deavours.sistent with the specific rule derived from the third entry in

Table 10, thus the condition ‘‘comp’’ is replaced. The fifth con-
dition ‘‘weight’’ also cannot be dropped because of inconsis-

SELECTION OF COMMERCIALLY AVAILABLEtency. Thus the maximally generalized rule for the specific
DATABASE MINING SYSTEMSrule derived from the seventh entry in Table 10 is

By the time you read this section, it may be obsolete. Newif (weight = heavy) & (comp = medium) then (mileage = low)
database mining and associated products are entering the
market daily. This section is intended to identify a smallSuppose there are n	 tuples (decision rules) with a	 attri-
number of representative ‘‘database mining’’ products thatbutes in the reduced information system. The computation of
are commercially available in 1997. The descriptions of a com-significance values of one rule requires computation O(a	n	)
pany’s software are an edited version of their World Wideand the process of dropping conditions on one rule requires
Web site information.O(a	n	). Thus finding a maximally general rule for one deci-

sion rule requires O(2a	n	) time and finding maximally gen-
Angoss International—KnowledgeSEEKEReral rules for n	 decision rules requires O(2a	n	2) time. Elimi-

nating redundant rules requires O(n	2) time and the Angoss International is the developer of KnowledgeSEEKER,
complexity of Algorithm 6 is O((2a	 � 1)n	2) � O(a	n	2). the leading data mining software, and of SmartWare, a com-

Table 12 shows the set of maximally general rules corre- plete cross-platform product suite. With KnowledgeSEEKER,
sponding to the values in Table 10 where ‘‘—’’ indicates ‘‘don’t Angoss provides its customers with one of the most important
care.’’ Rules in Table 10 are more concise than the original business software tools today. KnowledgeSEEKER benefits
data in Table 6 and they provide information at a more ab- from a simple, intuitive GUI that is very easy to learn. It is
stract level. Nevertheless they are guaranteed to give deci- faster and easier to use and interpret than both traditional
sions about mileage consistent with the original data. The col- statistical models and new technologies such as neural net-
umn ‘‘supp’’ is the number of tuples in the original database works. Analysis results are rapidly displayed in the form of a
that support the generalized rule. This measure provides con- clear and interactive decision tree. In just a few minutes it
fidence because, if the tuples in the original database distrib- examines all the relationships between the fields in your
ute evenly over all possible discrete values for an attribute, data, eliminating trial-and-error guesswork by homing in on
then it is impossible to obtain a meaningful set of rules. strong statistical relationships. All fields and combinations of
Higher values for ‘‘supp’’ indicate greater confirmation of the field values within your data are examined. Those best de-
rule. scribing your specific decision-making problem are ranked in

This article could have been written in a variety of differ- order of importance. Both the sensitivity of the correlation
ent ways stressing a variety of different approaches and tech- finding and the volume of the information displayed are easily
niques. Particular language choices may have biased other user-defined. KnowledgeSEEKER runs on many operating
terminology; examples may have been more or less illustra- systems and configurations.
tive. Database mining is relatively new but the theory and
foundations of many of the techniques underlying database

Data Distilleries B.V.—Data Surveyor
mining are not so new. Thus, the research community has not
taken long to realize and take advantage by quickly filling in Data Surveyor is a client/server system, consisting of the fol-

lowing. Data Surveyor CLIENT, a graphical user interface,details, amalgamating relevant results from a wide variety of
related research paradigms, especially machine learning re- allows the user to formulate mining questions, inspect data

and results, and interactively guide the mining process. Datasearch.
The deliberate choice of introducing database mining in in- Surveyor INTERNET REPORTING FACILITIES, an exten-

sive intranet, is geared for data mining with Data Surveyor.creasingly greater detail repeatedly, followed by examples to
match, drawn from actual advanced prototype systems, is for This intranet contains: background information on data min-

ing; application areas; all Data Surveyor documentation onreader edification. At this time, we deviate from our main dis-
cussion to present a sampling of commercial software offer- line; visual objects like 3-D maps included in-line in the re-

ports; concise management summaries; and extensive reportsings currently available, preceding some speculations about

Table 12. Set of Maximally General Rules

Make model Weight Power Comp Tran Mileage Supp

— Heavy — Medium — Low 2
USA Medium High — — Medium 9
USA Medium — Medium — Medium 8
— Medium — — Auto Medium 4
USA — Light — — Medium 1
— Heavy — High — Medium 1
— — Medium High Manu High 3
Japan — — — — High 6
— Light — — — High 3
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automatically generated by Data Surveyor. Key features in- NeoVista Solutions, Inc.—The NeoVista Decision Series
clude a user friendly interface (a graphical interface), easy to

NeoVista specializes in advanced pattern recognition tech-
interpret results (by end users, such as marketers and actuar-

niques, having deployed highly parallel computing solutions
ies), interactive data mining (allowing you to guide the discov-

in some of the most demanding, defense-related environments
ery process by using your own expert knowledge), and 3-D vi-

in the world, where accuracy and speed are essential. Now,
sualization.

NeoVista’s Decision Series software suite brings the same ad-
vanced technology to commercial data mining, allowing

Information Discovery, Inc.—IDIS:
Global 2000 organizations to better understand the patterns

The Information Discovery System
of their business. The NeoVista Decision Series allows the
construction and deployment of knowledge discovery solu-IDIS: the Information Discovery System(R) is a data mining

program that uncovers knowledge in large databases, auto- tions for targeted business applications. These solutions can
be deployed on scalable, parallel platforms that are availablematically looking at data patterns to find unexpected influ-

ence factors. IDIS decides what to look at, generates hypothe- from accepted, standard hardware providers and operate
against data resident in popular databases or in legacy sys-ses, discovers hidden and unexpected patterns, rules of

knowledge, graphs, and anomalities that are waiting to be tems. The data mining solutions from NeoVista thereby aug-
ment existing decision support environments by integratinguncovered. The results are displayed within an easy-to-use

hypermedia environment. Moreover, this data mining soft- with installed, standards based systems.
The Decision Series suite consists of a set of advanced,ware generates fully readable English text reports that tell

the untold story of your database. You do not need to know a easy to use, knowledge discovery tools that interface with a
data access and transformation fabric called DecisionAccess.query language to use IDIS. Just specify your database name

and say, ‘‘Go find something interesting and useful for me!’’ DecisionAccess performs automatic translation of data be-
tween relational databases and pattern discovery tools, andIDIS is the leading data mining software. It has found more

rules, in more databases, in more application areas than any takes care of the all-important sampling, conditioning, and
encoding of data.other program ever!

The pattern discovery tools of the Decision Series suite are:
DecisionNet, an advanced neural network tool that learns toIBM—IBM Intelligent Miner
recognize patterns from training examples; DecisionCL, used

IBM Intelligent Miner is a heavy-duty data miner that en-
to find groups of items that are similar (the groups can be

ables users to identify hidden data correlations by performing
fixed in advance, supervised clustering, or determined by the

predictive modeling, database segmentation, link analysis,
system, unsupervised clustering); DecisionGA, a genetic algo-

and deviation detection using a variety of data mining tech-
rithm used to breed potential cases based on a loosely con-

niques. Yet Intelligent Miner is easy to use because it’s de-
structed model where the cases can converge to the best ex-

signed for decision makers as well as data analysts. The IBM
ample based on a wide variety of measures; and DecisionAR,

Intelligent Miner tool kit consists of powerful algorithms and
an association rule system used to determine the likelihood

processing techniques that enable application developers to
that events will occur together at one instant in time, or that

analyze data stored in databases. Through deviation detec-
they will follow each other in a logical progression over time.

tion, for example, a financial services company could quickly
and easily detect possible fraudulent usages of credit cards by Pilot Software—Pilot Discovery Server
examining deviations in the credit-card usage patterns of its

Pilot Software, a subsidiary of Cognizant Corporation (NYSE:customers. Using predictive modeling, a retailer could fore-
CZT), develops and markets decision support software de-cast changes in customer buying patterns and keep abreast
signed to improve business knowledge through the flexibleof comparisons of purchases over the Internet or through
analysis of market and customer data. More than 100,000 us-mail-order with those through in-store buying. Through asso-
ers in industries such as retail, financial services, packagedciation discovery, a supermarket chain could determine which
goods, telecommunications, and healthcare have rapidly de-products are most frequently sold in conjunction with other
ployed Pilot Software’s OLAP, data mining, and Web publish-products, and stock these store items on shelves accordingly,
ing products.to maximize sales opportunities. An insurance company could

Pilot Discovery Server is the industry’s first data mininguse customer segmentation data to create target-marketing
product designed for sales and marketing professionals. Us-campaigns, or to cross-sell services among existing customers.
ing vital customer metrics such as profitability, life-timeSequential Pattern analyses could help medical researchers
value, or new product return on investment, Pilot Discoveryidentify common symptoms leading to particular illnesses.
Server drives a focused market segmentation and proactiveIBM has also developed three customizable, cross-industry
analysis of customer behavior or evaluates the profitability ofdata mining applications. These applications include: Cus-
future marketing efforts. Working directly with and residingtomer Segmentation—an effort to better understand customer
in a relational data warehouse, Pilot Discovery Server issuesbehavior used for target marketing, cross-selling, customers
standard SQL queries for database analysis. This unique pa-retention, propensity to purchase, and consumer vulnerability
tent-pending relational database integration delivers highlyanalysis; Item Set Analysis (market basket analysis)—aims to
visual and easily understood, explainable results.understand customer buying behavior, and to predict their

future behavior by identifying affinities among their choice of
Thinking Machines Corporation—Darwin�products and services; and Fraud Detection—identifies devia-

tions from established usage norms in order to flag suspicious Thinking Machines Corporation is the leading provider of
knowledge discovery software and services. Darwin�, TMC’stransactions, which may be indicative of fraudulent activity.
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high-end data mining software suites enables users to extract tonic, holographic, and the like. The machines such systems
operate on are considered hardware, software, firmware,meaningful information from large databases—information

that reveals hidden patterns, trends, and correlations—and wetware, neural-ware, and so forth. Where will all of this
lead?allows them to make predictions that solve business prob-

lems. Darwin’s� power of prediction enables businesses to: in- Naturally, I would like to think that it is the Internet, a
nonarchival (for the present time) source of unstructuredcrease return on investment; expand market share; improve

the effectiveness and efficiency of marketing programs; and data, that holds the key to future development. Database
mining require three primitives to operate attribute orientedmaximize the quality of their customer service. In short, com-

panies that employ Darwin� data mining enjoy a clear com- generalization effectively. Gathering task-relevant knowledge
in the Internet environment is a huge challenge, but the de-petitive advantage over those that do not.
velopment of generic, adaptable conceptual hierarchies will
not be far behind. The future should prove to be exciting for

WHAT TO EXPECT IN THE FUTURE
database miners, but it will not be an easy future.

Database mining is quickly gaining acceptability and market-
Machine Learning and Hybrid Architectures: Helpful?ability. The Gartner Group estimates that the use of database

mining in marketing applications will increase from less than Research into machine learning (ML) has evolved rapidly
5 percent to more than 80 percent in ten years. The META over the past two decades. ML researchers have embraced a
Group estimates that the database mining market will grow variety of machine learning techniques in their efforts to im-
from $300 million in 1997 to $800 million by the year 2000. prove the quality of learning programs. The relatively recent

When database mining functionality is seamlessly inte- development of hybrid representations for ML systems has
grated with OLAP and existing data warehouse and business resulted in several interesting approaches, which combine
intelligence software, then the real promise of database min- rule induction (RI) methods with case-based reasoning (CBR)
ing will be realized. Database mining will then transcend its techniques to engender performance improvements over more
enabling status in favor of engaging in actual business solu- traditional one-representation architectures.
tions. Thus organizations will come to understand their core RI systems learn general domain-specific knowledge from
business much more and make business decisions based on a a set of training data and represent the knowledge in compre-
better understanding as a result of database mining analysis. hensible form as IF-THEN rules. RI systems also often suc-

The core technology for database mining already exists ceed in identifying small sets of highly predictive features,
and has been described in previous sections. What is new is and make effective use of statistical measures to eliminate
the systematic application of these techniques to the data- data noise. Example RI systems include C4.5 (45), AQ15 (46),
bases and data warehouses that many organizations have and CN2 (47); Clark (48) provides an overview of RI tech-
built in recent years. niques and strategies for noise abatement. Despite their suc-

cesses, RI systems do not represent continuous functions well.
What Is a Database (Information Store)? CBR is used in learning and problem-solving systems to

solve new problems by recalling and reusing specific knowl-Databases have been with us for a long time. Many refer to
edge obtained from past experience. Common retrievaldatabases and do not mean what we traditionally think of as
schemes are variations of the nearest neighbor method, indatabases, for example, Environment Canada has over 1000
which similarity metrics are used to identify cases nearest to‘‘databases’’ at their disposal, only 20 percent of which are in
the current case. An overview of the foundational issues re-electronic form. Databases are collections. Since the advent of
lated to CBR is presented in (16). CBR can learn nonlinearlythe computer, the early databases were created using a vari-
separable categories of continuous functions and CBR is in-ety of structures, leading to network database models, codasyl
cremental by nature, unlike most inductive learning methods,database models, and so on. Relational databases have been
which have difficulty extending or refining their rule set dur-around since the late 1960s, but only began to be heavily em-
ing the problem-solving stage. CBR, however, does have limi-ployed in business, industry, and organizations in the 1980s.
tations: it does not yield concise representations of conceptsWe know a great deal about how to build relational data-
that can be understood easily by humans and CBR systemsbases, how to optimize queries to take advantage of their
are usually sensitive to noise.structure, how to represent information using the relational

The complementary properties of CBR techniques and RImodel, and so forth. We can store increasingly large amounts
techniques can be advantageously combined to solve someof data in these repositories and we do.
problems to which only one technique fails to provide a satis-We have built interesting products using databases, from
factory solution. Generally the combination involves CBR sys-English interfaces (natural language access to databases)
tems using rule-based reasoning for support. CBR systemswhich permit a person to pose an ad hoc query to a database
can also be used in a support role or integrated with rule-to database mining interfaces which permit a person to un-
based reasoning in some balanced fashion.cover hidden information implicit in the database.

CBR processing can be augmented with rule-based tech-In the last decade or so new systems have tempted data-
niques when general domain knowledge is needed. For exam-base designers with alternative models for data representa-
ple, adaptation tasks in the CBR processing cycle are usuallytion, storage, and retrieval. The terms used by these design-
performed by rule-based systems, where the rules capture aers read like a list of buzzwords no designer would be without,
theory of case adaptation and the necessary aspect of the do-for example, functional, applicative, object-oriented, distrib-
main theory to carry out the changes (49). CASEY (50) is oneuted, concurrent, parallel, sequential, inference, heuristic, as-

sociative, procedural, connectionist, declarative, nonmono- such system where case adaptation is performed by rule-
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based reasoning in which solutions to new problems built domain trends and cases usefully ‘‘fill in’’ rule exceptions, a
hybrid approach is supported. Both rules and exemplars arefrom old solutions use the condition-part to index differences

and a transformational operator at the action part of the rule. used to match the new case during problem-solving. Golding
et al.’s system applies rules to the target problem to approxi-Rules can also be used to guide the search-and-matching pro-

cesses in retrieval tasks of a CBR system. Rules regarding mate the answer. However, if the problem is judged to be
compellingly similar to a known exception to the rules in anythe problem domain may serve to organize the case base and,

when applied, focus the search space to more relevant cases. aspect of its behavior, then the aspect is modified after the
exception rather than the rule.Rules may also be used in similarity assessment by determin-

ing weights for attributes. INRECA (51) serves as an example INRECA’s advantage lies in its incremental learning of de-
cision trees. Over time, more and more generalized conceptsin which a decision tree is built on the database of cases,

weights of the attributes, with respect to the subclasses dis- can be induced based on the increasing case base. Thus IN-
RECA evolves from a more or less pure CBR system to a sys-covered in the three, are computed, and class-specific similar-

ity functions are defined based on these weights. Rule-based tem based on inductively learned knowledge. INRECA does
not address uncertainty, that is, when a new case is in thereasoning can help in case retrieval by justifying a candidate

set of cases as plausible matches. For example, knowledge- boundary region of two or more concepts and thus is covered
by rules that belong to different concepts.based pattern matching (rule-based reasoning) is used in

PROTOS (52), to confirm expectations about a new case. Advantages of CBR techniques (incremental learning com-
putational cost is small, nonlinear separable categories andCBR can also serve a supporting role. Unlike rules, cases

in a case base contain specific knowledge about a domain. continuous functions can be learned, etc.) are offset by limita-
tions of CBR (concise representations of easily reasoned withWhen general domain knowledge is not accessible, the specific

knowledge inherent in cases can provide valuable information and easily understood concepts remain elusive, high noise
sensitivity remains, etc.). RI systems, symbolic in nature,to solve problems. Because CBR can elicit domain knowledge

through its analysis of cases, CBR can aid systems with tasks have not succeeded in representing continuous functions, ex-
cept by transforming the domain of a continuous decisionwhere general domain knowledge is not available but needed.

Several RI systems have employed CBR to make use of the variable into numeric ranges. However RI systems often suc-
ceed in identifying small sets of highly predictive features andinformation inherent in training cases support their induction

process. CABARET (53) uses CBR to aid a cooperating induc- make effective use of statistical measures to combat ‘‘noise.’’
An (56) proposes a new hybrid method which integratestive decision-tree based learning algorithm with training set

selection, branching feature selection, deliberate bias selec- RI and CBR techniques. The ELEM2-CBR employs relevance
weighting to access similarities between cases, making use oftion, and specification of inductive policy. CBR is used to form

categories of a training set which include most-on-point cases, RI results to assign weights to each attribute-value pair of
the query case. Cases in the case-base can then be rankedbest cases, near miss cases, trumping cases, and conflict cases.

These case taxonomies allow the learning system to consider according to their probability of relevance to the new case.
ELEM2-CBR performs classification and numeric predictionthe various roles cases play, in addition to classification, say,

as positive or negative examples. For feature selection, CAB- under a mixed paradigm of rule-based and case-based reason-
ing. After performing RI, induced rules are applied in caseARET takes advantage of CBR-provided domain knowledge

as well as information-theoretic methods to select branching retrieval to determine weight settings for features and to de-
tect noise in the training set for removal before CBR is con-attributes for growing decision trees. RISE (54) induces rules

in a specific-to-general fashion, starting with a rule set that ducted. During classification, rules are applied to make deci-
sions; conflicts observed between matched rules are resolvedis the training set of examples. RISE examines each rule in

turn, uses CBR to find the nearest example of the same class by performing CBR.
ELEM2-CBR employs weighting and case ranking meth-that it does not already cover, and attempts to minimally gen-

eralize the rule to cover the class. ods and can perform both classification and numeric predic-
tion. Given a set of training data, ELEM2-CBR performs RIMore balanced combination techniques use CBR and rule-

based techniques to support each other in a learning and using ELEM2 to generate a set of classification rules for both
tasks. ELEM2’s classification is performed over a set of train-problem-solving environment, neither of which is in a purely

support role. Example systems include INRECA (51), and a ing data after RI and misclassified cases are removed from
the case-base, and thus before CBR is performed.hybrid system by Golding et al. (55). INRECA performs classi-

fication by first generating and trying a decision tree, gener- If the task is to predict numeric values, problem solving in
ELEM2-CBR is basically a CBR process. Relevance weightingated from the case base, to navigate the search for a matched

concept or a similar case. The generalized knowledge is also and case ranking methods are employed in case retrieval.
Rules generated by ELEM2 are used to determine parametersused to improve retrieval by determining attribute weights

(degree of attribute importance for similarity case measure- in the weighting function. After ranking cases in the case-
base according to relevance to the new case, several of thement) with respect to the subclasses discovered by the deci-

sion tree. If INRECA can answer a given query at this point, most relevant cases are selected and their solutions adapted
to the new case.no further action is required, otherwise their hybrid approach

applies CBR when the query lies outside the region of the
induced concept.

Golding et al.’s system focuses on hybrid representations SUMMARY
of a concept. A concept is represented by two parts: a general-
ized abstract description in the form of rules and a set of ex- Database mining is an exciting and interesting initiative. We

have attempted to capture that excitement and interest,ceptions in the form of exemplars. Since rules represent broad
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while being informative by gradually weaving together a da- GLOSSARY
tabase mining story in three successive, increasingly complex

This glossary was adapted from the World Wide Web sites ofstages, from basic database mining as most people would un-
Pilot Software (www.pilotsw.com/r_and_t/whtpaper/derstand the concept to a second stage, where move advanced
datamine/dmglos.htm), Creative Data, Incorporatedoperations and techniques are employed. In the first stage we
(www.std.com/CreativeData/credata/termin.html), and N.used illustrative examples from DBLEARN, one of the early
Cercone.database mining programs. In the second stage we used ex-
Analytical model. A structure and process for analyzing aamples from DB-Discover and DBROUGH, two contemporary
dataset; for example, a decision tree is a model for the classi-systems currently at the advanced prototype stages; they are
fication of a dataset.still evolving. Finally, the last stage shows a particular, rela-

tively new, advanced representation which appears to be very Artificial neural networks. Nonlinear predictive models
promising for information and attribute reduction based on that learn through training and resemble biological neural
rough sets theory. This stage is characterized by examples networks in structure.
from both DBROUGH and GRG, a DB-Discover type of proto- Bitmapped indexing. A family of advanced indexing algo-
type system with enhancements from rough sets theory and rithms that optimize RDBMS query performance by maximiz-
improved systems and interface design. We added some spec- ing the search capability of the index per unit of memory and
ulations, a representative sampling of brief commercial prod- per CPU instruction. Properly implemented, bitmapped indi-
uct reports, and smoothed the way for more advanced, more ces eliminate all table scans in query and join processing.
general machine learning techniques to be incorporated into Business model. An object-oriented model that captures the
database mining in the future. kinds of things in a business or a business area and the rela-

A wide variety of organizations should countenance data- tionships associated with those things (and sometimes associ-
base mining to take full advantage of the investment they ated business rules, too). Note that a business model exists
have made and are currently making in building databases independently of any data or database. A data warehouse
and data warehouses. Alternatively, for database mining sys- should be designed to match the underlying business models
tems to fully reach their potential, they must seamlessly in- or else no tools will fully unlock the data in the warehouse.
terface with data warehouses and other business systems. CART. Classification and regression trees; a decision tree

The complexity of modern organizations, the overflow of technique used for classification of a dataset. Provides a set
information available to them, and the decisions that they of rules that you can apply to a new (unclassified) dataset to
need to make dictate the use of automated computer-based predict which records will have a given outcome. Segments a
tools to help to manage this melange effectively. Thus data- dataset by creating two-way splits. Requires less data prepa-
base mining should be an essential component of their deci- ration than CHAID.
sion making support and the variety of database mining oper-

CHAID. Chi-square automatic interaction detection; a deci-ations must continue to improve. While not every database
sion tree technique used for classification of a dataset. Pro-mining application will require the use of all operations dis-
vides a set of rules that one can apply to a new (unclassified)cussed above, the cooperative use of several database mining
dataset to predict which records will have a given outcome.operations is probably appropriate in many actual situations,
Segments a dataset by using chi-square tests to create

since it is likely that a single data mining technique is not
multiway splits. Preceded, and requires more data prepara-

sufficient for addressing every problem within a particular op- tion than, CART.
eration. Database mining is sure to continue to evolve and,

Classification. The process of dividing a dataset into mutu-with increasingly larger storage units and faster, more versa-
ally exclusive groups such that the members of each grouptile computers available, the challenges of database mining
are as ‘‘close’’ as possible to one another, and different groupsare also sure to continue.
are as ‘‘far’’ as possible from one another, where distance is
measured with respect to specific variable(s) one is trying to
predict. For example, a typical classification problem is to di-
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including database management systems, modeling tools, Linear regression. A statistical technique used to find the
best-fitting linear relationship between a target (dependent)middleware, and query tools.
variable and its predictors (independent variables).Data mart. A subset of a data warehouse that focuses on one
Logistic regression. A linear regression that predicts theor more specific subject areas. The data usually is extracted
proportions of a categorical target variable, such as type offrom the data warehouse and further denormalized and in-
customer, in a population.dexed to support intense usage by targeted customers.
Metadata. Literally, ‘‘data about data.’’ More usefully, de-Database mining. The extraction of hidden predictive infor-
scriptions of what kind of information is stored where, how itmation from large databases; techniques for finding patterns
is encoded, how it is related to other information, where itand trends in large data sets. See also data visualization.
comes from, and how it is related to your business. A hot topic

Data model. The road map to the data in a database. This right now is standardizing metadata across products from dif-
includes the source of tables and columns, the meanings of ferent vendors.
the keys, and the relationships between the tables.

Middleware. Hardware and software used to connect clients
Data navigation. The process of viewing different dimen- and servers, to move and structure data, and/or to presum-
sions, slices, and levels of detail of a multidimensional data- marize data for use by queries and reports.
base. See OLAP.

Multidimensional database. A database designed for on-
Data visualization. The visual interpretation of complex re- line analytical processing. Structured as a multidimensional
lationships in multidimensional data; designed to make par- hypercube with one axis per dimension.
ticular kinds of visualization easy. Nearest neighbor. A technique that classifies each record
Data warehouse. A system for storing and delivering mas- in a dataset based on a combination of the classes of the k
sive quantities of data; typically a data warehouse is fed from record(s) most similar to it in a historical dataset (where k
one or more transaction databases. The data need to be is greater than or equal to 1). Sometimes called a k-nearest
cleaned and restructured to support queries, summaries, neighbor technique.
and analyses. Nonlinear model. An analytical model that does not as-
Decision support. Data access targeted to provide the infor- sume linear relationships in the coefficients of the variables
mation needed by business decision makers. Examples in- being studied.
clude pricing, purchasing, human resources, management, Object oriented analysis (OOA). A process of abstracting
and manufacturing. a problem by identifying the kinds of entities in the problem

domain, the is-a relationships between the kinds (kinds areDecision support system (DSS). Database(s), ware-
known as classes, is-a relationships as subtype/supertype,house(s), and/or mart(s) in conjunction with reporting and
subclass/superclass, or less commonly, specialization/general-analysis software optimized to support timely business deci-
ization), and the has-a relationships between the classes. Alsosion making.
identified for each class are its attributes (e.g., class PersonDecision tree. A tree-shaped structure that represents a set
has attribute Hair Color) and its conventional relationshipsof decisions. These decisions generate rules for the classifica-
to other classes (e.g., class Order has a relationship Customertion of a dataset. See CART and CHAID.
to class Customer.)

Deduction. A technique that infers information that is a
Object oriented design (OOD). A design methodology thatlogical consequence of the information in the database.
uses Object Oriented Analysis to promote object reusability

RDBMSs offer methods of expressing deductive relationships and interface clarity.
between data. Expert systems and case based reasoning sys-

On-line analytical processing (OLAP). A common use oftems are examples of deductive data mining tools.
a data warehouse that involves real time access and analysis

Dimension. In a flat or relational database, each field in a of multidimensional data such as order information; refers to
record represents a dimension. In a multidimensional data- array-oriented database applications that allow users to view,
base, a dimension is a set of similar entities; for example, a navigate through, manipulate, and analyze multidimen-
multidimensional sales database might include the dimen- sional databases.
sions Product, Time, and City. OLTP. On-line transaction processing. Refers to a database
Exploratory data analysis. The use of graphical and de- which is built for on-line transaction processing, generally re-
scriptive statistical techniques to learn about the structure of garded as unsuitable for data warehousing; OLTP systems
a dataset. have been designed to answer ‘‘simple aggregations’’ such as

‘‘what is the current account balance for this customer?’’Genetic algorithms. Optimization techniques that use pro-
cesses such as genetic combination, mutation, and natural se- Parallel processing. The coordinated use of multiple pro-
lection in a design based on the concepts of natural evolution. cessors to perform computational tasks. Parallel processing

can occur on a multiprocessor computer or on a network ofInduction. A technique to infer generalizations from the in-
workstations or PCs.formation in the database. General statements about proper-
Predictive model. A structure and process for predictingties of objects can be viewed as inferred knowledge. Neural
the values of specified variables in a dataset.networks and rule induction systems are examples of induc-

tive data mining tools. Prospective data analysis. Data analysis that predicts fu-
ture trends, behaviors, or events based on historical data.Linear model. An analytical model that assumes linear re-

lationships in the coefficients of the variables studied. Query. A specific request for information from a database.
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