
DATA ANALYSIS

DATA CLASSIFICATION

What is data analysis? Nolan (1) gives a definition that is
a way of making sense of the patterns that are in, or can be
imposed on, sets of figures. In concrete terms, data analy-
sis consists of an observation and an investigation of the
given data, and the derivation of characteristics from the
data. Such characteristics, or features as they are some-
times called, contribute to the insight of the nature of data.
Mathematically, the features can be regarded as some vari-
ables, and the data are modeled as a realization of these
variables with some appropriate sets of values. In tradi-
tional data analysis (2), the values of the variables are
usually numerical and may be transformed into symbolic
representation. There are two general types of variables:
discrete and continuous. Discrete variables vary in units,
such as the number of words in a document or the popula-
tion in a region. In contrast, continuous variables can vary
in less than a unit to a certain degree of accuracy. The stock
price and the height of people are examples of this type. The
suitable method for collecting values of discrete variables
is counting, and for continuous ones it is measurement.

The task of data analysis is required among various
application fields, such as agriculture, biology, economics,
government, industry, medicine, military, psychology, and
science. The source data provided for different purposes
may be in various forms, such as text, image, or wave form.
There are several basic types of purposes for data analysis:

1. Obtain the implicit structure of data
2. Derive the classification of data
3. Search particular objects in data

For example, the stockbroker would like to get the future
trend of the stock price, the biologist needs to divide ani-
mals into taxonomies, and the physician tries to find the
related symptoms of a given disease. The techniques to ac-
complish these purposes are generally drawn from statis-
tics that provide well-defined mathematical models and
probability laws. In addition, some theories, such as fuzzy-
set theory, are also useful for data analysis in particular.
This article is an attempt to give a brief description of these
techniques and concepts of data analysis. In the following
section, a variety of data analysis methods are introduced
and illustrated by examples. We first give two categories of
data analysis according to its initial conditions and resul-
tant uses. Next, we show two well known methods based
on different mathematical models. In the second section,
an approach to data analysis for Internet applications is
proposed. Some improvements of the data analysis meth-
ods are discussed in the third section. Finally, we give a
brief summary of this article.

DATA ANALYSIS METHODS

In data analysis, the goals are to find significant patterns
in the data and apply this knowledge to some applications.

Analysis is generally performed in the following stages:

1. Feature selection
2. Data classification
3. Conclusion evaluation

The first stage consists of the selection of the features in
the data according to some criteria. For instance, features
of people may include their height, skin color, and finger-
prints. Considering the effectiveness of human recognition,
the fingerprint, which is the least ambiguous, may get the
highest priority for selection. In the second stage, the data
are classified according to the selected features. If the data
consist of at least two features, e.g., the height and the
weight of people, which can be plotted in a suitable coordi-
nate system, we can inspect so-called scatter plots and de-
tect clusters or contours for data grouping. Furthermore,
we can investigate ways to express data similarity. In the
final stage, the conclusions drawn from the data would be
compared with the actual demands. A set of mathematical
models has been developed for this evaluation. In the fol-
lowing sections, we first divide the study of data analysis
into two categories according to different initial conditions
and resultant uses. Then, we introduce two famous models
for data analysis. Each method will be discussed first, fol-
lowed by examples. Because the feature selection depends
on the actual representations of data, we postpone the dis-
cussion about this stage until the next section. In this sec-
tion, we focus on the classification procedure based on the
given features.

A Categorization of Data Analysis

There are a variety of ways to categorize the methods of
data analysis. According to the initial conditions andthe
resultant uses, there are two categories, supervised data
analysis and unsupervised data analysis. The term super-
vised means that human knowledge has to be provided for
the process. In supervised data analysis, we specify a set
of classes called a classification template and select some
samples from the data for each class. These samples are
then labeled by the names of the associated classes. Based
on this initial condition, we can automatically classify the
other data termed to-be-classified data. In unsupervised
data analysis, there is no classification template, and the
resultant classes depend on the samples. Following are de-
scriptions of supervised and unsupervised data analysis
with an emphasis on their differences.

Supervised Data Analysis. The classification template
and the well-chosen samples are given as an initial state
and contribute to the high accuracy of data classification.
Consider the K nearest-neighbor classifier, which is a typ-
ical example of supervised data analysis. The input to the
classifier includes a set of labeled samples S, a constant
value K, and a to-be-classified datum X. The output after
the classification is a label denoting a class to which X be-
longs. The classification procedure is as follows.

1. Find the K nearest neighbors (K NNs) of X from S.
2. Choose the dominant classes by K NNs.
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3. If there exists only one dominant class, label X by this
class; otherwise, label X by any dominant class.

4. Add X to S, and the process terminates.

The first step selects K samples from S such that the val-
ues of the selected features (also called patterns) of these
K samples are closest to those of X. Such a similarity may
be expressed in a variety of ways. The measurement of dis-
tances among the patterns is one of the suitable instru-
ments, for example, the Euclidean distance as shown in
Eq. (1). Suppose the K samples belong to a set of classes;
the second step is to find the set of dominant classes C′. A
dominant class is a class that contains the majority of the
K samples. If there is only one element in C′, say class Ci,
we assign X to Ci. On the other hand, if C′ contains more
than one element, X is assigned to an arbitrary class in C′.
After deciding on the class of X, we label it and add it into
the set S.

where each datum is represented by m features.

Example. Suppose there is a dataset about the salaries
and ages of people. Table 1 gives such a set of samples S and
the corresponding labels. There are three labels that de-
note three classes: rich, fair, and poor. These classes are de-
termined based on the assumption that richness depends
on the values of the salary and age. In Table 1, we also ap-
pend the rules for assigning labels for each age. From the
above, we can get the set membership of each class.

If there is a to-be-classified datum X with age 26 and salary
$35,000 (35k), we apply the classification procedure to clas-
sify it. Here we let the value of K be 4 and use the Euclidean
distance as the similarity measure.

1. The set of 4 NNs is {Y4,Y5,Y6,Y9}.
2. The dominant class is the class Cfair because Y6, Y5 ∈

Cfair, Y4 ∈ Crich, and Y9 ∈ Cpoor.
3. Label X by Cfair.
4. New sample S contains an updated class Cfair =

{Y2,Y5,Y6,Y10, X}.

We can also give an assumed rule to decide the correspond-
ing label for the age of X as shown in Table 1. Obviously,
the conclusion drawn from the above classification coin-
cides with such an assumption from human knowledge.

Unsupervised Data Analysis. Under some circumstances,
data analysis consists of a partition of the whole data set
into a number of subsets. Moreover, the data within each
subset have to be similar to a high degree, whereas the
data between different subsets have to be similar to a very
low degree. Such subsets are called clusters, and the way to
find a good partition is sometimes also called cluster anal-
ysis. There are a variety of methods developed to handle

this problem. A common characteristic among them is the
iterative nature of the algorithms.

The C-mean clustering algorithm is representative in
this field. The input contains the sample set S and a given
value C, which denotes the number of clusters in the final
partition. Notice that no labels are assigned to the sam-
ples in S in advance. Before classification, we must specify
an initial partition W0 with C clusters. The algorithm ter-
minates when it converges to a stable situation in which
the current partition remains the same as the previous
one. Different initial partitions can lead to different final
results. One way to get the best partition is to apply this al-
gorithm with all different W0’s. To simplify the illustration,
we only consider a given W0 and a fixed C. The classification
procedure is as follows.

1. Let W be W0 on S.
2. Compute the mean of each cluster in W.
3. Evaluate the nearest mean of each sample and move

a sample if its current cluster is not the one corre-
sponding to its nearest mean.

4. If any movement occurs, go to step 2; otherwise, the
process terminates.

The first step sets the current partition W to be W0. Then we
compute a set of means M in W. In general, a mean is a vir-
tual sample representing the whole cluster. It is straight-
forward to use averaging as the way to find M. Next, we
measure the similarities between each sample in S and
every mean M. Suppose a sample Yj belongs to a cluster Ci

in the previous partition W, while another cluster Ck has a
mean nearest to Yj. Then we move Yj from Ci to Ck. Finally,
if there exists such a sample movement, the partition W
would become a new one and requires more iterations. On
the other hand, if no such movement occurs during an iter-
ation, the partition would become stable and produce the
final clustering.

Example. Consider the data in Table 1 again. Suppose
there is no label on each sample and only the salary and
the age data are used as the features for analysis. For clar-
ity, we use a pair of values on the two features to represent
a sample, for instance, the pair (20, 25k) refers to the sam-
ple Y1. Suppose there is an initial partition containing two
clusters C1 and C2. Let the means of these clusters be M1

and M2, respectively. The following shows the iterations for
the clustering.

1. For the initial partition W: C1 = {Y1,Y2,Y3,Y4,Y5}, C2

= {Y6,Y7,Y8,Y9,Y10}.

The first iteration

1. <label>2.</label>M1 = (23.6, 24k), M2 = (33.6, 44k).
2. <label>3.</label>Move Y4 from C1 to C2; move Y7 and

Y9 from C2 to C1.
3. <label>4.</label>For the new partition W: C1 =

{Y1,Y2,Y3,Y5,Y7,Y9}, C2 = {Y4,Y6,Y8,Y10}.

The second iteration <list1 type="custom">
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Table 1. A Set of Samples with the Salary and Age Data

Sample Age Salary Label Assumed rules to assign labels

Y1 20 25k Rich rich, 20k; poor, 10k
Y2 22 15k Fair rich, 26k; poor, 13k
Y3 24 15k Poor rich, 35k; poor, 16k
Y4 24 40k Rich
Y5 28 25k Fair rich, 44k; poor, 22k
Y6 30 40k Fair rich, 50k; poor, 25k
Y7 30 20k Poor
Y8 32 60k Rich rich, 56k; poor, 28k
Y9 36 30k Poor rich, 68k; poor, 34k
Y10 40 70k Fair rich, 80k; poor, 40k

X 26 35k Fair rich, 38k; poor, 19k

1. <label>2.</label>M1 = (26.6, 21.6k), M2 = (31.5,
52.5k).

2. <label>3.4.</label>There is no sample movement;
the process terminates.

We can easily find a simple discriminant rule behind this fi-
nal partition. All the samples with salaries lower than 40k
belong to C1, and the others belong to C2. Hence we may
conclude with a discriminant rule that divides S into two
clusters by checking the salary data. If we use another ini-
tial partition, say W′, where C1 = {Y1,Y3,Y5,Y7,Y9} and C2 =
{Y2,Y4,Y6,Y8,Y10}, the conclusion is the same. The following
process yields another partition with three clusters.

1. For the initial partition W: C1 = {Y1,Y4,Y7}, C2 =
{Y2,Y5,Y8}, C3 = {Y3,Y6,Y9,Y10}.

The first iteration

1. <label>2.</label>M1 = (24.6, 28.3k), M2 = (27.3,
33.3k), M3 = (32.5, 38.7k)

2. <label>3.</label>Move Y4 from C1 to C2, move Y2 and
Y5 from C2 to C1, move Y8 from C2 to C3, move Y3 from
C3 to C1, move Y9 from C3 to C2.

3. <label>4.</label>For the new partition W: C1 =
{Y1,Y2,Y3,Y5,Y7}, C2 = {Y4,Y9}, C3 = {Y6,Y8,Y10}

The second iteration

1. <label>2.</label>M1 = (24.8, 20k), M2 = (30, 35k), M3

= (34, 56.6k).
2. <label>3.</label>Move Y6 from C3 to C2.
3. <label>4.</label>For the new partition W: C1 =

{Y1,Y2,Y3,Y5,Y7}, C2 = {Y4,Y6,Y9}, C3 = {Y8,Y10}.

The third iteration

1. <label>2.</label>M1 = (24.8, 20k), M2 = (30, 36.6k),
M3 = (36, 65k).

2. <label>3.4.</label>There is no sample movement;
the process terminates.

After three iterations, we have a stable partition and
also conclude with the discriminant rule that all the sam-

ples with salaries lower than 30k belong to C1, the other
samples with salaries lower than 60k belong to C2, and the
remainder belongs to C3. The total number of iterations de-
pends on the initial partition, the number of clusters, the
given features, and the similarity measure.

Methods for Data Analysis

In the following, we introduce two famous techniques for
data analysis. One is Bayesian data analysis based on prob-
ability theory, and the other is fuzzy data analysis based
on fuzzy-set theory.

Bayesian Data Analysis. Bayesian inference, as defined
In Ref. 3, is the process of fitting a probability model to a
set of samples, which results in a probability distribution to
make predictions for to-be-classified data. In this environ-
ment, a set of samples is given in advance and labeled by
their associated classes. Observing the patterns contained
in these samples, we can obtain not only the distributions
of samples for the classes but also the distributions of sam-
ples for the patterns. Therefore, we can compute a distribu-
tion of classes for these patterns and use this distribution
to predict the classes for the to-be-classified data based on
their patterns. A typical process of Bayesian data analysis
contains the following stages:

1. Compute the distributions from the set of labeled
samples.

2. Derive the distribution of classes for the patterns.
3. Evaluate the effectiveness of these distributions.

Suppose a sample containing the pattern a on some fea-
tures is labeled class Ci. First, we compute a set of proba-
bilities P(Ci) that denote a distribution of samples for dif-
ferent classes and let each P(a|Ci) denote the conditional
probability of a sample containing the pattern a, given that
the sample belongs to the class Ci. In the second stage, the
conditional probability of a sample belonging to class Ci,
given that the sample contains the pattern a, can be for-
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mulated as follows:

From Eq. (3), we can derive the probabilities of a sample
belonging to classes according to the patterns contained in
the sample. Finally, we can find a way to determine the
class by using these probabilities. The following is a sim-
ple illustration of data analysis based on this probabilistic
technique.

Example. Consider the data in Table 1. We first gather
the statistics and transform the continuous values into dis-
crete ones as in Table 2. Here we have two discrete levels,
young and old, representing the age data, and three levels,
low, median, and high, referring to the salary data. We col-
lect all the probabilities and derive the ones for prediction
based on Eq. (3).

Because there are two features representing the data, we
compute the joint probabilities instead of the individual
probabilities. Here we assume that the two features have
the same degree of significance. At this point, we have con-
structed a model to express the data with their two fea-
tures. The derived probabilities can be regarded as a set of
rules to decide the class of any to-be-classied datum.

If there is a to-be-classified datum X whose age is 26
and salary is 35k, we apply the derived rules to label X.
We transform the pattern of X to indicate that the age is
young and the salary is low. To find the suitable rules, we
can define a penalty function λ(Ci|Cj), which denotes the
payment when a datum belonging to Cj is classified into Ci.
Let the value of this function be 1 if Cj is not equal to Ci and
0 if two classes are the same. Furthermore, we can define
a distance measure ι(X, Ci) as in Eq. (5), which represents
the total amount of payments when we classify X into Ci.
We conclude that the lower the value of ι(X, Ci), the higher
the probability that X belongs to Ci. In this example, we

label X by Cfair because ι(X, Cfair) is the lowest.

Fuzzy Data Analysis. Fuzzy set theory, established by
Zadeh (4), allows a gradual membership MFA(X) for any
datum X on a specified set A. Such an approach more ad-
equately models the data uncertainty than using the com-
mon notion of set membership. Take cluster analysis as an
example. Each datum belongs to exactly one cluster after
the classification procedure. Often, however, the data can-
not be assigned exactly to one cluster in the real world, such
as the jobs of a busy person, the interests of a researcher, or
the conditions of the weather. In the following, we replace
the previous example for supervised data analysis with the
fuzzy-set notion to show its characteristic.

Consider a universe of data U and a subset A of U. Set
theory allows to express the membership of A on U by the
characteristic function FA(X):U → {0,1}.

From the above, it can be clearly determined whether X is
an element of A or not. However, many real-world phenom-
ena make such a unique decision impossible. In this case,
expressing in of membership is more suitable. A fuzzy set
A on U can be represented by the set of pairs that describe
the membership function MFA(X):U → [0,1] as defined In
Ref. 5.

Example. Table 3 contains a fuzzy-set representation of
the dataset in Table 1. The membership function of each
sample is expressed in a form of possibility that stands for
the degree of the acceptance that a sample belongs to a
class. Under the case of supervised data analysis, the to-
be-classified datum X needs to be labeled using an appro-
priate classification procedure. All the distances between
each sample and X are calculated using the two features
and Euclidean distance.

1. Find the K nearest neighbors (K NNs) of X from S.
2. Compute the membership function of X for each class.
3. Label X by the class with a maximal membership.
4. Add X to S and stop the process.

The first stage in finding K samples with minimal distances
is the same, so we have the same set of four nearest neigh-
bors {Y4,Y5,Y6,Y9} when the value of K = 4. Let δ(X, Yj)
denote the distance between X and the sample Yj. In the
next stage, we calculate the membership function MFCi

(X)
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Table 2. A Summary of Probability Distribution for the Data
in Table 1

Sample Rich Fair Poor Expressions of new condensed features

Young 2 2 1 Age is lower than 30
Old 1 2 2 Other ages

Low 1 2 3 Salary is lower than 36k
Median 1 1 0 Other salaries
High 1 1 0 Salary is higher than 50k

Table 3. Fuzzy-set Membership Functions for the Data in
Table 1

Estimated distances between the
Sample Rich Fair Poor sample and X

Y1 0.5 0.2 0.3 11.66
Y2 0.1 0.5 0.4 20.39
Y3 0 0.2 0.8 20.09
Y4 0.6 0.3 0.1 5.38
Y5 0.2 0.5 0.3 10.19
Y6 0.2 0.5 0.2 6.4
Y7 0 0 1 15.52
Y8 0.9 0.1 0 25.7
Y9 0 0.3 0.7 11.18
Y10 0.4 0.6 0 37.69

X 0.2 0.42 0.38

of X for each class Ci as follows:

Because the membership of X for class Cfair is higher than
all others, we label X by Cfair. The resultant membership
directly gives a confidence measure of the classification.

DATA ANALYSIS ON INTERNET DATA

The dramatic growth of information systems over the past
years has brought about the rapid accumulation of data
and an increasing need for information sharing. The World
Wide Web (WWW) combines the technologies of the uni-
form resource locator (URL) and hypertext to organize the
resources in the Internet into a distributed hypertext sys-
tem (5). As more and more users and servers register on
the WWW, data analysis on its rich content is expected to

produce useful results for various applications. Many re-
search communities such as network management (5), in-
formation retrieval (5), and database management (5) have
been working in this field.

Many tools for Internet resource discovery (6) use the
results of data analysis on the WWW to help users find the
correct positions of the desired resources. However,many of
these tools essentially keep a keyword-based index of the
available resources (Web pages). Owing to the imprecise
relationship between the semantics of keywords and the
Web pages (7), this approach clearly does not fit the user
requests well. From the experiments in (7), the text-based
classifier that is 87

The goal of Internet data analysis is to derive a clas-
sification of a large amount of data, which can provide a
valuable guide for the WWW users. Here the data are the
Web pages produced by the information providers of the
WWW. In some cases, data about the browsing behaviors
of the WWW users are also interesting to the data analyz-
ers, such as the most popular sites browsed or the relations
among the sites in a sequence of browsing. Johnson and Fo-
touhi (8) propose a technique to aid users to roam through
the hypertext environment. They gather and analyze all
the browsing paths of some users to generate a summary
as a guide for other users. Many efforts have been made to
apply the results of such data analysis (8). In this article,
we focus on the Web pages that are the core data of the
WWW. First, we present a study on the nature of Internet
data. Then we show the feature selection stage and enforce
a classification procedure to group the data at the end.
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Each site within the Web environment contains one or
more Web pages. Under this environment, any WWW user
can make a request to any site for any Web page in it. More-
over, the user can also roam through the Web by means of
the anchor information provided in each Web page. Such
an approach has resulted in several essential difficulties
for data analysis.

1. Huge amounts of data
2. Frequent changes
3. Heterogeneous presentations

Basically the Internet data originate from all over the
world, and the amount of data is huge. As any WWW user
can create, delete, and update the data, and change the
locations of the data at any time, it is difficult to get a pre-
cise view of the data. Furthermore, the various forms of ex-
pressing the same data also reveal the status of the chaos
on the WWW. As a whole, Internet data analysis should be
able to handle the large amount of data and control the
uncertainty factors in a practical way. The data analysis
procedure consists of the following stages:

1. Observe the data.
2. Collect the samples.
3. Select the features.
4. Classify the data.
5. Evaluate the results.

In the first stage, we observe the data and conclude with a
set of features that may be effective for classifying the data.
Next, we collect a set of samples based on a given scope. In
the third stage, we estimate the fitness of each feature for
the collected samples to determine a set of effective fea-
tures. Then, we classify the to-be-classified data according
to the similarity measure on the selected features. At last,
we evaluate the classified results and find a way for further
improvement.

Data Observation

In the following, we provide two directions for observing
the data.

Semantic Analysis. We may consider the semantics of a
Web page as potential features. Keywords contained in a
Web page can be analyzed to determine the semantics such
as which fields it belongs to or what concepts it provides.
There have been many efforts at developing techniques to
derive the semantics of a Web page. The research results
of information retrieval (9, 10) can also be applied for this
purpose.

Observing the data formats of Web pages, we can find
several parts expressing the semantics of the Web pages
to some extent. For example, the title of a Web page usu-
ally refers to a general concept of the Web page. An anchor,
which is constructed by the home-page designer, provides a
URL of another Web page and makes a connection between
the two Web pages. As far as the home-page designer is con-
cerned, the anchor texts must sufficiently express the se-

mantics of the whole Web page to which the anchor points.
As to the viewpoint of a WWW user, the motivation to follow
an anchor is based on the fact that this anchor expresses
desired semantics for the user. Therefore, we can make a
proper connection between the user’s interests and those
truly relevant Web pages. We can group the anchor texts
to generate a corresponding classification of the Web pages
pointed to by these anchor texts. Through this classifica-
tion we can relieve the WWW users of the difficulties on
Internet resource discovery through a query facility.

Syntactic Analysis. Syntactic analysis is based on the
syntax of the Web pages to derive a rough classification. Be-
cause the data formats of Web pages follow the standards
provided on the WWW, for example, hypertext markup lan-
guage (HTML), we can find potential features among the
Web pages. Consider the features shown in Table 4. The
white pages, which mean the Web pages with a list of URLs,
can be distinguished from the ordinary Web pages by a
large number of anchors and the short distances between
two adjacent anchors within a Web pages. Note that here
the distance between two anchors means the number of
characters between them. For publication, the set of the
headings has to contain some specified keywords, such as
“bibliography” or “Publications.” The average distance be-
tween two adjacent anchors has to be lower than a given
threshold and the placement of anchors has to center to
the bottom of the Web page.

According to these features, some conclusions may be
drawn in the form of classification rules. For instance, the
Web page is designed for publication if it satisfies the re-
quirements of the corresponding features. Obviously, this
approach is effective only when the degree of support for
such rules is high enough. Selection of effective features is
a way to improve the precision of syntactic analysis.

Sample Collection

It is impossible to collect all the Web pages, and thus choos-
ing a set of representative samples becomes a very im-
portant task. On the Internet, we have two approaches to
gather these samples.

1. Supervised sampling
2. Unsupervised sampling

Supervised sampling means the sampling process is based
on human knowledge which specifies the scope of the sam-
ples. In supervised data analysis, there exists a classifica-
tion template that consists of a set of classes. The sampling
scope can be set based on the template. The sampling is
more effective when all classes of the template contain at
least one sample. On the other hand, we consider unsuper-
vised sampling if there is not enough knowledge about the
scope, as in the case of unsupervised data analysis. The
most trivial way to get samples is to choose any subset of
Web pages. However, this arbitrary sampling may not fit
the requirement of random sampling well. We recommend
the use of search engines that provide different kinds of
Web pages in a form of directory.
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Table 4. Potential Features for Some Kinds of Web Pages

Kind of home page Potential feature

White page Number of anchors, average distance between
two adjacent anchors

Publication Headings, average distance between two adja-
cent anchors, anchor position

Person Title, URL directory
Resource Title, URL filename

Feature Selection

In addition to collecting enough samples, we have to se-
lect suitable features for the subsequent classification. No
matter how good the classification scheme is, the accuracy
of the results would not be satisfactory without effective
features. A measure for the effectiveness of a feature is to
estimate the degree of class separability. A better feature
implies a higher class separability. This measure can be
formulated as a criterion to select effective features.

Example. Consider the samples shown in Table 5. From
Table 4, there are two potential features for white pages,
the number of anchors (F0) and the average distance be-
tween two adjacent anchors (F1). We assume that F0 ≥ 30
and F1 ≤ 3 when the sample is a white page. However,
a sample may actually belong to the class of white pages
although it does not satisfy the assumed conditions. For ex-
ample, Y6 is a white page although its F0 < 30. Therefore,
we need to find a way to select effective features.

From the labels, the set membership of the two classes
is as follows, where the class C1 refers to the class of white
pages.

We can begin to formulate the class separability. In the fol-
lowing formula, we assume that the number of classes is c,
the number of samples within class Cj is nj, and Yi

k denotes
the kth sample in class Ci. First, we define the interclass
separability Db, which represents the ability of a feature to
distinguish the data between two classes. Next, we define
the intraclass separability Dw, which expresses the power
of a feature to separate the data within the same class. The
two measures are formulated in Eqs. (10) and (8) based on
the Euclidean distance defined in Eq. (1)anwar. Since a fea-
ture with larger Db and smaller Dw implies a better class
separability, we define a simple criterion function DFj

[Eq.
(12)] as a composition of Db and Dw to evaluate the effec-
tiveness of a feature Fj. Based on this criterion function,
we get DF0 = 1.98 and DF1 = 8.78. Therefore, F1 is more
effective than F0 due to its higher class separability.

We have several ways to choose the most effective set of
features:

1. Ranking approach
2. Top-down approach
3. Bottom-up approach
4. Mixture approach

Ranking approach selects the features one by one accord-
ing to the rank of their effectiveness. Each time we include
a new feature from the rank, we compute the joint effective-
ness of the features selected so far by Eqs. (10)–(12). When
the effectiveness degenerates, the process terminates. Us-
ing a top-down approach, we consider all the features as the
initial selection and drop the features one by one until the
effectiveness degenerates. On the contrary, the bottom-up
approach adds a feature at each iteration. The worse case
of the above two approaches occurs if we choose the bad
features earlier in the bottom-up approach or the good fea-
tures earlier in the top-down approach. The last approach
allows us to add and drop the features at each iteration by
combining the above two approaches. After determining
the set of effective features, we can start the classification
process.

Data Classification

In the following, we only consider the anchor semantics as
the feature, which is based on the dependency between an
anchor and the Web page to which the anchor points. As
mentioned previously, the semantics expressed by the an-
chor implies the semantics of the Web page to which the
anchor points, and also describes the desired Web pages
for the users. Therefore, grouping the semantics of the an-
chors is equivalent to classifying the Web pages into dif-
ferent classes. The classification procedure consists of the
following stages:
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Table 5. A Set of Samples with Two Features. The Labels
Come from Human Knowledge

Sample Fa
0 Fb

1 White page

Y1 8 5 no
Y2 15 3.5 no
Y3 25 2.5 no
Y4 35 4 no
Y5 50 10 no
Y6 20 2 yes
Y7 25 1 yes
Y8 40 2 yes
Y9 50 2 yes
Y10 80 8 yes

a F0 denotes the number of anchors.
b F1 denotes the average distance for two adjacent anchors.

1. Label all sample pages.
2. For each labeled pages, group the texts of the anchors

pointing to it.
3. Record the texts of the anchors pointing to the to-be-

classified page.
4. Classify the to-be-classified page based on the anchor

information.
5. Refine the classification process.

In the beginning, we label all the samples and record all
the anchors pointing to them. Then we group together the
anchor texts contained in the anchors pointing to the same
sample. In the third stage, we group the anchor texts con-
tained in the anchors pointing to the to-be-classified page.
After the grouping, we determine the class of the to-be-
classified page according to the corresponding anchor texts.
At last, we can further improve the effectiveness of the
classification process. There are two important measures
during the classification process. One is the similarity mea-
sure of two data, and the other is the criterion for relevance
feedback.

Similarity Measure. After the grouping of samples, we
have to measure the degree of membership between the
to-be-classified page and each class. Considering the Eu-
clidean distance again, there are three kinds of approaches
for such measurement:

1. Nearest-neighbor approach
2. Farthest-neighbor approach
3. Mean approach

The first approach finds the the sample in each class near-
est to the to-be-classified page. Among these representa-
tive samples, we can choose the class containing the one
with a minimal distance and assign the page to it. On the
other hand, we can also find the farthest sample in each
class from the page. Then we assign the page to the class
that contains the representative sample with a minimal
distance. The last approach is to take the mean of each
class into consideration. As in the previous approaches, the
mean of each class represents a whole class, and the one

with a minimal distance from the page would be chosen.
An example follows by using the mean approach.

Example. Inspect the data shown in Table 6. There are
several Web pages and anchor texts contained in some an-
chors pointing to the Web pages. Here we consider six types
of anchor texts, T1,T2, . . . ,T6. The value of an anchor text
for a Web page stands for the number of the anchors point-
ing to the Web page, which contain the anchor text. The
labeling is the same as in the previous example. We can
calculate the means of the two classes:

Suppose there is a Web page X to be classified as shown in
Table 6. We can compute the distances between X and the
two means. They are δ(X, M0) = 6.94 and δ(X, M1) = 4.72.
Thus we assign X to class C1.

Relevance Feedback. The set of samples may be enlarged
after a successful classification by including the classi-
fied Web pages. However, the distance between a to-be-
classified page and the nearest mean may be very large,
which means that the current classification process does
not work well on this Web page. In this case, we reject the
classification of such a Web page and wait until more an-
chor texts for this Web page are accumulated. This kind of
rejection not only expresses the extent of the current abil-
ity to classify Web pages, but also promotes the precision of
the classified results. Furthermore, by the concept of class
separability formulated in Eqs. (10)–(12), we can define a
similar criterion function DS to evaluate the performance
of the current set of samples.

where F is the set of all effective features and S is the
current set of samples.

Example. Reconsider the data shown in Table 6. Before
we assign X to C1, the initial DS = 0.75. When C1 contains
X, DS∪{X } yields a smaller value 0.16. On the other hand,
DS∪{X } becomes 1.26 if we assign X to C0. Hence, although
X is labeled C1, it is not suitable to become a new sample
for the subsequent classification. The set of samples can be
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Table 6. A Set of Web Pages with Corresponding Anchor
Texts and Labels. The Labels Come from Human Knowledge

Sample Ta
1 Tb

2 Tc
3 Td

4 Te
5 Tf

6 White page

Y1 0 0 0 1 1 2 no
Y2 0 1 2 0 0 2 no
Y3 0 2 0 4 0 0 no
Y4 0 0 3 0 0 1 no
Y5 2 2 0 0 0 0 no
Y6 1 3 0 0 2 3 yes
Y7 3 3 1 6 3 0 yes
Y8 4 2 5 0 1 0 yes
Y9 5 5 3 0 0 2 yes
Y10 8 4 4 1 4 2 yes

X 5 2 0 0 5 0 yes

a T1 ‘‘list.’’
b T2 ‘‘directory.’’
c T3 ‘‘classification.’’
d T4 ‘‘bookmark.’’
e T5 ‘‘hot.’’
f T6 ‘‘resource.’’

enlarged only when such an addition of new samples gains
a larger DS value, which means the class separability is
improved.

IMPROVEMENT OF THE DATA ANALYSIS METHODS

Although the previous procedures are able to fit the re-
quirements of data analysis well, there are still problems,
such as speed or memory requirements and the complex
nature of real-world data. We have to use some heuris-
tic techniques to improve the classification performance.
For example, the number of clusters given in unsupervised
data analysis has significant impact on the time spent at
each iteration and the quality of the final partition. No-
tice that the initial partition may contribute to a specific
sequence of adjustments and then a particular solution.
Therefore, we have to find an ideal number of clusters dur-
ing the analysis according to the given initial partition. The
bottom-up approach for decreasing the number of clusters
at each iteration is a way to determine the final partition.
Given a threshold of similarity among the clusters, we can
merge two clusters that are similar enough to become a
new single cluster at each iteration. We can find a suitable
number of clusters when there are no more similar clusters
to be merged. In the following sections, we introduce two
more techniques to improve the work of data analysis.

Rough-Set Based Data Analysis

The approach to classifying Internet data by anchor se-
mantics requires a large amount of anchor texts. These
anchor texts may be contained in the anchors pointing to
the Web pages in different classes. An anchor text is said
to be indiscernible when it cannot be used to distinguish
the Web pages in different classes. We employ the rough-set
theory (11, 12) to find the indiscernible anchor texts, which
will then be removed. The remaining anchor texts will con-
tribute to a higher degree of accuracy for the subsequent

classification. In addition, the cost of distance computation
can also be reduced. In the following, we introduce the ba-
sic idea of the rough-set theory and an example for the
reduction of anchor texts.

Rough-set Theory. By the rough-set theory, an informa-
tion system is modeled in the form of a 4-tuple (U,A,V,F),
where U represents a finite set of objects, A refers to a fi-
nite set of attributes, V is the union of all the domains of
the attributes in A, and F is a binary function (U × A: → V ).
The attribute set A often consists of two subsets, one refers
to condition attributes C̄ and the other stands for decision
attributes D̄. In the approach of classification on Internet
data, U stands for all the Web pages, A is the union of the
anchor texts (C̄) and the class of Web pages (D̄) V is the
union of all the domains of the attributes in A, and F han-
dles the mappings. Let B be a subset of A. A binary relation
called indiscernibility relation is defined as

That is, Xi and Xj are indiscernible by the set of attributes
B if p(Xi) is equal to p(Xj) for every attribute p in B. INDB

is an equivalence relation that produces an equivalence
class denoted [Xi]B for each sample Xi. With regard to the
Internet data, two Web pages Xi and Xj, which have the
same statistics for each anchor text in C̄ belong to the same
equivalence class [Xi]C̄ (or [Xj]C̄). Let U′ be a subset of
U. A lower approximation LOWB,U′ , which contains all the
samples in each equivalence class [Xi]B contained in U′, is
defined as

Based on Eq. (16), LOW C̄,[Xi]D̄ contains the Web pages
in the equivalence classes produced by IND C̄, and these
equivalence classes are contained in [Xi]D̄ for a given Xi.
A positive region POS C̄,D̄ is defined as the union of LOW
C̄,[Xi] D̄ for each equivalence class produced by IND D̄.
POS D̄,D̄ refers to the samples that belong to the same
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Table 7. A Set of Data in Symbolic Values Transformed from
Table 6

Sample T1 T2 T3 T4 T5 T6 White page

Y1 La L L L L L no
Y2 L L L L L L no
Y3 L L L Mb L L no
Y4 L L M L L L no
Y5 L L L L L L no
Y6 L M L L L M yes
Y7 M M L Hc M L yes
Y8 M L M L L L yes
Y9 M M M L L L yes
Y10 H M M L M L yes

X M L L L M L yes

a L [0, 2].
b M [3, 5].
c H [6, 8].

class when they have the same anchor texts. As defined In
Ref. 13, C̄ is independent of D̄if each subset C̄i in C̄ satisfies
the criterion that POS C̄, �= POS C̄i,D̄; otherwise, C̄ is said
to be dependent on D̄ The degree of dependency γ C̄,D̄ is
defined as

where card denotes set cardinality;

From these equations, we define the contribution CONp,γ

C̄,D̄ of an anchor text p in C̄ to the degree of dependency γ

C̄,CIDbar; by using Eq. (18). According to Eq. (17), we say
an anchor text p is dispensable if γ C̄−{p},D̄ = γ C̄,D̄. That
is, the anchor text p makes no contribution to γ C̄,D̄ and
the value of CONp,γ C̄,D̄ equals 0. The set of indispensable
anchor texts is the core of the reduced set of anchor texts.
The remaining task is to find a minimal subset of C̄ called
a reduct of C̄ which satisfies Eq. (19) and the condition that
the minimal subset is independent of D̄.

Reduction of Anchor Texts. To employ the concepts of the
rough-set theory for the reduction of anchor texts,we trans-
form the data shown in Table 6 into those in Table 7. The
numerical value of each anchor text is transformed into a
symbol according to the range in which the value falls. For
instance, a value in the range between 0 and 2 is trans-
formed into the symbol L. This process is a generalization
technique usually used for a large database.

By Eq. (18), we can compute CONp,γ C̄,D̄ for each an-
chor text p and sort them in ascending order. In this case,
all CONp,γ C̄,D̄ are 0 except CONT1,γ C̄,D̄. That is, only
the anchor text T1 is indispensable, which becomes the
unique core of C̄ Next, we use a heuristic method to find
a reduct of C̄ because such a task has been proved to be
NP-complete In Ref. 14. Based on an arbitrary ordering
of the dispensable anchor texts, we check the first anchor

text to see whether it is dispensable. If it is, then remove it
and continue to check the second anchor text. This process
continues until no more anchor texts can be removed.

Example. Suppose we sort the dispensable anchor texts
as the sequence {T2,T3,T4,T5,T6}, we then check one at a
time to see whether it is dispensable. At last, we obtain the
reduct {T1,T6}. During the classification process, we only
consider these two anchor texts for similarity measure. Let
the symbols used in each anchor text be transformed into
three discrete values, 0, 1, and 2. The means of the two
classes are M0 = (0, 0) and M1 = (1, 0.8). Therefore, we clas-
sify X into the class C1 due to its minimum distance. When
we use the reduct {T1,T6} to classify data, the class sep-
arability D{T 1,T6} is 0.22. Different reducts may result in
different values of class separability. For instance, the class
separability becomes 0.27 if we choose the reduct {T1,T2}.

Hierarchical Data Analysis

Consider the 1-nearest-neighbor classifier for supervised
data analysis. We may not want to compute all the dis-
tances each time a to-be-classified datum X arrives. We
can organize the set of samples into a hierarchy of subsets
and record a mean Mi for each subset Si and the farthest
distance di from Mi to any sample in Si. If there exists
a nearest neighbor of X in a subset other than Si, we do
not need to compute the distances between X and all the
samples in Si as the triangular inequality [Eq. (20)] holds.
Such techniques can reduce the computation time to find
the nearest neighbor.

where Y is the nearest neighbor of X.

SUMMARY

In this article, we describe the techniques and concepts of
data analysis. A variety of data analysis methods are in-
troduced and illustrated by examples. Two categories, su-
pervised data analysis and unsupervised data analysis, are
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presented according to their different initial conditions and
resultant uses. Two methods for data analysis are also de-
scribed, which are based on probability theory and fuzzy-
set theory, respectively. An approach of data analysis Inter-
net data is presented. Improvements for the data analysis
methods are also discussed.
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