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METROPOLITAN AREA NETWORKS

Metropolitan area networks (MAN) have been studied, stan-
dardized, and constructed for less than 20 years. During that
time the capabilities of the telecommunications network and
the requirements of users have changed rapidly. What a MAN
is supposed to do has changed as quickly as MANs are de-
signed. Recent changes in user requirements, resulting from
the growing use of the Internet at home, are likely to redefine
MANs once again.

To understand the evolution and predict the future of
MAN, one must consider the applications and alternative
technologies. There are also inherent differences in the capa-
bilities of local, metropolitan, regional, and wide area net-
works.

HISTORY

The first mention of MANs, that I am aware of, occurred at a
workshop on local area networks (LAN) in North Carolina in
the late 1970s. One session at the workshop was dedicated to
customer experience with LANs. One of the customers, from
a New York bank, described a successful application of LANs
but complained about the difficulty he had transferring data
between branches of the bank in the same city.

The feeling among the workshop participants was that we
could do better connecting sites in the same city than using
technology that was designed for a national network. In the
1970s telephone modems were expensive, about a buck a bit
per second, and the highest rate modem that was generally
available was 9.6 kbit/s. High-rate private lines, such as the
current T-carrier system, were not widely deployed. Using the
available technology was expensive and created a bottleneck
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between LANs. With the customer and application identified, Traditionally, LANs are networks that are owned and in-
stalled by a single company or organization. An organizationwork on MANs began.
can choose to try new technologies. MANs are less expensiveThe first MANs were designed to interconnect LANs. They
to install than WANs and may not be interconnected. Thereevolved from LANs and looked very much like LANs. Two
is more freedom to experiment with new technologies onMAN standards that are clearly related to LANs, fiber dis-
MANs than on WANs. The expense of installing MANs rela-tributed data interface (FDDI) and distributed queue, dual
tive to installing LANs has resulted in far fewer experimentalbus (DQDB), are described later in this article. A third net-
MANs than LANs.work, which is based on a mesh structure, the Manhattan

In a LAN the other network users are generally morestreet network (MSN), is also described. The MSN is a net-
trusted than the users in a more open environment. Tradi-work of two-by-two switches that operate on fixed-size cells.
tionally, MANs, such as CATV networks, and RANs andThe MSN straddles the middle ground between a LAN and a
WANs, such as the telephone network, service an unrelatedcentralized asynchronous transfer mode (ATM) switch (1).
community of users. The users in these networks do not trustInterest in MANs waned as the useful functions performed
one another as much as the users on a LAN, and greater mea-by MANs were subsumed by wide area networking (WAN)
sures must be taken to protect data.technology. WANs had a much larger customer base than

There are increasing numbers of wide area networks thatMANs. It became more economical to interconnect LANs in a
are owned and controlled by a single organization. Corporatecity with routers and private lines than to deploy new, spe-
networks and intranets, which use Internet technology withincial-purpose networks.
a corporate network, are becoming common. These networksThere is a resurgence in interest in MANs because of the
have trust structures and flexibility that is more closely re-World Wide Web (Web). The time required to download Web
lated to LANs than to WANs. The differences between gen-pages using WAN technologies is frustrating many users and
eral WANs and intranets are reflected in the applications ofconstraining the growth of this service. As more and more
the networks and are leading to different implementations.individual homes are connected to the Internet, there is a rap-

Many of the economic tradeoffs that are related to the dis-idly growing demand for bursty, high-rate data to a large
tance spanned by networks change with time. However, thenumber of locations in a metropolitan area. Therefore, there
difference in propagation delay can never change. As the sizeis a renewed interest in MANs, although the requirements
of the network increases, the maximum useful transmissionand customer set are completely different from those of the
rate that a user can access to transfer a particular size packetearlier MANs.
decreases. This phenomenon is demonstrated in Fig. 1. The
lines in this figure show when the propagation delay and
transmission time are equal in LANs, MANs, RANs andDIFFERENCES AMONG LANS, MANS, AND WANS
WANs. The calculations are performed assuming that the
propagation delay in the medium is 80% of the speed of lightThe distance spanned by WANs is greater than that by
in free space, which is common for optical fibers. To the right

MANs, and the distance spanned by MANs is greater than of these lines, the time it takes to get the message from the
that by LANs. It is useful to define the maximum distance source to the destination is dominated by the propagation de-
spanned by the various network technologies as increases of lay rather than the transmission time.
an order of magnitude. LANs span distances up to 3 miles, Increasing the transmission rate when operating to the
and include most networks that are installed in a building or right of the line does not bring a commensurate decrease in
on a campus. MANs span distances up to 30 miles (50 km the time it takes to deliver a message. For instance, on a 3000
according to the standards committees) and can cover most mile WAN the equilibrium point on a 1.5 megabits/s T1 cir-
cities. RANs (regional area networks) span distances up to cuit is about 30.3 kbit. For a message of this size, the propa-
300 miles, the area serviced by the telephone operating com- gation delay and transmission time are equal. If the user’s
panies in the United States. And WANs span distances up to rate is increased to 45 megabits/s, a T3 circuit, which is 30
3000 miles, the distance across the United States. The next
order of magnitude increase covers international networks.
The distances spanned by networks affects the transmission
costs, access protocols, ownership of the facilities, and the
other users who share the network.

The transmission costs usually increase with distance.
This cost affects both the applications that are economically
viable and the protocols that are used to transfer data. For
instance, access protocols have been designed for LANs that
trade efficiency for processing complexity. Carrier sense mul-
tiple access/collision detection (CSMA/CD) protocols, in which
many users share a channel by continuing to try until the
data successfully get through, are used on LANs. WANs use
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reservation mechanisms that require more processing, but
pack the transmission facility as fully as possible. With Figure 1. Equal delay lines when the distance between the source
CSMA/CD protocols the propagation delay across the network and destination is 3, 30, 300, and 3000 miles. Along the line the prop-
must be much less than a packet transmission time, which agation delay for light and the transmission time of the message are

equal.precludes using these protocols in WANs.
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times faster, the time to transmit the message decreases by a cessor to an earlier generation of LANs. FDDI started as a
LAN and has been primarily used as a LAN; however, it isfactor of 30, but the propagation time remains the same. The

time it takes the message to get to the destination decreases capable of transmitting at the rates and spanning the dis-
tances required in a MAN. Therefore, it has become commonby less than a factor of 2 as the transmission rate increases

by a factor of 30. At T3 rates the message delivery time is to discuss FDDI in the context of MANs.
almost entirely due to the propagation delay, and if the user’s
rate increases to 155 Mbits/s, an ATM circuit, there is virtu- Baseband Transmission
ally no decrease in the time it takes to receive the message.

FDDI uses a baseband transmission system. Baseband sys-
If the user sends the same message on a MAN and increases

tems transmit symbols, ones and zeros, on the medium rather
the rate from T1 to T3, the time to deliver the message de-

than modulating the symbols on a carrier, as in a radio net-
creases by almost a factor of 30, and increasing the ATM

work. Baseband systems are simpler to implement than car-
rates decreases the delivery time by another factor of 2.

rier systems; however, the signal does not provide timing and
Therefore, ATM rates may be used to obtain faster delivery

there may be a dc component that is incompatible with some
of this size message in a MAN, but not in a WAN.

system components. For instance, a natural string of data
may have a long sequence of ones or zeros. If the medium
stays at the same level for a long period, it is difficult to de-THE MAN ANOMALY
cide how many ones or zeros were in the string and the dc
level of the system will drift toward the value of that symbol.Generally, transmission links cost more as the distance in-

creases. At present, high-rate channels are readily available To tailor the signal to have desirable characteristics, the data
are mapped into a longer sequence of bits.in LANs and WANs, but not in MANs. The use of computers

in offices has become ubiquitous and has resulted in most of- A common code for transmitting baseband data on early
twisted pair networks is a Manchester code. Each data bit isfice buildings being wired for high-speed communications.

The backbone of the wide area telephone network is shared mapped into a 2 bit sequence, a one is mapped into �1,�1
and a zero into �1,�1. There is at least one transition perby a large number of users. Even though only a fraction of

the users require high-rate facilities, the number is large bit, which provides a strong timing signal. There is no dc com-
ponent in this code. Twisted pairs are connected to receiversenough to warrant providing those facilities between central

offices. and transmitters by transformers to protect the electronics
from energy picked up by the wires during lightning storms,Fiber to the curb and other methods to provide high data

rates in a MAN exist, but most users do not require these and transformers do not pass dc. A framing signal is needed
to identify bit boundaries and the beginning of a sequence ofrates. The lines running down a street in a MAN are not

shared by as large a number of users as the lines between bits. Framing signals occur infrequently and are sequences
that do not occur in the data. Framing can be obtained bycentral offices. As a result, when high-rate channels are in-

stalled in an office, the line that spans the final mile or two alternately transmitting �1,�1 and �1,�1 every n bits. With
a Manchester code the bit rate on the medium is twice the bitfrom the central office to the office building is frequently an

expensive, custom installation. rate from the source; however, this is a very simple coding
system to implement.The current networks must be modified to provide high

data rates to homes until the demand increases to the point The FDDI standard uses a rate 4/5 code that maps 4 data
bits into 5 transmitted bits. The constraints on codes used forwhere new facilities are justified. Two possible technologies

are digital subscriber loops (DSL) and the CATV network. fiber optics are different from those on twisted pairs. Fibers
do not act as antenna during lightning storms, are not cou-DSL and ADSL (asymmetric DSL) use adaptive equalizers to

transmit between 1.5 and 6.3 Mbits/s over current local loops pled to electronics through transformers, and can tolerate a
dc component. In addition, logic costs have decreased sincein the telephone network. ADSL provides higher rates in one

direction than in the other. the early twisted pair networks were designed, so that it is
now reasonable to implement more complex bit mappings andTo date, the only really successful MAN for distributing

information to a large number of homes has been the CATV to design signal extraction circuits with fewer transitions. In
the FDDI code there are 16 possible data patterns per symbolnetwork. CATV networks are mainly used to distribute enter-

tainment video; however, experimental networks are being and 32 possible transmitted patterns. The 16 patterns are se-
lected to guarantee at least one transition every 3 bits. Somedeployed to deliver data to homes. Standards organizations

and working groups are actively considering these networks. of the remaining patterns serve control and framing func-
tions. The use of the transmitted patterns is listed in Ref. 3.The multimedia requirements of the Web may well make

CATV technology the correct solution for the next MAN. Sev-
eral of the early proposals for MANs used CATV networks Token Passing Protocol
to deliver point-to-point voice and data services, as well as

A token is a unique sequence of bits following a framing se-
broadcast TV. Later we describe one of these techniques,

quence. When a station on the loop receives the token, it may
which is still one of the most forward-looking CATV solutions.

transmit data after changing the token to a different pattern
of bits. When the station has completed its data transmission,
it transmits a framing sequence and the token so that theTHE FIBER DISTRIBUTED DATA INTERFACE
next station has a chance to transmit. When a station does
not have the token, it forwards the data it receives on theFDDI (2) is a token passing loop network that operates at 100

megabytes/s. It is the American National Standards Institute loops. A station may remove the data destined for itself. When
a station has the token and is transmitting, it discards any(ANSI) X3T9 standard and was initially proposed as the suc-
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data it receives on the loop. The discarded data either passed as the other levels by setting Tjmax
� �(2*TTRT �S(i)), so that

data at that level are never inhibited by the threshold.this station prior to the token, and has circulated around the
Tokens that circulate the loop and can be used by any sta-loop or was transmitted by this station after accepting the

tion are called unrestricted tokens. The FDDI standard alsotoken. In either case, the data have circulated around the loop
supports a mode of operation in which all of the capacity thatat least once and every station has had a chance to receive
is not being used by synchronous traffic is assigned to a singlethe data.
station, possibly for a large file transfer. To support this modeIn FDDI there is a time for the token to circulate around
of operation, a restricted token is defined. A station that en-the loop, a target token rotation time (TTRT). In a simple
ters this mode forwards the restricted token rather than thetoken passing protocol one station can hold the token for a
standard token. Another station that receives a restricted to-very long period of time. That station can obtain a dispropor-
ken transmits its synchronous traffic, but does not transmittionate fraction of the bandwidth and delay other stations for
traffic at level j � jmax. Therefore, all of the capacity availablelong periods. In the FDDI protocol, station i is entitled to
for asynchronous traffic is given to a single station until thatsend S(i) bits each time it receives the token. The TTRT is set
station forwards an unrestricted token.so that every station can send at least the bits it is entitled

to send in a single rotation.
Isochronous Traffic

FDDI-II adds the ability to send isochronous traffic to FDDI.
∑

i

S(i) + � < TTRT
An isochronous channel provides a regularly occurring slot.
The channel is assigned to a specific station on a circuit

where � is the propagation delay around the loop plus the switched basis.
maximum time that is added by the transmission format. The FDDI-II is implemented by periodically switching the net-
TTRT provides guaranteed bandwidth and delay for each work between a circuit switched and packet switched mode.
station. There is a central station that sends out a framing signal ev-

After a station i transmits S(I), it can continue to transmit ery 125 �s. A portion of the interval following a frame signal
data if the time since it last forwarded the token is less than is assigned to circuit switched traffic, the isochronous mode,
TTRT, which indicates that the token is circulating more and the remaining time in the frame is assigned to the token
quickly than required. How long a station holds the token passing protocol. An isochronous station that is assigned one
depends on the priority of the data it is transmitting. If the byte per frame has a 64 kb/s channel. This channel is ade-
data are high priority, the station can hold the token until all quate for telephone quality voice.
of the surplus time in the token rotation has been used. If the In FDDI-II the stations that implement the token passing
data are lower priority, the station may leave surplus time on protocol must switch between the two modes of operation
the token to give stations with higher-priority data a chance when they receive framing signals. A station that enters the
to acquire the surplus time. circuit switched mode must forward whatever bits it receives.

The TTRT is set individually for each FDDI system de- When the circuit switched mode ends, the station must re-
pending on the requirements of the stations on that system. sume the token passing protocol where it left off.
The maximum delay that can occur is 2*TTRT, and the aver-
age token rotation time is less than TTRT (4). Therefore, Architecture
TTRT can be set to provide the guaranteed bits, S(i), and an

A single failure of a node or a link disconnects the stations onupper bound on delay for synchronous applications. When
the loop. In a LAN, loops are made more reliable by usingbest effort traffic, rather than traffic that requires service
normally closed relays to bypass individual stations that loseguarantees, is the dominant traffic type, then TTRT is set to
power or fail in an obvious manner. It is also common to ar-trade access delay and efficiency. As TTRT is made smaller,
range stations in subloops that are chained together at a cen-the time delay until a token arrives decreases. As TTRT is
tral location. Subloops with failures are removed from themade larger, the amount of data transmitted before passing
network (5), so that the stations on the other subloops canthe token increases, less time is spent passing the token, and
continue to communicate.the efficiency of the system increases. The increase in effi-

Poor reliability prevents loop networks from spanning theciency is greatest when there is only one active station.
distances and connecting the number of users associated withThe operation of the token protocol is depicted in Fig. 2.
MANs. In FDDI the reliability is improved with a second loop.When a station transfers the token, it sets the local counter
The second loop does not carry data during normal operation,

TRT(i) to TTRT. The station decrements TRT(i) every unit of but is available when failures occur.
time, whether or not it has the token. If TRT(i) reaches Figure 3 shows three components that are used in FDDI
�TTRT before the token is received, then the token has not networks:
visited this station in 2*TTRT and is presumed to be lost.

When station i receives the token it has Wj(i) � 0 units of
A. Units that implement the token rotation protocoldata waiting to be transmitted at priority level j, where jmax is
B. Units that manage the reliabilitythe highest level and Wjmax

(i) � S(i). A station transmits Wjmax

C. A unit that is responsible for signal timing and framingno matter how much time is left on TRT(i). For the priority
levels j � jmax, a station transmits a data unit as long as
TRT(i) is greater than the threshold Tj. Tj�1 � Tj so that we Type A units connect user devices to the primary loop. There
never transmit data at level j � 1 if we cannot transmit data can be more than one type A unit attached to a type B unit.

The type A units do not have to be collocated with the type Bat level j. We process priority jmax data in the same structure
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Figure 2. The flow diagram for the timed
token rotation protocol in FDDI. The diag-
onal boxes are decision points where a
terminal decides whether or not to trans-
mit when a token is received dependent
upon a local timer.
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unit, and they can be daisy-chained together to form a Each station receives the signal on one link and transmits on
the next link. A station can add or remove the signal on thesubloop.

Type B units are connected to both loops. These units mon- loop. A failure in the electronics in a station breaks the com-
munications path. By contrast, the stations on a directionalitor the signal returning from type A units and bypass type A

units that have stopped operating. Type B units also monitor bus network do not interrupt the signal flow. A passive tap
reads the signal as it passes the station, and another tap addsthe signal on the two loops and bypass failed loop compo-

nents. signal to the bus. If a station with passive taps stops working,
the rest of the network is not affected.The secondary loop is used to bypass failed links, or failed

type B units. The signal on the secondary loop is transmitted The protocols that can be used on bus networks are a sub-
set of the protocols that can be used on loop networks, sincein the opposite direction from the primary loop. Normally

type B units patch through the signal that they receive on the the stations can add but not remove signals. The inability to
remove signals makes it necessary for the the bus to have asecondary loop. When a primary loop failure is detected, by a

loss of received signal on that loop, a type B unit replaces the break in the communications path, where signals can leave
the system.lost signal with the signal it receives from the secondary loop

and stops transmitting on the secondary loop. When a type B The protocols for directional buses can be implemented us-
ing regenerators rather than passive taps when it is advanta-unit stops receiving the signal on the secondary loop, it re-

places that signal with the signal it would have transmitted geous. Passive taps remove energy from the signal path, and
the signal must be restored to its full strength after passingon the primary loop and stops transmitting on the primary

loop. As an example, in Fig. 3 the X signifies a link failure several stations. In addition, by removing information from
the transmission medium after it is received, the medium canand the — (horizontal bar) indicates the link on which the

type B unit has stopped transmitting. The entire secondary be reused and to support more communications.
The DQDB standard provides for erasure nodes (10,11),loop replaces the single failed link on the primary loop.

The configuration of type A and type B units reflects the which remove information that has already been received.
Erasure nodes are regenerators that read slots and, de-way loop networks are installed. Loop networks are installed

by running wires or fibers from an office to a wiring cabinet. pending on the location of the destination, regenerate the slot
or leave the bus empty.The type A units are located in offices and the type B units

are located in the wiring cabinets. Physically, the topology is
a star, but the connection of wires in the wiring cabinet form Architecture
a logical loop. The star topology makes it possible for stations

The dual bus in a DQDB network is configured as a bidirec-
to be added to a loop, or moved from one loop to another,

tional loop, as shown in Fig. 4. The signal on the outer bus
without rewiring a building.

propagates clockwise around the loop, and the signal on the
inner bus propagates counterclockwise. The signal does not
circulate around the entire loop, but starts at a head-end onTHE DISTRIBUTED QUEUE, DUAL BUS PROTOCOL
each bus and is dropped off the loop before reaching the
head-end.DQDB (6,7) is the IEEE 802.6 standard for MANs. It uses

two buses that pass each station. The stations use directional To communicate, a station must know the location of the
destination and the head-ends and transmit on the propertaps to read and write data on a bus without breaking the

bus. Directional taps transmit or receive data from one, bus. For instance, station A transmits on the outer bus to
communicate with station B, and station B transmits on therather than both, directions at the point of connection, and

are common components in both CATV and fiber optic net- inner bus to communicate with station A.
The dual bus is configured as a loop so that the head-endworks.

DQDB transmits information in fixed-size slots and uses can be repositioned to form a contiguous bus after a failure
occurs. The head-end for each bus is moved so that the signalthe distributed queue protocol to provide fair access to all of

the stations. Signals on the two buses propagate in opposite is inserted immediately after the failure and drops off at the
failure. This system continues to operate after any singledirections. A station selects one bus to communicate with an-

other specific station and uses the other to place reservations failure.
The ability to heal failures increases the complexity of sta-for that bus.

The DQDB standard was preceded by two earlier protocols, tions on the DQDB network. To heal failures, the station that
assumes the responsibility of the head-end must be able toExpress-Net (8) and Fasnet (9), that used directional taps. In

the two earlier systems there was a single bus that passed generate clock and framing signals. In addition, after a fail-
ure each station must determine the new direction of everyeach station twice. On the first pass each station could insert

signals and on the second pass a station could receive signals other station. For instance, after the failure in Fig. 4 is re-
paired, station A must use the inner bus, rather than thefrom all other stations. Both of the earlier protocols provided

fair access by guaranteeing that every station had the oppor- outer bus, to transmit to station B.
tunity to transmit one slot before any station could transmit
a second slot. The Access Protocol

In a DQDB network transmission time is divided into fixed-
Passive Taps

size slots that stations acquire to transmit data. A station at
the beginning of the bus periodically transmits a sync signalPassive taps distinguish directional buses from loop net-

works, which use signal regenerators. In loop networks, there that each station uses to determine slot boundaries. The first
bit in the slot is a ‘‘busy’’ bit. It is one when the slot is beingis a point-to-point transmission link between each station.
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Figure 4. The topology of the DQDB net-
work. This shows dual bus configured as
a dual loop in order to survive single
failures.
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used, and zero when it is empty. When a station has data to increments CB whenever a reservation is received and decre-
ments it whenever an empty slot passes. When a station hassend, it writes a one into the busy bit. A read tap precedes

the write tap at each station. When a station writes a one a data slot to transmit, it increments CA whenever a reserva-
tion is received. When CB is zero and an empty slot appearsinto the busy bit, it also reads the bit from upstream to deter-

mine if it was already set. If the busy bit was zero, the station on the data bus, the station transmits its data slot and then
transfers the count from CA to CB. If the station has anothertransmits data. If the busy bit was one, then the slot is full,

but there is no harm in over writing the busy bit. data slot, transferring the count from CA to CB gives down-
stream stations, which placed reservations while this dataThe problem with this type of a protocol is that stations

that are closer to the head-end see more empty slots than slot was queued, a chance to acquire the data bus before this
station transmits a second data slot.stations that are farther away. To prevent unfair access to

the medium, stations send reservations to the stations that In a DQDB network with multiple priority levels for data,
there is one reservation bit and two counters for each prioritycan acquire slots before they have a chance. Reservation re-

quests are transmitted to the upstream stations on the oppo- level. When empty slots are received, the counters for the
higher priority levels are emptied first.site bus as the data. There are two separate reservation sys-

tems, one for transmitting data on each bus. In each system,
the bus that is used to transmit data is referred to as the data Protocol Example
bus, and the other bus is the reservation bus.

Figure 5 shows the operation of five stations in the middle ofReservations are used to prevent upstream stations from
a DQDB bus as data arrive and are then transmitted. Theacquiring all of the empty slots when downstream stations
data bus propagates from left to right and the reservation busare waiting. A station places reservations in a queue with its
from right to left. The figure shows the value of the busy bitown requests and services the entrys in this queue whenever
on the data bus and the reservation bit on the reservation busan empty slot passes. If the entry is a reservation, the busy
for each time slot, as the bus passes each station. The valuesbit in the slot is left unchanged so that the slot is available
in counters CA and CB, and whether or not a station is waitingfor a downstream station. If entry is from the local source,
to transmit data, are shown in between the data and requestthe busy bit is set and data are inserted in the slot.
bus at each station. The operation is simplified and ignoresA station with a very large message may still dominate the
questions of relative timing and propagation delay.bus by requesting a large number of slots. To prevent this, a

Starting at slot time 1, a single data slot arrives at stationstation is only allowed to have one outstanding request at a
5, followed by two data slots at station 2, and another singletime. When a message requires several slots, one request is
data slot at station 3. When the data slots arrive, the networktransmitted on the reservation bus and one data slot is placed
is busy transmitting other data slots, so the data is queuedin the local queue. When the data slot is removed from the
rather than being transmitted immediately. The service orderqueue, a second request is transmitted on the upstream bus
for the messages is station 5, station 2 slot 1, station 3, andand the second data slot is placed in the queue. The process
station 2 slot 2. The protocol operates as a first in first outcontinues until the entire message is transmitted. When
(FIFO) queue with a round-robin strategy for multiple slotthere is more than one active user, the active users are given
messages.one slot at a time and serviced in a round-robin order.

In the first three slots, while the reservations arrive, theThe queue in each reservation system is implemented with
data bus is busy carrying slots from stations that are closertwo counters that track the number of reservations. Counter
to the head-end, which were previously queued. Since the sta-CB counts the reservations that precede this station’s data
tions are upstream, the reservations are not in the queues atslot, and counter CA counts the reservations that follow this

station’s slot. When a station is not actively transmitting, it these five stations. In the first slot, station 5 inserts a one on
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the reservation bus that is entered in the queues at stations zero at station 2, and slot 7 is acquired by the second slot
from station 2.1 to 4. In the second slot station 2 places a reservation that

is only entered in the queue at station 1. In the third slot
station 3 places a reservation that is entered in the queues Isochronous Traffic
at stations 1 and 2. After three time slots, station 1 has 3

There is no mechanism in the distributed queueing protocol
reservations and station 2 has two reservations, one that will

to provide service guarantees on delay or bit rate. This prob-
be serviced before its own request and one after. At station 3

lem has been sidestepped in the standard by creating a sepa-
there is only one reservation, since station 3 did not receive

rate protocol that shares the bus with the DQDB protocol, as
the reservation from station 2. The fact that station 3 cannot

in FDDI. The slots leaving the head-end are grouped into 125
contribute to seeing that station 2 is serviced in its fair turn

�s frames. In some slots the busy bit is zero and the slots are
will not matter, since station 2 has earlier access to the data

available for the data transfer protocol. In other slots the busy
bus. Stations 4 and 5 have 1 and 0 reservations, respectively.

bit is one so that stations practicing the data transfer protocol
The reservations are serviced starting in slot 4. Since CB is

do not try to access these slots.
greater than zero in stations 1 to 4, these stations let the

The busy slots that are generated by the head-end occur at
empty slot pass by, and each removes one reservation by dec-

regular intervals and contain a unique header so that they
rementing CB. Station 5 transmits in slot 4. In slot 5 both

are recognized by stations that require guaranteed rates.
stations 2 and 3 are poised to transmit, with CB at zero and a

These slots are partioned into octets (bytes) that can be re-
data slot waiting. Station 2 has the first access at the slot and

served. A station that reserves a single octet in a frame ac-
acquires it, demonstrating that it is unimportant that station

quires a guaranteed 64 kbits/s channel with at most a 125 �s
3 did not have an entry for station 2. Station 2 has a second

delay. This is the same guarantee provided by the telephone
slot that it must transmit, but CA indicates that one other

system. As in FDDI, the channels are circuit switched and
downstream station has not been serviced. Station 2 moves

referred to as isochronous channels.
the count from CA to CB before entering its next request in the
queue. Slot 6 is acquired by station 3, since CB is greater than

Protocol Unfairness

Soon after the IEEE 802.6 standard was passed, it was noted
that because of the distance-bandwidth product of the net-
work, there was a potential for gross unfairness (12,13). In
this work we will explain the source of the problem, and a
particularly simple solution, called bandwidth balancing
(BWB) (14), which eliminated most of the problem and was
added to the standard.

The IEEE 802.6 standard is designed to operate at 155
megabits/s, with 53 byte slots, and is compatible with ATM.
At these rates, a cell is only about 0.4 miles long. The stan-
dard spans up to 30 miles. Therefore, there may be 75 cells
simultaneously on the bus. Assume that a station near the
head-end of the bus has a long file transfer in progress when
a station 50 cells away requests a slot. In the time it takes
the request to propagate to the upstream station, that station
transmits 50 slots. When the request arrives, the upstream
station lets an empty cell pass and then resumes transmis-
sion. An additional 50 slots are transmitted before the empty
cell arrives at the downstream station. When the empty slot
arrives, the downstream station transmits one slot and sub-
mits a request for another. The round trip for this request to
get to the upstream station and return an empty slot is an-
other 100 slots. As a result, the upstream station obtains 100
times the throughput of the downstream station.

Although the reason is less obvious, a similar imbalance
can occur in favor of the downstream station when that sta-
tion starts transmitting first. While the downstream station
is the only source, it transmits in every cell, while placing a
reservation in every slot. When the upstream station begins
transmitting, there are no reservations in its counter, but
there are 50 reservations on the bus. While the upstream
source transmits a slot, a reservation is received. Therefore,
the upstream station must allow one slot to pass before trans-
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mitting its second slot. During the time it takes to service the
reservation and the upstream station’s next slot, two moreFigure 5. The simplified operation of the DQDB protocol. This shows
reservations arrive. Therefore, the upstream station lets twothe operation of the counters at five stations on the bus as data pack-

ets arrive at the stations and are transmitted on the bus. empty slots pass before transmitting its third slot. The reser-
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vation queue at the upstream station continues to build up only be used when stations try to acquire less than 100% of
each time it transmits a slot, and the upstream station takes the slots.
fewer of the available slots. The imbalance between the up- The implementation of BWB in the standard is particu-
stream and downstream station is sustained after the 50 res- larly simple. A station acquires a fraction of the slots avail-
ervations pass the upstream station because, at the other end able by counting the slots it transmits and placing extraneous
of the bus, the downstream station places a reservation on reservations in the local reservation queue when the count
the bus for each of the empty slot that the upstream station reaches certain values. In this way, a station lets slots pass
releases. The imbalance is not as pronounced as when the that it would have acquired. For instance, if stations agree to
upstream station starts first, but it is considerable. The exact take 90% of the slots that are available, they count the slots
imbalance depends on the distance between two stations and that they transmit and insert an extra reservation in CA after
the time that they start transmitting relative to one an- every ninth slot that they transmit. As a result, every tenth
other (14). slot that the station would have taken passes unused.

With BWB, the fraction of the throughput that station i
Bandwidth Balancing acquires, Ti, is a fraction � of the throughput left behind by

the other stations:The bandwidth balancing (BWB) mechanism, which was
added to the standard to overcome the unfairness, is based on
two observations: Ti = α

{
1 −

∑
j �=i

Tj

}
1. Each station can calculate the exact number of slots

that are used, whether or not the data physically pass
When N stations contend for the channel, they each acquirethe station.
a throughput:

2. It is possible to exchange information between stations
by controlling the fraction of the slots that are not used.

T = α

1 + α(N − 1)
A station sees a busy bit for every slot transmitted by an up-
stream station and a reservation for every slot transmitted by

The total throughput of the system increases as � approachesa downstream station. By summing the busy bits and reserva-
one or the number of users sharing the facility becomes large.tion bits that apply to a data bus and adding the number of
The disadvantage with letting � approach one is that it takesslots that the station transmits, the station calculates the to-
the network longer to stabilize. We can see from the exampletal number of slots transmitted on the bus.
in Table 1 that the network converges exponentially towardTable 1 shows an example of how stations can communi-
the stable state. However, as � � 1 the time for convergencecate and achieve a fair utilization by using the average num-
goes to infinity. When � � 1, BWB is removed from the net-ber of unused slots. Two stations, station A and station B,
work and the original DQDB protocol is implemented.each try to acquire 90% of the unused bandwidth on a chan-

nel. Station A starts first and acquires 90% of the total slots.
When station B arrives, only 10% of the slots are available,

THE MANHATTAN STREET NETWORKbut station B does not know if the slots are being used by a
single station taking its allowed maximum share, or many

The Manhattan Street Network (MSN) (15) is a network ofstations transmitting sporadically. Station B uses 90% of the
two-by-two switches. A source and destination may beavailable slots, or 9% of the slots in the system. Station A
attached to each switching node. The logical topology of thenow has 91% of the slots available. When station A adjusts
network resembles the grid of one-way streets and avenues inits rate to 90% of 91% of the slots, it uses 82% of the slots,
Manhattan. Fixed size cells are switched between the two in-making 18% of the slots available to station B. Station B ad-
puts and outputs using a strategy called deflection routing.justs its rate up to 90% of 18%, which causes station A to

The MSN resembles a distributed ATM switch. The two-adjust its rate down, and so on until both stations arrive at a
by-two switching elements may be in a large number of wir-rate of 47.4%. Note that this mode of communications can
ing centers rather than a central location. However, the same
interconnection structure is used for switching elements in
different wiring centers as for elements in the same location.
Routing is simpler in the structured MSN than in a general
network of small switches.

In deflection routing, packets can be forced to take an
available path rather than waiting for a specific path. Each
packet between a source and destination is routed individu-
ally and may take different paths. The packets may arrive at
the destination out of order and have to be resequenced.

Deflection routing has several advantages over virtual cir-
cuit routing. The overhead associated with establishing and
maintaining circuits is eliminated, and the capacity is shared
between bursty sources without large buffers and without los-
ing packets because of buffer overflows. Deflection routing is
also being used for routing inside some ATM switches (16,17).

Table 1. Convergence of Rates When Two Stations
Use 90% of the Slots Available to Them

Station A Station B—

Measure Measure
Bsy � Rqst Take Bsy � Rqst Take

0 0.9 � 1 � 0.9 — —
0 0.9 � 1 � 0.9 0.9 0.9 � 0.1 � 0.09
0.19 0.9 � 0.91 � 0.82 0.82 0.9 � 0.18 � 0.16
0.16 0.9 � 0.84 � 0.76 0.76 0.9 � 0.24 � 0.22
0.22 0.9 � 0.78 � 0.7 0.7 0.9 � 0.3 � 0.27
0.27 0.9 � 0.73 � 0.66 0.66 0.9 � 0.34 � 0.31
0.31 0.9 � 0.69 � 0.62 0.62 0.9 � 0.38 � 0.34
� � � � � � � � � � � �

0.474 0.9 � 0.526 � 0.474 0.474 0.9 � 0.526 � 0.474
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Figure 6. Regular Mesh Topologies. This
figure shows the connectivity of the nodes
in the Manhattan Street Network and the
Shuffle-Exchange Network. The same
nodes appear in the left and right col-
umns of the Shuffle–Exchange Network
in order to make the regular structure
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Topology cells arriving at the node never exceeds the number of cells
that can be stored or transmitted. There is an implicit as-The MSN is a two-connected topology. In two-connected net-
sumption that the source can be controlled. This assumptionworks, other than linear structures like the dual bus or dual
is common in data networks with variable throughputs, suchloop, a path must be chosen at every intermediate node. Two
as the Ethernet.two-connected topologies that have simple routing rules are

The MSN is well suited for deflection routing for threethe MSN and the shuffle-exchange network (15), shown in
reasons:Fig. 6.

The MSN is a grid of one-way streets and avenues. The
1. At any node many of the destinations are equidistantdirections of the streets alternate. By numbering the streets

on both output links. Cells headed for these destina-and avenues properly, it is possible to get to any destination
tions have no preference for an output link and do notwithout asking directions or having a complete map.
force other cells to be deflected.The grid is logically constructed on the surface of a torus

2. When a cell is deflected, only four links are added to theinstead of a flat plane. The wraparound links on the torus
path length. The worse that happens is that the celldecrease the distance between the nodes on the edges of the
must travel around the block.flat plane and eliminate congestion in the corners.

In the shuffle exchange network node i is connected to
nodes 2�i and 2�i � 1, modulo the number of nodes in the net-
work. In the figure for the shuffle exchange network each
node appears in both the left- and right-hand column in order
to make it easier to draw the connections. The two links leav-
ing each 2 � 2 switching element are shown in the left-hand
column and the two links arriving at each switching element
are shown in the right-hand column. The shuffle exchange
network has a simple routing rule, based on the address of
the destination. The simple routing rule is one of the reasons
why this structure is used in most ATM switches.

Deflection Routing

Deflection routing is a rule for selecting paths for fixed-size
cells at network nodes with the same number of inputs and
outputs, as shown in Fig. 7. The cells are aligned at a switch-
ing point. If both cells select the same output, and the output
buffer is full, one cell is selected at random and forced to take
the other link. The cell that takes the alternate path is de-
flected. Deflection routing can operate without any buffers in
the nodes.
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Deflection routing gives priority to cells passing through
the node. Cells are only accepted from the local source when Figure 7. A block diagram of a node in a deflection routing network.
there are empty cells arriving at the switch. Cells are never The arriving packets are delayed so that they aligned. The packets

can be exchanged and placed in their respective output buffers.dropped due to insufficient buffering because the number of
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3. Deflection routing can guarantee that cells are never ter suited for the increased number of users and longer dis-
lost, but cannot guarantee that they will not be de- tances spanned in a MAN.
flected indefinitely and never reach their destination. It Like the earlier LANs, DQDB and FDDI are linear topolo-
has been proven that this type of livelock will never oc- gies. Logically, the nodes are arranged in a one-dimensional
cur in the MSN (18). line. In linear topologies the throughput per user and reliabil-

ity are not as high as they are in other two-connected topolo-
Deflection routing is similar to the earlier hot potato rout- gies, which have shorter distances and more paths between

ing (19), which operated with variable-size packets, on a gen- nodes. There were early proposals (20) to connect the second
eral topology, with no buffers. Fixed-size cells, the MSN topol- paths in loop networks to achieve higher throughputs and re-
ogy, and two or three cells of buffering converted the earlier liability than the bidirectional loop, but these more compli-
routing strategy, which had very low throughputs, to a strat- cated topologies lost some of the more desirable characteris-
egy that can operate at levels exceeding 90% of the tics of loops and buses. The MSN and shuffle-exchange
throughput that is achieved with infinite buffering. topology achieve both goals while approaching the ease of

routing and growth that is associated with linear topologies.
Reliability

The MSN topology has several paths between each source and Throughput
destination. The alternate paths can be used to communicate

A disadvantage with linear topologies is that the averageafter nodes or links have failed.
throughput that each user can obtain decreases linearly withThere are two simple mechanisms to survive failures in
the number of users. In linear topologies, the average dis-the MSN. Both mechanisms, shown in Fig. 8, are adopted
tance between nodes increases linearly with the number offrom loop networks. Node failures are bypassed by two nor-
nodes in the network. With uniform traffic, the numbermally closed relays that connect the rows and columns
of users sharing a link increases linearly with the number ofthrough. The missing node in the grid in Fig. 8 has failed.
users in the network and the average rate per user decreasesLink failures are detected by a loss of signal, as in loop net-

works. Nodes respond to the loss of signal by not transmitting accordingly. The protocols used in FDDI and some DQDB net-
on the link at right angles to the link that has stopped. When works do not reuse slots. The throughput in these networks
one link fails, three other links are removed from service and is reduced for all traffic distributions.
the node at the input to the failed link stops transmitting on By contrast, in the MSN the distance between nodes in-
it. The dotted link in Fig. 8 has failed and nodes stop trans- creases as the square root of the number of nodes in the net-
mitting on the dashed links. This link removal procedure work, and in the shuffle exchange the distance increases as
works with any number of link failures. the log of the number of nodes. As a result, the reduction in

Since the number of input and output links are equal at all the throughput per user, which occurs as networks become
of the operating nodes, deflection routing continues to operate large, is much less in the MSN and the shuffle-exchange net-
without losing cells. In addition, it has been found that the works than in the FDDI or DQDB network.
simple routing rules that are designed for complete MSNs In the DQDB network, the penalty for large networks can
continue to work on networks with failures. be reduced by breaking the network into segments and eras-

ing data that have already been received when they reach the
end of a segment. This strategy works particularly well whenCOMPARISON OF FDDI, DQDB, AND THE MSN
the traffic requirements are nonuniform. When there are com-
munities of users that communicate frequently, if those usersThe FDDI, DQDB, and MSN networks are all two-connected
are placed on the same segment of the bus, the traffic betweentopologies. There are two links entering and leaving each
them does not propagate outside the segment and interferenode. Some units in the FDDI network may not be two-con-
with users in other segments. A similar strategy for reusingnected, but the main part of the network is a dual loop. Two-
capacity does not exist for FDDI. In addition, the concept ofconnectivity distinguishes these networks from the earlier
communities is not as meaningful in FDDI. FDDI operates asloop and bus networks, used in LANs, which were one-con-

nected. The increased connectivity makes these networks bet- a single loop. When user A has a short path to user B, user B

Figure 8. Failure recovery mechanisms
in the MSN. Node failures are survived
with bypass relays at the failed node.
Link failures are survived by eliminating
a circuit that includes the failed link, thus
preserving the criterion necessary to per-
form deflection routing at every node.

Link failures
Circuit elimination

Node failures
Bypass relay
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must traverse the rest of the loop to get to user A, and there- of LANs the correspondence between the topology of the net-
work and the physical distribution of users was consideredfore has a long path.

In the MSN and shuffle-exchange network special erasure important. A loop network was supposed to be a daisy chain
between adjacent offices and a bus network was supposed tonodes are not needed because the protocol removes cells that

reach their destination. In the MSN, communities of users are pass down a hallway. With experience we realized that it is
more difficult to change the wiring between offices as userssupported in a very natural way. If nodes that communicate

frequently are located within a few blocks, they only traverse move than to have all offices connected to a wiring cabinet
and change the interconnection in that cabinet. As a result,the paths in those few blocks and do not affect the rest of the

network. The concept of communities does not exist in shuffle- most LANs are physically a star network, or a cluster of stars,
of connections between users and a wiring cabinet. The usersexchange networks.

There is less interference between neighborhoods in the are connected together inside the wiring cabinet to form a
logical loop or bus or mesh network. The number of wires thatMSN than in DQDB networks. In the MSN, when there is

heavy traffic within a neighborhood, communications between must be changed in the wiring cabinet determines how diffi-
cult it is to add or delete users from a network.other neighborhoods can continue without passing through

that neighborhood. In deflection routing, because of the ran- In a bidirectional loop or bus network, adding or deleting
a user is a relatively simple operation. To add a user, thedom selection process when there are equal length paths or

oversubscribed nodes, cells naturally avoid passing through connection between two users is broken and the new user is
inserted between them. In the wiring cabinet, two wires arecongested neighborhoods. By contrast, when a community in

the middle of the bus becomes congested in a DQDB network, deleted and four are added. In the FDDI loop, there is only
one path to the new user. In the DQDB network, every usercommunications between nodes at opposite edges of the bus

must still pass through that community. must determine which bus to use to transmit to the new user.
In the shuffle-exchange network, adding or deleting nodes

Reliability is very complex. Complete networks are only defined for cer-
tain numbers of users. The shuffle–exchange network shownBoth DQDB and FDDI have a structure that enables them
in Fig. 6 is only defined when the number of users is 2n. Whento survive single failures without losing service. FDDI has a
a network is replaced by the next larger network, virtuallyredundant loop that is pressed into service to bypass single
every wire must be removed and the network reconfiguredfailures, and DQDB repositions the head-end of the bus. In
from scratch.both of these networks if two or more failures occur in adja-

In a complete MSN, two complete rows or columns must becent components, the mechanism bypasses those components
added to retain the grid structure. There are, however, partialwithout affecting the operating components. However, in the
MSNs in which rows or columns do not span the entire grid,more likely event that the multiple failures occur in compo-
and a technique is known for adding one node at a time to anents that are separated from one another, the network is
partial MSN to construct eventually a complete MSN (22).partitioned into islands of nodes that cannot communicate
With this technique the number of links that must bewith one another.
changed in the wiring cabinet is the same as in the loop orNodes in the MSN are not cut off from one another until
bus network. In addition, an addressing scheme is knownat least four failures occur. When four failures have occurred,
that allows new partial rows or columns to be added withoutthe likelihood of nodes being disconnected, and the number
changing the addresses of existing nodes or the decisionsthat are actually disconnected, is small. A quantitative com-
made in the routing strategy.parison of the MSN, DQDB, and FDDI networks is presented

in Ref. 21.
Multimedia Traffic

Routing Complexity
Multimedia traffic is playing an increasingly more important

An advantage of linear topologies is that routing is relatively role in networks. Non-real-time video or audio, as is currently
simple. All of the data that enter an FDDI system are trans- delivered by the Web sites on the Internet, is adequately han-
mitted on a single path, and there is only one path to select dled by the data modes on any of the MANs that have been
at any intermediate node. In a DQDB network the source described. However, the data mode of operation cannot pro-
must decide which of the two paths leads to the destination, vide the guarantees on throughput or delay that are required
but once the data are in the network there are no choices to for real-time voice or video applications; nor can it guarantee
make. The MSN and shuffle-exchange networks have simple the sustained throughput that is needed to view movies while
rules to select a path, but a choice must be made at each node. they are being received. DQDB and FDDI have an isochro-

In a linear topology everything that is destined for an out- nous mode of operation that provides dedicated circuits to
put link either originates at the source at the node or is re- support real-time traffic.
ceived from a single input link. When the data that arrive on The isochronous mode is well integrated into the DQDB
the input link have precedence over the data from the source, protocol. Nodes that only require the data mode do not have
there is no need to delay or buffer the data from the input to change any protocols or hardware when isochronous traffic
link. Deflection routing has the same result in any network is added to the network. The only change that these nodes
where the in-degree equals the out-degree at each node. notice is that some slots seem to enter the network in a busy

state. By contrast, when isochronous traffic is added to an
Growth FDDI network, every node must be able to perform context

switches to move between the data and circuit modes. TheAn important consideration in any large network is how eas-
ily it can be modified to add or delete users. In the early days MSN does not have an isochronous mode of operation. It is
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unlikely that dedicated circuits can be added to the mesh is no relationship between the bandwidth that is available on
a station’s transmit and receive channel. Bandwidth is as-structure without constructing a separate circuit switch at ev-

ery node in the network. signed to transmitters by adjusting the number of stations
that they contend with for a Homenet. For instance, an In-
ternet service provider (ISP) can be given one or more Home-

CATV
nets, so that traffic from the servers can access the network
without contention. Many clients, in homes, may share the

The current CATV network is an existing MAN that delivers
same Homenet, since the traffic level from a client to the

TV programs to a large number of homes. The network is de-
servers is much lower.

signed for unidirectional delivery of the same signal to a large
A convenient characteristic of the Homenet strategy, in

number of receivers. The channels have a very wide band-
comparison with hybrid networks, is that the network can be

width relative to telephone channels. In bidirectional CATV
modified easily to match the changes in load imbalances. If

systems there are many more channels from the head-end to
the traffic distribution changes and more traffic originates in

the home than in the opposite direction.
some homes, those homes can be placed on less heavily popu-

The growth of the use of the Web in homes has created the
lated Homenets to increase the amount that they can

need for wide-band channels to homes. The traffic on the Web
transmit.

is predominantly from servers to clients, and most homes are
clients rather than servers. Increasingly, the Internet is being

Access Strategy. The stations in a Homenet access the
used for multicast communications (23) of video or audio pro-

channel using Movable Slot Time Division Multiplexing
gramming, in which the same signal is received by more than

(MSTDM) (26), which is a variation on the CSMA/CD (Car-
one receiver. CATV networks are naturally suited for the Web

rier Sense Multiple Access/Collision Detection) protocol used
and multicast communications.

in Ethernet. MSTDM is implemented by a very small change
The simplest CATV systems are hybrid networks that use

in the standard Ethernet access unit, and sets up telephone
the CATV network to send addressed packets to the home,

quality voice connections on an Ethernet.
and the telephone network to receive data from the home. The

Figure 9 shows the transmission strategy that is used within
CATV network provides a means of quickly getting a large

a Homenet. The CATV taps are directional so that a station only
amount of data to the home. The home terminals share a

receives signals from downstream and can only transmit up-
CATV channel. They receive all of the packets and filter out

stream. The stations in a Homenet transmit upstream in an as-
the packets that are intended others. If the data are consid-

signed frequency band. At a reflection point the upstream fre-
ered sensitive, encryption is used to keep sensitive data from

quency band is received and transmitted downstream in a
being intercepted. Shared CATV channels are particularly

different frequency band. Before transmitting, a station listens
useful when high data rates are needed for short periods, as

to the downstream channel to determine if it is busy; CSMA
when receiving new pages from Web servers. The telephone

then transmits on the upstream channel. When a station re-
channel is a relatively low bandwidth channel that ade-

ceives the signal that it transmitted, it knows that it has not col-
quately handles the traffic to Web servers. The IEEE 802.14

lided with any other station, CD, so that any station that re-
working group is currently considering standards for hybrid

ceives this channel can receive its data.
networks.

The application of the Internet is not stationary. Packet
telephony or an increase in the number of servers in homes
for publishing or small businesses can quickly change the cur-
rent unidirectional traffic demands. Data MANs that are im-
plemented on CATV networks should be flexible so that they
can track changes in the applications. In the early MANs,
experimental CATV systems were used for two-way voice and
data (24). There was not sufficient demand for data to homes
at that time, and work on these networks stopped. The re-
newed interest in data applications of CATV networks makes
it reasonable to reconsider the earlier work. In this section,
we describe one such network, the Homenet (25).

Homenet

The Homenet transmission strategy partitions the CATV net-
work into smaller areas, called Homenets. Stations only con-
tend with stations in their own Homenet to gain access to the
network. Because of the size of the Homenets, the contending
stations satisfy the distance constraints imposed on the
CSMA/CD protocol used in Ethernet LANs. Any station on

Reflection point

Station 2

Station 1

the CATV network can receive the signal on any Homenet.
Two stations communicate by transmitting on their own Figure 9. Transmission strategy within a Homenet. Stations trans-
Homenet and receiving on the other stations Homenet. mit upstream on the CATV tree using one channel. At the root of the

The Homenet strategy is readily tailored to load imbal- homenet the signal that is received on this channel is retransmitted
downstream on a different channel.ances, such as the directional imbalance in Web traffic. There
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D2 D3

Return paths

D4 RS R1

Downstream

Homenet RevSignaling channels
Homenet Xmit

R2 R3 R4XH XS

Upstream

D2 D3 D4 RS R1 R2 R3 R4XH XS

D2 D3 D4 RS R1 R2 R3 R4XH XS

RS R1Filters R2 R3 R4XH XS

D2 D3 D4 RS R1 R2 R3 R4XH XS

RS R1Filters

Homenet 4

Homenet 2
Homenet 1

Homenet 3

R2 R3 R4XH XS

D2 D3 D4 RS R1 R2 R3 R4XH XS

RS R1Filters R2 R3 R4XH XS

Figure 10. Transmission plan for a CATV network with 4 Homenets. The X’s are upstream,
transmit channel and the R’s are downstream, receive channels. The cross-hatched channels are
filtered out at the edge of the homenets.

Interconnection Strategy. Figure 10 shows the boundaries A successfully transmitted packet on Homenet 2 can be re-
ceived by any station in Homenets 2 and 4. The signal on theof Homenets, the assignment and filtering of frequencys, and

the interconnections for a four-Homenet system. There are transmit channel is also transferred to the head-end of the
CATV network, where it is placed in channel 2, so that sta-many fewer upstream channels in a CATV network than

downstream channels. The same upstream data channel is tions in Homenets 1 and 3 can also receive the signal from
the station in Homenet 2. The signal from the head-end doesreused in every Homenet by filtering that channel at the

boundaries between Homenets. The stations in every Home- not interfere with the signal inserted in channel 2 at the re-
flection point because the signal from the head-end is re-net contend for the same upstream channel, but the transmis-

sions from stations in different Homenets do not interfere moved at the entry to Homenet 2.
In Fig. 10 there is a second upstream and downstreamwith one another.

Each Homenet is assigned a unique receive channel. At the channel that is used by all of the stations on the CATV net-
work. This is a signaling channel and is used for communica-Homenet’s reflection point the upstream signal on the trans-

mit channel is received and retransmitted on the Homenet’s tions between stations during call setup. A station places a
call by transmitting on the upstream signaling channel. Atreceive channel. The signal is also carried by a point-to-point

link to the head-end of the CATV network, where it is again the head-end of the CATV network this signal is placed on
the downstream signaling channel. The CSMA/CD contentiontransmitted on the Homenet’s receive channel. A Homenet’s

receive channel is filtered at the reflection point for the Home- rule cannot be used on this channel because of the larger dis-
tances involved, but the low utilization of the channel makesnet so that the signal from the head-end does not interfere

with the signal that is inserted. The reflection point of each it reasonable to use a less efficient Aloha (27) contention rule.
A station does not listen to the channel before transmitting,Homenet appears to be the root of the entire CATV tree for

that Homenet’s receive channel, and any station on the CATV but does listen to the receive channel to determine if its signal
collided with the signal from another station. If a station cannetwork can receive the signal that a station transmits in its

Homenet. receive its own signal, so can all other stations. When a sta-
tion is not busy, it listens to the downstream signaling chan-To see how the transmission strategy works, consider a

station in Homenet 2. The station transmits on the common nel and responds to a connect request.
upstream channel. This transmission may collide with trans-
missions from other stations in Homenet 2. The transmission
will not collide with transmissions from stations in Homenet CONCLUSION
4 because the transmit channel is filtered at the boundary
between Homenets 2 and 4. At the reflection point for Home- The principal reasons for using different technologies in dif-

ferent area networks are economic. As MANs have developed,net 2, the signal on the transmit channel is placed in the
downstream channel 2. A station that has transmitted detects the economics have changed, and continue to change. The ini-

tial application of MANs was interconnecting LANs in a city.collisions by listening to the downstream signal on channel 2.
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