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In circuit-switched networks (such as telephone networks),
a portion of the capacity on a path from the source to the
destination is explicitly allocated to a user for its exclusive
use. Circuit switching has a number of desirable characteris-
tics, but it tends to be inefficient for data networks. This is
because in data networks the traffic is bursty, and if circuit
switching is used, the capacity allocated to a user may stay
idle if the user does not have data to send, even if other users
could use it. Message switching is a store-and-forward tech-
nology, wherein the entire message (e.g., a complete unit of
data, such as a bank transaction) is stored temporarily at
each intermediate node before being forwarded to the next
node on the path. This was the pervasive method for data
communications in the 1960s and 1970s. Message switching
utilizes capacity efficiently but has several drawbacks, such
as the large storage required at the nodes, the large end-to-
end delay since a message has to be fully received at a node
before it can start transmission on the next link, and the need
for retransmitting the entire message if buffer overflow oc-
curs. Because of these deficiencies, the industry began to
move toward packet switching in the 1970s. In this switching
format, messages are divided into smaller pieces, called pack-
ets, which carry protocol control information (headers), and
are routed through the network independently. In both mes-
sage and packet switching the capacity of the links is shared
dynamically among the users, on a demand basis, since no
advance allocation of the capacity is made. Packet switching
has become the prevalent approach for data networks and for
control networks in telephone systems.

Packet switching is further distinguished in datagram and
virtual circuit switching. In a datagram network, packets are
forwarded through the network independently of each other
[Fig. 1(a)]. Packets that have the same source and destination
may travel along different routes and arrive at the destina-
tion out of order. Each packet must carry with it a full de-
scription of the destination address, which for large networks
can be quite long. In a virtual circuit network, a path is first
set up end to end through the network, and all packets sent
from the source to the destination follow that path [Fig. 1(b)].
Packets are switched at each node based on a virtual circuit
number contained in their header, and arrive at the destina-
tion node in the order in which they are transmitted. Virtual
circuits are generally used in networks whose primary service
is connection oriented.

In all the switching formats described previously, a path
or set of paths must be selected to connect a given source and
a given destination. We will mainly focus on packet switching
since the selection of paths in message and circuit switching
is similar to the selection of the paths in datagram and vir-
tual circuit switching, respectively. The algorithms used to
select and establish the appropriate path from the source ma-
chine to the destination machine are called routing algo-

NETWORK ROUTING ALGORITHMS rithms. Routing is the main function of the network layer,
which is the third layer in the OSI architecture (2). In most

In most communication networks (except for fully connected networks, packets require multiple hops to make the journey
to the destination, and the selection of an appropriate pathnetworks), the network resources (e.g., links and buffer space)

must be shared among several users. The way this is done is typically requires the collaboration among different nodes of
the network. The routing path(s) chosen is commonly mappeddetermined by the switching technique employed and greatly

affects the performance and the characteristics of the net- into entries in the routing table at each node along the path,
indicating which outgoing link a given packet should bework. The switching techniques most often used in practice

are circuit switching, message switching, and packet switch- transmitted on. A packet with a specified routing tag (e.g., the
destination address or the virtual circuit number) can then being (1).
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Figure 1. Routing in packet-switching
networks. The integer of a packet repre-
sents the ID of its source. (a) Routing in a
datagram network. (b) Routing in a vir-
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tual-circuit network.

directed by an entry in the routing table to an appropriate be equal to the offered load minus the rejected load. Figure 2
shows the delay-throughput curves for good and poor routingoutgoing link.
algorithms.Delay and throughput are the two main measures of inter-

est in evaluating network performance, where delay is the
time required for a packet to arrive at its destination and

TYPES OF ROUTING ALGORITHMSthroughput is the number of packets that are delivered by the
network per unit of time (2). These two measures are sub-

Routing algorithms can be classified into static routing andstantially affected by the routing and flow control algorithms
adaptive routing algorithms, according to whether or not theused (2). The purpose of the routing algorithms is to keep
selection of the paths takes into account the traffic conditionsaverage delay as low as possible for any level of throughput,
in the network.

while the purpose of flow control algorithms is to control the
insertion of packets into the network so as to strike a balance

Static Routingbetween throughput and delay. When the traffic load offered
by the external sites is relatively low, it is fully accepted into In static routing schemes (also called nonadaptive routing
the network so that throughput is equal to the offered load; schemes), the routing decisions are not based on measure-
when the offered load is excessive, a portion of it will be re- ments or estimates of the current traffic. The routes are com-

puted off-line for all source-destination pairs before the net-jected by the flow control algorithm and the throughput will



220 NETWORK ROUTING ALGORITHMS

Centralized Routing. Centralized routing relies on a net-
work control center (also called a routing control center), which
makes traffic decisions on behalf of the network nodes. The
network center periodically receives status reports (e.g., a list
of a node’s links or neighbors that are functional, queue
lengths, amount of traffic processed) from each network node.
It then analyzes these reports based on its knowledge of the
entire network and provides each node with regularly up-
dated routing information.

Centralized routing schemes have several advantages:

Poor routing

Good routing

Throughput

D
e
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Figure 2. Delay-throughput curves for good and poor routing. • The selection of the routes takes into account the traffic
of the network and, therefore, improves the delay-
throughput curve.

work is booted. Each node in the network maintains a routing
• The statistics on network performance are continuallytable, which contains routing information for each destina-

gathered, which may be valuable to network adminis-tion. Whenever a message arrives for a given node, the outgo-
tration.ing link is selected from the routing table and the message is

placed in the appropriate link queue. Figure 3(c) shows an
However, they also have some disadvantages:example of such a routing table. The routing table is usually

updated at regular intervals (e.g., weekly or monthly), or
• Additional traffic is generated between the networkwhenever nodes are added to or removed from the network,

nodes and the control center, which competes for networkor when some obvious problems with the current routes occur.
resources.It is also usual to provide an alternative route to each desti-

nation so that when a link or node along the primary route • The status reports at the network control center may be
outdated, because network traffic tends to fluctuate overfails, the message can still be delivered. Although static rout-

ing is the simplest routing scheme, its performance may suf- short time intervals and the delay required to communi-
cate with the control center may not be small enough.fer when the actual traffic on the network links is consider-

ably different from the predicted traffic or when the traffic • The routing information at the network control center is
patterns change substantially with time. most needed when the traffic is not light, while the delay

for getting the information is usually large when the
Adaptive Routing traffic is heavy.
With adaptive routing, network traffic is continually esti-

TYMNET is a commercial network that was originallymated, and routing decisions (on a per packet, per message,
used for terminals to log into remote computers, and it is theor per virtual circuit basis) are made at each node according
most notable example of a network that uses centralizedto the current traffic conditions in the network. Therefore, the
adaptive routing. The nodes in the TYMNET network send toroute to be taken cannot be determined in advance. There
the network control center information about their status,are three basic approaches to adaptive routing: centralized,
and the control center records this information. When a newdistributed, and isolated; these differ in the way an estimated
user logs in, a packet is sent to the control center. The controlbest route is determined.
center then computes the best route and sends a needle packet
back to the network node to which the user is connected, con-
taining a description of the route. The needle packet ‘‘threads’’
its way through the subnet, setting the node tables along the
path and, thus, setting up the virtual circuit.

Distributed Routing. The problems with centralized routing
suggest that decentralized routing schemes may be prefera-
ble. In distributed routing, first used in the ARPANET net-
work, neighboring nodes periodically exchange routing infor-
mation (e.g., their own estimates of the time required to reach
a particular destination), and nodes make routing decisions
on the basis of this information, without being instructed by
a central location. Typically, each node maintains a routing
table that contains an entry for each of the other nodes in the
network. Each entry records the preferred outgoing link for a
certain destination and an estimate of the cost to reach that
destination. The cost metric used may be the distance, esti-
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(c) mated delay, bandwidth available on the path, or something
similar. The details of the distributed routing algorithm usedFigure 3. Shortest path routing with source node 1. (a) A six-node
in ARPANET are presented later in this article. Distributednetwork and its link cost. (b) The shortest path tree rooted at node 1.

(c) The routing table for node 1. routing provides more network resiliency, since each node
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makes its own decisions without regard to a centralized net- zation criteria. For example, bursty interactive traffic re-
quires relatively small delay and should avoid large propaga-work control center, but requires more complicated network

nodes and is more complex to implement. tion-delay links (like satellite links). This is readily
accomplished using shortest path routing, by assigning larger
costs to links that have large propagation delays. Traffic thatIsolated Routing. Isolated routing is a particularly simple

form of decentralized adaptive routing. In isolated routing, requires a high level of reliability or security must be trans-
mitted over reliable links, which can be accomplished by as-each network node makes routing decisions based on its local

information. Network nodes do not exchange routing informa- signing link costs appropriately (e.g., the cost of a link could
be chosen as �ln p, where p is the probability that the link istion with each other, but they still try to adapt to the current

traffic conditions and topology. operational). To make shortest path routing algorithms adap-
tive to traffic conditions, we could make the link cost an in-Flooding and Baran’s hot potato routing (3) are two simple

examples of isolated routing. The central idea of hot potato creasing function of the queue length, as discussed previously.
routing is that nodes try to get rid of their stored packets as
soon as possible. To do this, in Baran’s method, a packet is Bifurcated (Multipath) Routing
transmitted on the link that currently has the shortest queue,

In practice, there may be several paths for a given source-which does not necessarily bring it closer to its destination.
destination pair that are almost equally good. Smaller net-When several options are available, a link belonging to the
workwide average delay may be achieved in such networks byshortest path is selected. Such routing schemes are important
splitting the traffic over several paths, so as to minimize thefor networks where the storage space available at each node
load on each communication link and the queueing delay in-is limited.
curred when crossing the link. Routing algorithms that useA variant of this idea is to combine static routing with hot
multiple routes between a given pair of nodes are called bifur-potato routing. When a packet comes in, the routing algo-
cated routing algorithms or multipath routing algorithms.rithm takes into account both the static costs of the links and

Bifurcated routing is applicable to both datagram net-the current lengths of the queues. A possible method is to use
works and virtual circuit networks. For datagram networks,the link whose distance to the destination plus its queue
a choice is made among the various ‘‘good’’ paths for eachlength is the smallest.
packet separately. For virtual circuit networks, a route is cho-Backward learning (3) is another isolated routing algo-
sen when a virtual circuit is set up, but different virtual cir-rithm proposed and investigated by Baran and his coworkers
cuits with the same source and destination may choose differ-at Rand Corp. One way to implement backward learning is to
ent routes.include a counter and the ID of the source node in each

packet. The counter is increased by one on each hop. If a net-
Optimal Routingwork node receives a packet on link l from node V with hop

count 3, it knows that node V is at most 3 hops away from Shortest path routing may limit the achievable throughput of
link l. If its current best route to node V has more than 3 the network because a single path is used for a given source-
hops, it marks link l as the entry for packets whose destina- destination pair. Also, the capability of shortest path routing
tion is V and records the estimated distance from node V as to adapt to changes in the traffic conditions is limited by its
3. When this algorithm is executed for a while, each node susceptibility to oscillations, as described later in the context
learns the outgoing link on the shortest path to every other of the ARPANET routing algorithm. Optimal routing algo-
node. The counter can also be increased by the delay, the rithms, based on the optimization of average delay, can elimi-
queue length found by an arriving packet, or some other simi- nate the aforementioned drawbacks by shifting traffic gradu-
lar metric, whenever the packet is forwarded. Therefore, ally between alternative paths. A detailed treatment of such
backward routing algorithms can adapt to traffic patterns algorithms can be found in Ref. 2.
without the need for additional information exchange among
the nodes.

Flooding

Flooding is an extreme case of isolated routing. In a flooding
ROUTING ALGORITHMS

algorithm, copies of the packet are sent on all outgoing links
of a node, except for the link over which the packet was re-

Shortest Path Routing
ceived, so that every possible path between the source and
destination nodes is used. An advantage of this approach isThe routing algorithms used in most practical systems are

based on the shortest path idea, in one form or another (4). that the first copy of the packet that arrives at the destination
will have followed a shortest-delay path, which is one of theIn such algorithms, each communication link is assigned a

positive number, called its cost or length, which can be differ- major goals of routing. Another advantage of flooding is that
it is highly resilient to node and link failures, since a copy ofent for each direction of the link. The cost (or length) of a

path is defined as the sum of the costs of the links on the the packet is guaranteed to arrive at the destination as long
as a path between the source and the destination exists. Forpath. A shortest path routing algorithm is an algorithm that

routes each packet along a shortest (minimum-cost) path be- this reason, several military networks (e.g., the United States
Defense Communication Agency Defense Switched Network)tween the source and the destination of the packet. Several

shortest path algorithms will be presented later. An example use such routing algorithms due to their robustness. How-
ever, the traffic multiplication effect, which indicates that aof shortest path routing is given in Fig. 3.

It is apparent that the selection of routes for different packet generates multiple identical copies, is quite severe
with flooding and the traffic load is proportional to the num-classes of traffic should be made according to different optimi-



222 NETWORK ROUTING ALGORITHMS

ber of alternative paths between the source and destination
nodes.

The traffic multiplication effect can be mitigated by adding
several additional rules. A simple rule is for a node to discard
packets that it has already forwarded. This process is called
packet die-out or packet kill and substantially reduces the
traffic multiplication effect. Selective flooding, where a packet
is sent only on to the links that are going approximately in
the right direction, is another practical variant of flooding.

SHORTEST PATH ALGORITHMS

In this section we discuss three popular algorithms for com-
puting shortest paths in data networks.
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Dijkstra’s Algorithm Figure 4. Shortest path routing algorithms. (a) The Dijkstra’s algo-
rithm for the network in Fig. 2(a). (b) The Bellman–Ford algorithmThis algorithm requires that all link lengths (or costs) are
for the network in Fig. 2(a).nonnegative, which is the case for most network applications.

It is also known as ‘‘Algorithm A’’ presented in Ref. 4. The
basic idea of this algorithm is to find the shortest paths from
a given node (called the source) to all the other nodes of the records the distance from node i to the destination node 1
network in order of increasing path length. At step k, k � 1, through the shortest path that consists of at most k arcs,
2, . . ., N � 1, we obtain the set P of k nodes that are closest where D(i) is equal to � if no such path exists. Initially,
to the source node 1, where N is the number of nodes in the D(1) � 0, and D(i) � � for i � 1. The algorithm can be pre-
network. At step k � 1, we add a new node to the set P, whose sented as follows: For all the nodes i � 1,
distance to the source is the shortest of the remaining nodes
not included in the set P. Let D(i) denote the distance from

Step 1. Find the adjacent node w of node i such thatthe source to node i along the shortest path traversing nodes
within the set P, and l(i, j) denote the length of the link from
node i to node j, where D(i) [or l(i, j)] is equal to � if no such D(w) + l(i,w) = min

j
(D( j) + l(i, j))

path (or link) exists. Initially, P � �1�, D(1) � 0, and D( j) �
l(1, j) for j � 1. The algorithm can be presented as follows: where the minimization is performed over all nodes j

that are neighbors of node i.
Step 1. Find the next closest node i � P such that Step 2. Update the distances

D(i) = min
j /∈P

D( j)
D( j) = D(w) + l( j,w)

Set P � P � �i�. If P contains all nodes, then the algo- Repeat this process until no changes are made.
rithm is complete.

Step 2. For all the remaining nodes j � P, update the dis- Application of the Bellman–Ford algorithm to the network
tances of Fig. 3(a) is shown is Fig. 4(b). The resultant tree of shortest

paths and a routing table for node 1 is shown in Figs. 3(b)D( j) = min(D( j),D(i) + l(i, j))
and 3(c).

In the worst case, N iterations have to be executed, eachGo to Step 1.
of which involves N � 1 nodes, and for each node there are
no more than N � 1 alternatives for minimization. Therefore,Application of Dijkstra’s algorithm to the network of Fig.
a simple upper bound on the time required for the Bellman–3(a) is shown in Fig. 4(a). The resultant tree of shortest paths
Ford algorithm is at most O(N3), which is considerably worseand a routing table for node 1 is shown in Figs. 3(b) and 3(c).
than the time required by Dijkstra’s algorithm. However, weSince there are N � 1 iterations and the number of arith-
can also show that the estimate of the computation time re-metic operations per iteration is O(N), the time required by
quired by the Bellman–Ford algorithm can be reduced tothe algorithm is at most O(N2). With proper implementation,
O(hA), where A is the number of links in the network and hthe worst-case computation time can be considerably re-
is the maximum number of links in a shortest path. In a net-duced (5).
work that is not very dense, we have A � N2; also, in many
networks we have h � N, and the Bellman–Ford algorithm

Bellman–Ford Algorithm
terminates in very few iterations. Therefore, the time re-
quired for the Bellman–Ford algorithm may be considerablyThis algorithm requires that the lengths (or costs) of all cycles

are nonnegative. It is also known as ‘‘Algorithm B’’ presented less than O(N3). Generally speaking, efficiently implemented
variants of the Bellman–Ford and Dijkstra’s algorithms ap-in Ref. 4. The basic idea of the algorithm is to iterate on the

number of arcs in a path. At step k of the algorithm, D(i) pear to be equally competitive (5).
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Floyd–Warshall Algorithm

This algorithm finds the shortest paths between all pairs of
nodes together and requires that the lengths (or costs) of all
cycles are nonnegative. The basic idea of the algorithm is to
iterate on the set of nodes that are allowed as intermediate
nodes. At step k, D(i, j) records the distance from node i to
node j through the shortest path with the constraint that only
nodes 1, 2, . . ., k can be intermediate nodes. The algorithm
can be presented as follows: Initially,

D(i, j) = l(i, j) for all i, j, i �= j

For k � 1, 2, . . ., N,

D(i, j) = min(D(i, j), D(i,k) + D(k, j)), for all i �= j

Since each of the N steps must be executed for each pair of
nodes, the time required for the Floyd–Warshall algorithm is
O(N3).

MINIMUM WEIGHT SPANNING TREE ALGORITHMS

In previous sections we considered unicast communication,
where each packet has to be sent to a single destination. Figure 5. Successive iterations of the Kruskal’s algorithm.
Many applications, however, require sending a packet from a
single source to multiple destinations (e.g., update messages
for the network topology); such communication is called nects nodes in different sets). Figure 5 shows an example of
broadcast communication. One way to broadcast a packet is the construction of a minimum weight spanning tree using
to use a flooding algorithm. But too many messages will be Kruskal’s algorithm. An implementation of Kruskal’s algo-
generated, and the routing paths involved will not be optimal rithm that requires O(A log A) time is given in Ref. 6.
according to any criterion. Another way to perform a broad-
cast is to send copies of the packet along a minimum weight Prim–Dijkstra Algorithm
spanning tree. The total cost involved in such a broadcast is

The Prim–Dijkstra algorithm restricts the growth to a singleoptimal.
partial spanning tree. This approach starts with an arbitraryA minimum weight spanning tree, also called minimum
node and builds the spanning tree by successively adding aspanning tree, is a tree that spans all nodes of the network
minimum weight outgoing link to it. Figure 6 shows an exam-

and has the minimum sum of link weights (also called costs
ple for constructing a minimum weight spanning tree using

or lengths) over all such trees. A link weight represents the the Prim–Dijkstra algorithm. An implementation of the
communication cost for transmitting a message along a link Prim–Dijkstra algorithm that requires O(A log N) time is
in either direction, and the total weight of the spanning tree given in Ref. 6.
represents the cost for broadcasting a message to all nodes in
the network. Note that a minimum weight spanning tree is

EXAMPLES OF ROUTING ALGORITHMS USED IN PRACTICEnot, in general, a shortest path spanning tree [e.g., the tree
of Fig. 3(b)], and vice versa. The Kruskal’s algorithm and the

The ARPANET Routing AlgorithmsPrim–Dijkstra algorithm are well-known algorithms for com-
puting minimum weight spanning trees and are described The ARPANET network, implemented by the Department of
next. Defense (DOD) in 1969, has played an important role in the

development of routing algorithms. The original ARPANET
routing algorithm was a distributed adaptive routing algo-Kruskal’s Algorithm
rithm, based on the Bellman–Ford iteration. This algorithm

The Kruskal’s algorithm starts with N sets of nodes, each of stimulated considerable research on routing and distributed
which consists of an isolated node, and then successively com- computation. It had, however, some fundamental flaws and
bines two of the current sets of nodes (which are two partial was replaced in 1979 by a new version, which is a variant of
spanning trees) into one partial spanning tree by using the Dijkstra’s algorithm. Both ARPANET algorithms are based
link that has minimum weight. This can be implemented by on the shortest path idea, where the link costs are taken to
first sorting the edges into nondecreasing order by their be equal to the measured or estimated link delays.
weights and then examining each edge in turn and including In the original routing algorithm, each node was aware

only of the status of its neighboring nodes. In particular, eachit if this does not generate a cycle (or, equivalently, if it con-
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routing decisions. The feedback effect between link costs and
routing decisions resulted in oscillations and was an impor-
tant flaw of the original ARPANET routing algorithm. To sta-
bilize oscillations, a large constant was added to the link
costs. Unfortunately, this reduced the adaptability of the al-
gorithm to the changes of traffic conditions. These problems
caused difficulties over several years and led to several modi-
fications of the routing algorithm (7) and eventually to its re-
placement.

In the newer ARPANET routing algorithm, each node com-
putes its routing tables using the shortest path first algorithm
(8), which is essentially Dijkstra’s algorithm with some modi-
fications. Since Dijkstra’s algorithm requires global network
information at the node making routing decisions, this algo-
rithm can be viewed as a ‘‘partially’’ centralized method.

Link costs in the newer ARPANET routing algorithm are
a function of the delay incurred by the packets when crossing
the links. Each link cost is updated every 10 s and is taken
to be equal to the average packet delay on the link during the
preceding 10 s period. The delay of a packet is defined as the
time between the arrival of the packet at a node and the de-
livery of the packet at the next node, which includes the time
required for processing, queueing, transmitting, retransmit-
ting, and propagating. Each node evaluates the cost of its out-
going links and broadcasts these costs to all other nodes using
a flooding algorithm. To reduce the communication overhead,
the updated costs are transmitted only when the change in
the link delay exceeds a certain threshold, which is reduced

Figure 6. Successive iterations of the Prim–Dijkstra algorithm. when the time increases since the last transmission. The total
communication overhead required for the link cost updates is
less than 1%.

node i maintained two vectors: a delay vector D(i, j), j � 1, 2, Upon reception of a new link cost, a node recalculates the
. . ., N, and a successor node vector N(i, j) for all the destina- shortest path tree rooted at itself, using an incremental ver-
tion nodes. The delay vector D(i, j) contained the current esti- sion of the Dijkstra’s algorithm. In this algorithm, each node
mate of the minimum delay from node i to node j; the succes- stores the most recently updated tree as a basis for future
sor node vector N(i, j) contained the next node in the current updates. When a single link delay changes or when a link or
minimum-delay route from node i to node j. Neighboring node is added to or deleted from the network, each node per-
nodes exchanged the estimated delay every 625 ms. The algo- forms a partial computation to restructure its shortest path
rithm updated the shortest distance estimate D(i, j) according tree. The algorithm is asynchronous in the sense that link
to the Bellman–Ford method cost update messages are neither transmitted nor received si-

multaneously at all nodes. It turns out that this asynchro-
nism improves the stability properties of the algorithm.D(i, j) = min

v
(D(v, j) + l(i,v))

The routing update at a node required several milliseconds
on the average. The algorithm responded fairly rapidly (e.g.,where the link length l(i, v) was taken to be a function of the

queue length of link (i, j). within 100 ms) to topological changes, which solved the slow-
response problems of the original ARPANET algorithm. Ex-Routing decisions were made on a packet by packet basis,

and each packet was forwarded on the link along the shortest perimentation showed that the algorithm usually selected a
minimum-hop path, but also spread traffic over links with ex-path estimated by the node at the time of transmission. Since

link costs were changing very rapidly and a packet might re- cess capacity when the traffic was heavy. Although packets
occasionally traveled in loops, looping rarely persisted.quire multiple hops to reach its destination, the estimated

shortest path could change several times during the routing In the current algorithm implemented in 1987, the range
of a packet in the network. This had two undesirable effects. of possible link costs and the rate at which these costs
First, packets of a given message might arrive at their desti- changes have been considerably reduced, leading to a sub-
nation out of order, in which case they would have to be reor- stantial improvement of the algorithm’s dynamic behavior
dered upon arrival. (This was not a major disadvantage since (9,10).
ARPANET was a datagram network and did not make an ef-
fort to keep the order of packets anyway.) Second, the routing The TYMNET Routing Algorithm
algorithm was prone to oscillation. More precisely, the selec-

TYMNET is a computer-communication network developed intion of routes in an area of the network increased the load
1970 by Tymshare Inc. It was originally designed for time-and therefore the costs of the corresponding links, so that the
sharing purposes but also handled general data network func-next selection of routes tended to use links in different areas.

This, in turn, made the first area desirable for the subsequent tions later on and is classified as a value-added carrier. The
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TYMNET routing algorithm is based on the shortest path resources held by another packet are not released, and the
packets are blocked forever.method and is adaptive like the ARPANET algorithms. How-

ever, the implementations are quite different in these two There are three strategies for handling deadlocks: dead-
lock prevention, deadlock avoidance, and deadlock recovery. Innetworks.

The TYMNET routing algorithm is centralized and runs at deadlock prevention, resources are granted to packets in a
way that never leads to deadlock. For example, this can bea network control center called the supervisor. Since TYM-

NET uses virtual circuits, a routing path is set up each time achieved by reserving all the required resources before the
packet is inserted in the network, as is the case with circuita user establishes a connection and remains unchanged dur-

ing the duration of the connection. Upon receiving a virtual switching when backtracking is allowed. In deadlock avoid-
ance, resources are requested as a packet traverses the net-circuit request, the supervisor computes a shortest path from

the source to the destination. Details of the algorithm used work, but the resources are granted to a packet only if the
resultant global state does not lead to deadlock. This is notappear in Ref. 11.

The routing path construction carried out by the supervi- easy to achieve in a distributed and efficient manner. In dead-
lock recovery, resources are allocated to a packet withoutsor incorporates the concept of class of service, which is also

used in the SNA network. Link costs vary depending on the checking for the possibility of deadlock. If a deadlock is de-
tected, some resources are deallocated and granted to othertype of traffic transmitted. For example, low-speed interactive

users are steered away from satellite links by increasing the packets. Then packets holding these resources may be
dropped.link cost for such users. For file transfer between computers,

on the other hand, wider-band satellite links are chosen in- Deadlock prevention may lead to lower resource utiliza-
tion, since a packet has to reserve all the required resourcesstead of low-bandwidth terrestrial links. The link costs are

also taken to depend on the utilization and the error condi- before it starts transmissions. Deadlock recovery can only be
used when deadlocks are rare and can be tolerated. In whattions of the links.

Once the supervisor has computed the path to be used by follows, we describe several types of deadlock in communica-
tion networks and then discuss deadlock avoidance in somea virtual circuit, it informs the intermediate nodes and re-

cords the relevant information in the routing table of each more detail.
node on the path. A virtual circuit is assigned a channel num-
ber on each link it traverses. The routing table at a node Deadlocks
maps the channel numbers on the incoming links to corre-

A simple example of a deadlock is illustrated in Fig. 7(a),
sponding channel numbers on the outgoing links. In the origi-

where we assume that all of the buffers of each node are occu-
nal version of TYMNET, called TYMNET I, the supervisor

pied by packets going to the other node. Since the buffers are
maintained the routing tables of all nodes and read and wrote

full, no incoming packets can be accepted, and none of the
the tables explicitly. In the current version of TYMNET,

buffers will become available because the packets occupying
called TYMNET II, each node maintains its own routing ta-

them cannot be transmitted. This situation will go on forever
ble. The supervisor establishes a new virtual circuit by send-

and is called direct store-and-forward lockup.
ing a needle packet to the source node. The needle packet

A similar situation can happen with a larger set of nodes,
contains routing information and threads its way through the

whose buffer spaces are occupied by packets going to other
network, building the virtual circuit as it goes, followed by

nodes in the same set, as illustrated in Fig. 7(b). The channels
the user data. In addition to the nodes on the routing path,

required to route the packets form a cycle, and the packets
the needle packet also contains some flags that indicate the

are waiting for resources that will never be granted because
circuit class. When a needle packet arrives at a node, its con-

they are held by other packets in the set. This situation is
tents are checked. If the node is not the destination, the rout-

called indirect store-and-forward lockup.
ing table is updated and the packet is sent to the next node

In networks that use datagram switching but have to de-
on the path; otherwise, the packet is sent to the appropriate

liver packets to the host machine in the correct order, a
external site. If a link or node failure prevents the setup from

slightly different deadlock situation, called reassembly lockup,
reaching the destination, the setup packet is sent back to the

is also possible. Here, the reassembly buffers at a destination,
source node, followed by the data packets that have already

used for storing packets until all packets of a given message
left the source.

have arrived, may be filled with packets of partially reassem-
The TYMNET algorithm is well designed and has per-

bled messages. These packets cannot be released to their re-
formed quite well. Although the TYMNET routing algorithm
is adaptive to changes in the traffic conditions, it does not
have the oscillation problems of the ARPANET routing algo-
rithms. Several of its ideas were implemented in the Codex
network (2).

DEADLOCKS AND DEADLOCK AVOIDANCE

Deadlock (also called lockup) is an undesirable configuration
where every packet in a set of packets is requesting resources

(a) (b)
(e.g., buffers or channels) held by other packets while at the
same time holding resources requested by other packets in Figure 7. Store-and-forward deadlocks. (a) Direct lockup. (b) Indi-

rect lockup.the same set. In such a situation no packet can move if the
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spective hosts until correctly assembled, but the packets re- sent to the source node, often piggybacked on the reverse traf-
fic. If the source node does not have other multipacket mes-quired to complete reassembly cannot reach the node due to

the lack of buffer space. Therefore, a deadlock occurs at that sages for transmission to that destination, it sends a give
back message to release the reassembly space.node, causing the buffers of neighboring nodes to fill up.
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work need not be synchronized. The algorithm requries each
network node to reserve a buffer per input link as a special
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