
the microphone at each end. Such echoes have been called
acoustic echoes, and interest in adaptive cancellation of such
echoes has attracted much attention during the past two de-
cades. A caveat to the reader is in order at this point. Al-
though we will be dealing with acoustically generated echoes,
we will only consider cancellation of these echoes in the elec-
trical portion of the circuit. We will not discuss the related,
but much more difficult, problem of canceling echoes acousti-
cally [i.e., active noise control (8)]. Although single-channelECHO CANCELLATION FOR SPEECH SIGNALS
acoustic echo cancelers are in widespread use today, the more
difficult problem of multichannel (e.g. stereo) acoustic echoWith rare exceptions, conversations take place in the pres-
cancellation will doubtlessly arise in future applications in-ence of echoes. We hear echoes of our speech waves as they
volving multiple conference parties and/or superposition ofare reflected from the floor, walls, and other neighboring ob-
stereo music and other sound effects (for example, in inter-jects. If a reflected wave arrives a very short time after the
active video gaming). We will discuss recently developeddirect sound, it is perceived not as an echo but as a spectral
methods for echo cancellation in such applications.distortion, or reverberation. Most people prefer some amount

In the next two sections we will briefly discuss the problemof reverberation to a completely anechoic environment, and
of line echoes and adaptive cancellation of such echoes. Wethe desirable amount of reverberation depends on the applica-
refer the reader to review articles (9,10) for a more detailedtion. (For example, much more reverberation is desirable in a
account. Besides introducing the reader to the echo problem,concert hall than in an office.) The situation is very different,
this preliminary discussion will also lay the groundwork forhowever, when the leading edge of the reflected wave arrives
the more modern problem of canceling acoustically generateda few tens of milliseconds after the direct sound. In such a
echoes in both single-channel and multichannel applications,case, it is heard as a distinct echo. Such echoes are invariably
which will be discussed in later sections.annoying, and under extreme conditions can completely dis-

rupt a conversation. It is such distinct echoes that this arti-
cle discusses.

LINE ECHOESEchoes have long been the concern of architects and de-
signers of concert halls. However, since the advent of tele-

As mentioned in the preceding section, the main source of linephony, they have also been the concern of communications
echoes is the device known as a hybrid. Figure 1 illustrates,engineers, because echoes can be generated electrically, due
in a highly simplified manner, the function and placement ofto impedance mismatches at points along the transmission
hybrids in a typical long-distance telephone connection.medium. Such echoes are called line echoes.

Every conventional analog telephone in a given geographi-If the telephone connection is between two handsets, the
cal area is connected to a central office by a two-wire line,only type of echoes encountered are line echoes. These echoes
called the customer loop, which serves for communication inare not a problem in local telephone calls because the sources
either direction. A local call is set up by simply connectingof echo are insignificant, and the echoes, if any, occur after
the two customer loops at the central office. When the dis-very short delays. However, in a long-distance connection in
tance between the two telephones exceeds about 35 miles, am-which the end-to-end delay is nonnegligible, the echoes may
plification becomes necessary. Therefore, a separate path isbe heard as distinct echoes. A significant source of line echoes
needed for each direction of transmission. The device thatin such circuits is a device called a hybrid, which we discuss
connects the four-wire part of the circuit to the two-wire por-briefly in the following section.
tion at each end is known as a hybrid (or a hybrid trans-Echoes at hybrids have been a potential source of degrada-
former). With reference to Fig. 1, the purpose of the hybridstion in the telephone network for many decades, and many
is to allow signals from A to go along the path L1 to B, and tosolutions have been devised to overcome them. Of particular
go from B along the path L2 to A. However, they must preventinterest to us are devices known as adaptive echo cancelers.
signals in path L1 from returning along the path L2 back toInterest in such devices arose during the 1960s, in anticipa-
A. Similarly, the signal in path L2 is to be prevented fromtion of telephone communications via satellites (1,2). As satel-
returning along path L1 back to B.lite communication gained an ever-increasing share of tele-

We do not wish to go into the detailed workings of a hybrid.phone traffic during the 1970s, considerable development of
Further information can be found in Ref. 9 and other refer-echo cancelers took place (3–6). Their widespread use began
ences cited therein. Suffice it to say here that a hybrid is aaround 1980 with the arrival of a very large scale integration
bridge network that can achieve the aforementioned objec-(VLSI) implementation (7). More recently, with the growing
tives, provided the impedance of the customer loop can be ex-use of speech coding in the telecommunications network, de-
actly balanced by an impedance located at the hybrid. Unfor-lay has again become an issue, thereby further mandating the
tunately, this is not possible in practice because there are faruse of echo cancelers.
fewer four-wire circuits than there are two-wire circuits.When the telephone connection is between hands-free tele-
Therefore, a hybrid may be connected to any of the customerphones or between two conference rooms, a major source of

echoes is the acoustic coupling between the loudspeaker and loops served by the central office. By their very nature, cus-
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vents B’s echo from returning to B. During so-called double-
talk periods, when both A and B are speaking at the same
time, echo suppression is inhibited so that A hears the speech
from B superimposed on self-echo from A.

If the decision mechanism were to behave flawlessly, the
echo suppressor would be a satisfactory form of echo control.
The decision, however, cannot be perfect. The two signals that
have to be distinguished are both speech signals, with more
or less the same statistical properties. Essentially the only
distinguishing property is the level. Therefore, sometimes a
high level of echo is returned, and sometimes when the speech

Talker
B

L1

L2

Talker
A

Echo of A

Echo of B

Hybrid BHybrid A Hybrid B

level is low (or during initial and final portions of speech
Figure 1. Illustration of a long-distance connection showing local 2- bursts) the interrupter’s speech is mutilated. However, with
wire loops connected through hybrids to a 4-wire long-line network. considerable ingenuity, echo suppressors have been designed

to keep such malfunctions at an acceptable level. Selective
echo suppression can also be applied within the structure of

tomer loops have a wide variety of characteristics—various subband echo cancelers (11), to be discussed later.
lengths, type of wire, type of telephone, number of extension
phones, and so on. It appears, therefore, that the echo at the The Line Echo Canceler
hybrid cannot be completely eliminated. As a compromise, a

Echo suppressors served well for over 70 years on circuitsnominal impedance is used to balance the bridge, and the av-
with round-trip delays of less than about 100 ms, correspond-erage attenuation (in the United States) from input to the
ing to land line distances of a few thousand miles. With thereturn-path output of the hybrid is 11 dB with a standard
advent of commercial communications satellites in 1965, how-deviation of 3 dB. This amount of attenuation is not adequate
ever, the situation changed significantly. A synchronous satel-for satisfactory communication on circuits with long delays
lite (i.e., one that is stationary with respect to the earth) mustbecause the echoes remain audible (9).
have an orbit that is about 23,000 miles above the earth’s
surface. A telephone connection via such a satellite will have

The Echo Suppressor
a round-trip echo delay of 500 ms to 600 ms (9). With such
long delays, echo suppressors fail to function satisfactorily.The problem of such echoes has been around ever since the

introduction of long-distance communication. On terrestrial The long delay induces a change in the pattern of conversa-
tion in a way so as to increase significantly the number ofcircuits, the device most widely used to control line echoes

is the echo suppressor (9). Again, we will not describe echo errors. New methods of echo control were proposed for circuits
with such long delays. Of these, the most versatile, and thesuppressors in detail, but merely mention that they are voice-

operated switches whose object is to remove the echo of the one in widespread use, is the adaptive echo canceler (1). The
unique feature that makes it so attractive is that unlike othertalker’s speech and yet allow the listener to interrupt, as in

normal conversation. The principle of the echo suppressor can forms of echo control, the echo canceler does not tamper with
the path carrying the echo. Therefore, it never mutilates thebe explained by referring to Fig. 2, which shows the end B of

the telephone circuit of Fig. 1, with an echo suppressor in- speech of the interrupting party. The basic idea of the echo
canceler is illustrated in Fig. 3. Again we show only one can-cluded. Suppose A has been talking for a while. Based on the

level of signals in the paths L1 and L2, a decision is made as celer located at the end B of the telephone circuit of Fig. 1; a
similar canceler is symmetrically located at the other end.to whether the signal in L2 is an interruption by B trying to

break into the conversation or an echo of A’s speech. If the As illustrated in Fig. 3, instead of interrupting the path
L2, a synthetic echo is generated from A’s speech and sub-decision is the latter, then the circuit L2 is opened (or a large

loss is switched in). A similar switch at the other end pre- tracted from the signal going out on the path L2. The syn-

Talker
B

L1

L2

Hybrid BControl

Loss

Echo suppressor

Talker
B

L1

L2

Hybrid B

+
–

x(t)

z(t)e(t)

Echo canceler

Adaptive
filter

y(t)^

Figure 2. Echo suppressor attempts to remove echo by inserting Figure 3. Echo canceler continually removes echo even if near-end
switched loss when near-end speech (Talker B) is not present. talker is active.
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y(t) = x(t) ∗
L−1∑
l=0

hlwl (t)

=
L−1∑
l=0

hlxl (t)

= hhhTxxx

(1)

Here � indicates convolution, xl(t) is the output of the lth filter
component, and hl is the lth expansion coefficient. In the last
line of Eq. (1) we have introduced matrix notation, which will
be useful later. The boldface quantities h and x are column
vectors with dimension L � 1, and the superscript T denotes
matrix transpose. Also, for simplicity of notation, we will sup-
press the dependence of quantities on the time t, except where
it helps avoid confusion.

In the special case when wl(t) � �(t � l�), the filter be-
comes an L-tap transversal filter (tapped delay line) with a
delay � between taps, as illustrated in Fig. 4(b). This is the
most commonly used filter structure, although other struc-
tures [e.g., when the wl(t)’s are Laguerre functions or trun-
cated (or damped) sinusoids] have been tried (1). In the dis-

W0
x0(t)

x(t) y(t)

h0

h0

WL– 1 hL – 1xL – 1(t)

W1
x1(t) h1

y(t)
hL – 1

h1

...

...

(a)

(b)

x(t) ∆∆∆

Σ

Σ

crete-time case, this structure is known as a finite impulseFigure 4. Two methods for synthesizing echoes: using a filter expan-
response (FIR) filter.sion (a) and tapped delay line filter (b).

The general properties of the adaptation algorithms that
we shall discuss presently arise mainly from the fact that the
output depends linearly on the parameters hl. Therefore, our
discussion will apply for any choice of functions wl(t) (al-

thetic echo is generated by passing the signal of path L1 though, of course, the rate of convergence will depend
strongly on that choice). The general features will, in fact, bethrough a filter whose impulse response (or transfer function)
valid even if the xl(t)’s are nonlinearly filtered versions ofmatches that of the echo path from x(t) to z(t) via hybrid B.
x(t). This fact allows one to handle a class of nonlinear echoAs mentioned previously, the echo path is highly variable,
paths by the same methods. A proposal to do this appears inso the filter in Fig. 3 cannot be a fixed filter. It must be esti-
Ref. 12 but, to our knowledge, has never been used in echomated for the particular local loop to which the hybrid gets
cancellation for speech signals.connected. One simple way to derive the filter is to measure

the impulse response of the echo path and then approximate
The Stochastic Gradient Algorithmit with some filter structure (e.g., a tapped delay line). How-

ever, the echo path is, in general, not stationary. Therefore, By far the most popular algorithm for adapting the filter
such measurements would have to be made repeatedly during structure of Eq. (1) to the echo path is the stochastic gradient
a conversation. Clearly this is highly undesirable. To elimi- algorithm. It is now popularly known as the least mean
nate the need for such measurements, the filter is made adap- square (LMS) algorithm and was first introduced around 1960
tive. An algorithm is implemented that uses the residual er- for adaptive switching (13). The LMS algorithm was initially
ror to adapt the filter to the characteristics of the local loop, used for echo cancelers (1) and adaptive antenna arrays (14)
and to track slow variations in these characteristics. In the in the mid-1960s. Since then, its use has expanded to the gen-
next section we will discuss several basic adaptation algo- eral field of adaptive signal processing (15,16), finding appli-

cations in many other areas, such as interference cancella-rithms in some detail.
tion, equalization, and system identification.

The basic idea of the stochastic gradient algorithm is quite
simple. Suppose z(t) is the hybrid return signal in Fig. 3. Let

ADAPTIVE CANCELLATION us assume that

To implement a filter that approximates the echo path, the z(t) = y(t) + v(t) (2)
first step is to choose a representation of the filter in terms of

where y(t) is an echo of the input signal x(t) and v(t) is ana finite number of parameters. Assuming the echo path to be
added noise component that may include talker B’s speech.linear, this can be achieved by finding an expansion of the
We will assume that y(t) has the representation given in Eq.impulse response of the echo path in terms of a set of basis
(1) for some (unknown) coefficient vector h. If this is notfunctions. The problem then reduces to the estimation of the
strictly true, then v(t) will include the residual modeling errorexpansion coefficients. If wl(t), l � 0, 1, 2, . . ., L � 1 is the
as well.(truncated) set of basis functions, then the expansion can be

Suppose an estimate of the echoimplemented by the set of L filters illustrated in Fig. 4(a).
The output of the filter bank, y(t), is related to the input x(t)
by the relation ŷ(t) = ĥhh

T
xxx (3)
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first difference. We will, however, start with the analog repre-
sentation in this section. This is partly for historical reasons
[the earliest echo canceler was implemented as an analog de-
vice (1)] but also because the basic properties are easiest to
describe in the continuous version. Necessary modifications
for the discrete-time case will be added later.

The circuit of Fig. 5 includes a function F that equals the
identity function when implementing Eq. (6). The introduc-
tion of F allows one to handle a more general criterion than
the squared error. For instance, if the expectation of the mag-
nitude of the error is to be minimized, then F( � ) � sign( � )
must be chosen. This choice of F has been used in some imple-
mentations of the algorithm, (see, e.g., Ref. 17). Another
choice that has been recently shown to be useful is the ideal
limiter (18).

Convergence in the Ideal Case. Suppose first that the echo

Echo
path

∆ ∆ ∆

+

+
–

µ

h0

F

^

^

y(t)^

x(t)

hL–1
^

= +z(t) y(t) v(t)= –e(t) z(t) y(t)
Σ

path is perfectly stationary, the model represents the echo
Figure 5. An echo canceler utilizing the stochastic gradient tech- path exactly, and there is no noise or interrupting speech.
nique, also known as the LMS algorithm. Under these ideal conditions we have z(t) � hTx(t), and the

error e(t) is given by

is formed with a trial coefficient vector ĥ. We wish to imple-
ment an algorithm to improve ĥ (i.e., bring it closer to the

e(t) = (hhh − ĥhh)Txxx

= εεεTxxx
(7)

vector h). Since h is unknown, we must evaluate the goodness
of ĥ indirectly. One measure of the performance of ĥ is the

where � is the misalignment vector. Since h is assumed con-error
stant, the time derivative of ĥ and � are identical except for
the sign. Therefore, Eq. (6) can be rewritten ase(t) = z(t) − ŷ(t) (4)

Since the objective is to make the vector ĥ approximate the
dεεε

dt
= −µe(t)xxx (8)

vector h, one might search for the vector ĥ that minimizes
the expected value of the squared error e2(t). A natural way is Pre-multiplying both sides of Eq. (8) by 2�T, and noting that
to move ĥ in the direction opposite to the gradient of this 2�T(d�/dt) � d���2/dt, we get
expected error. Thus one might try the algorithm

d
dt

‖εεε‖2 = −2µe2(t) (9)

which shows that the length of the misalignment vector � is

dĥhh
dt

= −µ

2
∇E{[z(t) − ŷ(t)]2}

= −µ

2
∇E[e2(t)]

(5)

nonincreasing. It is strictly decreasing as long as there is an
uncanceled echo. Another important piece of information that

where � is a parameter that controls the rate of change, E can be gathered from Eq. (9) is that e2(t) eventually goes to
denotes mathematical expectation, and � is the gradient with zero. This is seen by integrating both sides of Eq. (9) with
respect to ĥ. Equation (5) is just one form of gradient search respect to t from 0 to T, which yields
for the location of the minimum of a function of several vari-
ables. What the stochastic gradient algorithm does is to re-
place the expected value of the squared error by the instanta- ‖εεε(0)‖2 − ‖εεε(T )‖2 = 2µ

∫ T

0
e2(t) dt (10)

neous value. As we shall see, even such a crude estimate of
the gradient is adequate, under certain reasonable conditions, Since the left-hand side is bounded by the initial value of
to make ĥ approach h. ���2, it follows that e2(T) must, in the limit, go to zero.

The stochastic gradient version of Eq. (5) is We cannot, however, be satisfied with the error going to
zero; we want the error to be zero not only for the signal his-
tory up to the present, but for all subsequent signals. Hence,
what we require is that the misalignment vector � should go
to zero. Unfortunately, that is not provable even in the ideal
situation considered in this section without imposing condi-

dĥhh
dt

= −µ

2
∇[e2(t)]

= −µe(t)∇[e(t)]

= µe(t)xxx(t)

(6)

tions on the input signal x(t). The reason is that e(t) � 0 does
not imply that � � 0, but only that � is orthogonal to x.Figure 5 illustrates the block diagram of a circuit to imple-

ment the adaptation according to Eq. (6). The circuit shows Sufficient conditions for the convergence of � to zero are
derived in Ref. 19, and we will not discuss them here. How-an analog implementation. All current implementations are

digital and are obtained by sampling all the functions at the ever, intuitively speaking, the conditions assure that the
time-varying vector x(t) does not stay confined to a subspaceappropriate (Nyquist) rate and replacing the derivative by a
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of dimension less than L for too long (i.e., x should evolve in does the echo path. Whitening it, therefore, requires a fast
adaptation, in addition to the adaptation to the echo path.time in such a way as to cover the entire L-dimensional

space). In modern terminology, this is referred to as ‘‘persis- However, one source of variability of the eigenvalues can be
eliminated rather easily. This is the variability due to thetent excitation’’ (Ref. 16, pp. 690–692).

Even when the persistent excitation condition is satisfied, change in signal level. Since the eigenvalues are proportional
to the variance (or power) of the input signal, this objectiveit is a difficult matter to get accurate estimates of the rate of

convergence of �. Suppose, for instance, that x(t) is a member can be accomplished by dividing the right-hand side of Eq. (6)
by a local estimate of power. One simple way is to modify Eq.of a stationary ergodic process. One would expect that in this

case the expected convergence rate could be easily computed. (6) to
This is not the case. If, for instance, the expectation of both
sides of Eq. (9) is taken, it does not help because the right-
hand side depends on � itself. However, if � is very small,

dĥhh
dt

= µ
e(t)
xxxTxxx

xxx(t) (13)

then one can assume that on the right-hand side, � and x are
independent. (For small �, � changes slowly, and one may All line echo cancelers in use today implement a discrete-
assume that the expectation on the x ensemble, Ex, can be time version of Eq. (13); that is,
taken with � assumed quasi-constant.) This is known as the
independence assumption (1), which can be justified rigorously
as a first-order perturbation approximation (20). Under this

ĥhhn+1 = ĥhhn + µ
en

xxxT
n xxxn

xxxn (14)

assumption we see that, using Eq. (7),
where � is a new constant and the subscript n indicates the
value of a quantity at time t equal to n times the sampling
interval. Because of the division by the input power, this algo-

Ex[e2(t)] = Ex[εεεTxxxxxxTεεε]

= εεεT Rεεε
(11)

rithm is called the normalized LMS (NLMS) algorithm.
The discrete-time formulation also introduces a new ele-where R � E[xxT] is the correlation matrix of x. Then the

ment into the convergence problem: Due to the one-sampleexpected value of Eq. (9) gives the exponentially decaying up-
update delay, the algorithm can go unstable if the step size �per and lower bounds
is increased beyond a certain value. Analysis of this stability
condition is facilitated by again invoking the independenceexp(−2µλmaxt) ≤ E‖εεε‖2 ≤ exp(−2µλmint) (12)
assumption. For the LMS algorithm [Eq. (14) without the nor-
malizing denominator], making the independence assumptionwhere �max and �min are, respectively, the maximum and mini-
shows that convergence of the adaptive weight vector in meanmum eigenvalues of R.
is assured if � � 2/�max (15). However, convergence of theFortunately, for convergence rates of interest in general,
mean-square weight and mean-square error is somewhatthese bounds are useful. Nevertheless, it is important to re-
more restrictive, requiring � � (2/3)/tr(R) (21). The NLMSmember that the bounds are not valid for large �. For in-
algorithm of Eq. (14) can be interpreted as a projection thatstance, if �min 	 0, the upper bound shown implies that � can
solves an underdetermined least mean square problem (Ref.be made to go to zero as fast as desired by merely increasing
16, pp. 352–356), and for a stationary process, convergence in�. This is not the case. In fact, the following simple argument
the first and second moment is guaranteed for � � 2 (22).shows that the convergence rate must start decreasing when
This result has also been shown to hold for a (nonstationary)� is increased beyond a certain value. Note from Eq. (8) that
spherically invariant process (23), which has been suggested� changes in a direction such as to make it more orthogonal
as a model for speech signals. For both LMS and NLMS, ato x. If � is so large that � can change much faster than x, it
good rule of thumb for achieving fastest convergence is to setis intuitively clear from Eq. (7) that � rapidly becomes perpen-
the step size to about half of its maximum stable value [i.e.,dicular to x. From there on, it stays perpendicular to x and
� � (1/3)/tr(R) for LMS and � � 1 for NLMS]. However, inhence does not change in length appreciably. (If x were a
practice, even smaller values are usually used to ensure sta-strictly constant vector, � would not change at all once it be-
bility in the presence of transient disturbances.came perpendicular to x.)

The argument of the last paragraph shows that the conver-
gence rate goes to zero as � � �, and it obviously goes to zero Convergence in the Nonideal Case. The convergence process,

in practice, is even more complicated than described in theas � � 0. Therefore, there is some optimum value of � that
gives the most rapid convergence. There is no known way to previous section. Detailed discussion of the nonideal case is

beyond the scope of this article. However, in Refs. 19 and 24derive this optimum even for a simple (e.g., stationary er-
godic) input signal x(t), let alone a speech signal. A good set- it is shown that under essentially the same restrictions on

x(t), theoretical bounds can be derived in the nonideal case asting can only be found experimentally. However, some theo-
retically derived bounds, and a more rigorous derivation of well. If the only perturbation is an additive noise, then the

vector � converges to lie within a sphere around the origin,the intuitive arguments presented, may be found in Ref. 19.
Although the convergence rates are difficult to estimate, it whose radius is proportional to the root mean square (rms)

value of the noise. If the echo path is not constant, then theis clear from Eq. (12) that the convergence rate can fluctuate
quite a lot if the spread of eigenvalues of the correlation ma- radius of the sphere is also proportional to the rate of change

of the impulse response.trix R is large. To reduce these fluctuations, one would ideally
want to ‘‘whiten’’ the speech signal (i.e., make all the eigen- The most severe situation arises during intervals of double

talking (i.e., intervals during which the speech from speakersvalues equal and constant). Speech is a nonstationary signal
whose spectral properties change much more rapidly than A and B is present simultaneously at the echo canceler). If
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the echo canceler has converged to a small misalignment, the consistently better than h̃ over some specified time interval.
The decision when to transfer coefficients may be based oninterfering speech signal from B can be much louder than the

uncanceled echo and can completely misalign the canceler in observation of e, ẽ, ĥ, h̃, x, and z. The added memory and
computational requirements have discouraged use of this al-a very short time. About the only effective way of dealing with

this problem is to use a system similar to the echo suppressor gorithm in the past, although it has been incorporated into a
few products. Continued reduction in the cost of digital signalto detect the occurrence of double talking. However, instead

of breaking the return path, just the adaptation loop is tempo- processing should make this algorithm find widespread appli-
cation.rarily disabled during these intervals.

One of the most widely used double-talk detectors is the
so-called Geigel algorithm (25), which declares the presence The Least Squares Algorithm. Previously we noted that the
of near-end speech whenever impulse response ĥ can be estimated by minimizing the ex-

pectation of the squared error, e2. The stochastic gradient al-
gorithm sidesteps the problem of estimating the expected|y(n)| > β max

n−L≤m<n
|x(m)| (15)

value of e2 by taking an incremental step in the direction that
reduces its instantaneous value. Instead of this, the LS algo-where � is a suitably chosen constant [e.g., 1/2 (�6 dB)]. The
rithm minimizes a better deterministic approximation to theGeigel algorithm works fairly reliably for line echo cancelers
expected value. Specifically, considering the discrete-time for-where the hybrid echo return loss is reasonably well defined.
mulation, the LS algorithm computes the vector ĥ that mini-However, for acoustic echo cancelers, selection of the thresh-
mizes the arithmetic mean of e2

m for some range of samplingold value � is more problematic because, for example, the re-
instants m. This is equivalent to minimizingturn loss may be negative (a gain). Some recent advances in

double-talk detection additionally make use of the correlation
(26) or coherence (27) between x and y or between x and e. A
proof of the equivalence of these techniques as well as a new

ξn =
n∑

m=n−M+1

e2
m (16)

normalized correlation technique appears in Ref. 28.
Upon substituting for e in terms of ĥ and x, the problem re-
duces to minimizingOther Algorithms

Before turning to a discussion of acoustic echo cancelers, let
us briefly discuss four algorithms that attempt to improve on ξn = ĥhh

T

n X T
n Xnĥhhn − 2pppT

n ĥhhn +
n∑

m=n−M+1

z2
m (17)

the simple stochastic gradient algorithm discussed so far: (1)
a canceler based on two echo path models, (2) the least

Here Xn is an M � L matrix whose mth row (1 
 m 
 M) issquares (LS) algorithm, (3) the recursive least squares (RLS)
xT

n�M�m, and the vectoralgorithm, and (4) the affine projection (AP) algorithm. None
of these is in common use for line (or acoustic) echo cancella-
tion, although prototypes have been implemented. The main
reason why the two-path approach has not found wide appli-

pppn ≡
n∑

m=n−M+1

zmxxxm (18)

cation is the difficulty in designing a decision algorithm
Setting the gradient of �n in Eq. (17) to zero shows that ĥn isneeded for its implementation, as well as the additional mem-
the solution ofory requirements. As for the LS and RLS algorithms, the

main reason is the added computational complexity. The AP
algorithm attempts to bridge the gap in complexity between X T

n Xnĥhhn = pppn (19)
the LS and RLS algorithms and the much simpler LMS and
NLMS algorithms. Also, there are now fast recursive least- and can be computed by a single matrix inversion. Since the
square (FRLS) and fast affine projection (FAP) algorithms. In matrix to be inverted is of size L � L, its inversion would
view of the rapid advancement of digital technology, these ordinarily require O(L3) computations. (Recall that L is the
and other more complex algorithms will, no doubt, be used in length of the vector ĥn.) However, if the adaptive structure is
the near future. a transversal filter, then the matrix Xn is Toeplitz (i.e., all

entries on any diagonal are identical). Taking advantage of
this property, the inversion can be performed in O(L2) opera-Two Echo Path Models. In the discussion of the stochastic
tions (30).gradient algorithm, we defined the error signal e � z � ĥTx,

The solution depends on both n and M. The matrix XT
nXn iswhich was used to control the adaptation of the cancelling

invertible if and only if Xn has independent columns. If this isfilter ĥ. In the usual implementation of the echo canceler, this
not the case, then the solution is not unique, and a pseudoin-same error signal is the one sent to the remote station as
verse of XT

nXn can be used to select the minimum norm solu-the echo-canceled signal. However, this is not imperative. The
tion. If the input and the echo path were stationary, the de-returned signal could be derived differently, say as ẽ � z �
pendence on n would be eliminated, and a single matrixh̃Tx, where the filter h̃ is derived from, but not identical to,
inversion would be required. However, because of the timeĥ. In Ref. 29, it is argued that this observation can be used
variations of hn, the solution ĥn must be updated as often asto advantage. Since the gradient used in the LMS algorithm
the available hardware allows.is only a very crude estimate of the gradient of the mean

squared error, every adaptive step does not necessarily im-
prove ĥ. The authors’ suggestion is to monitor both e and ẽ The Recursive Least Squares Algorithm. The least squares al-

gorithm is a block processing algorithm. An optimum esti-and to copy the coefficients of ĥ into h̃ whenever ĥ performs
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mate of h is derived from a block of data (of length M in the proved convergence. We note, however, that under certain
circumstances, the tracking performance of the RLS algo-preceding description). This optimum estimate is assumed to

be valid until the next block of data is processed to give a new rithm may not be improved over that the LMS algorithm (31).
As in the case of the LS algorithm, the computational re-estimate of h, and so on. There is an alternative algorithm in

which an optimal estimate of h is obtained recursively at ev- quirements can be reduced dramatically if the adaptive struc-
ture is a transversal filter. Algorithms that accomplish this,ery time instant. The algorithm is a deterministic version of

the Kalman filter. At every instant, the estimate ĥn mini- known as fast RLS or fast transversal filter algorithms, have
been developed in Refs. 32 through 34 and others. Theymizes a weighted sum of the squared errors at all past in-

stants of time. To be able to track slowly varying impulse re- achieve the good convergence properties of the RLS algorithm
at a computational requirement that grows linearly with L.sponses, the weighting is chosen such that errors in the

remote past do not affect the current estimate. Recursive al- The main limitation of these fast algorithms is that they
tend to be numerically unstable unless multiple precisiongorithms can be derived for several weighting functions that

achieve this objective. One convenient error measure is arithmetic is used. In practical implementations the algo-
rithms have to be periodically reset. Nevertheless, as men-
tioned later, the fast transversal filter algorithm has recently
been successfully implemented for subband acoustic cancella-

ξn =
n∑

m=−∞
λn−me2

m (20)

tion. Further progress on stabilization of the fast RLS algo-
rithm has been reported in Ref. 35.with � chosen in the range 0 
 � � 1. The value chosen for �

determines the effective duration of the past input that is
Affine Projection Algorithms. An algorithm was introducedused to derive the current estimate ĥn.

in Ref. 36 based on affine projections of the most recent MIn terms of x and ĥn, Eq. (20) can be rewritten as
data vectors and is the basis for algorithms that converge rap-
idly for autoregressive (AR) processes of order less than or
equal to M and with numerical complexity ML, which is inter-ξn = ĥhh

T

n Rnĥhhn − 2pppT
n ĥhhn +

n∑
m=−∞

λn−mz2
m (21)

mediate between that of LMS and RLS. The affine projection
algorithm can be viewed as a generalization of the NLMS al-where the matrix
gorithm (M � 1) and can be embellished and interpreted from
various viewpoints (37). A numerically efficient implementa-
tion of the algorithm appears in Refs. 38 and 39.Rn ≡

n∑
m=−∞

λn−mxxxmxxxT
m (22)

SINGLE-CHANNEL ACOUSTIC ECHO CANCELLATIONand the vector

The problem of canceling acoustic echoes in hands-free tele-
phony and teleconferencing differs from the cancellation of

pppn ≡
n∑

m=−∞
λn−mzmxxxm (23)

line echoes mainly because of the different nature of the echo
paths (40). Instead of the mismatch of the hybrid, a loud-Thus at time n, the optimal impulse response vector ĥn is the
speaker-room-microphone system needs to be modeled insolution of
these applications (Fig. 6). As with line echoes, echo suppres-
sors can be employed, but for reasons discussed later they areRnĥhhn = pppn (24)
even less satisfactory in this regime. Accordingly, this section
will focus mainly on acoustic echo cancellation.From the definitions of Rn and pn it is straightforward to

Comparing typical impulse responses of echo paths for lineshow that they satisfy the recursions
echoes and acoustic echoes, it becomes obvious that acoustic
echo cancellation is a far more challenging task than line echoRn = λRn−1 + xxxnxxxT

n (25)
cancellation. The duration of the impulse response of the
acoustic echo path is usually several times longer (100 ms to

and
400 ms) and it may change rapidly at any time (e.g., due to an
opening door or a moving person). Achieving even a modestpppn = pppn−1 + znxxxn (26)

Because of the recursion in Eq. (25), R�1
n can be obtained by

updating R�1
n�1 through use of the matrix inversion lemma

(Ref. 16, p. 480). The optimal estimate ĥn is thus obtained
recursively from ĥn�1. The update algorithm is rather cumber-
some, although simple in principle. We refer the reader to
Ref. 16, Chapter 13 for details.

Recursion based on Eqs. (25) and (26) requires O(L2) opera-
tions per iteration. Although much less than the O(L3) compu-
tations that would be required without the recursions, the

Adaptation

Remote
speaker

Model
filter

+– +

Echo
path

computational load is still much more than the 2L multiplica-
tions per iteration required by the LMS algorithm. The ad- Figure 6. An acoustic echo canceler is used to cancel echoes that

arise from coupling between a loudspeaker and microphone.vantage gained by the extra computations is the highly im-



116 ECHO CANCELLATION FOR SPEECH SIGNALS

improvement (say, a misalignment 20 dB below the uncan- sion using low-order adaptive transversal filters (46,47). Se-
lective echo suppression can also be applied within theceled room response) requires a transversal filter with over

1000 taps at an 8 kHz sampling rate for a typical office (40). structure of subband acoustic echo cancelers (11), to be dis-
cussed later.Some commercial products foresee requiring as many as 4000

taps at a 16 kHz sampling rate. In Ref. 41, a method is pro- All of the aforementioned approaches attempt to improve
convergence speed without adding too much computationalposed for reducing the number of parameters by modeling the

acoustic echo paths as a recursive, or infinite impulse re- complexity. Recently, subband techniques have been devel-
oped to reduce the computational complexity of acoustic echosponse (IIR), filter with common acoustical poles and zeros.

However, this appears to be useful only at low frequencies cancelers with long impulse responses, while at the same time
providing more favorable circumstances for fast convergence.below about 1 kHz. Therefore, adaptive transversal, or finite

impulse response (FIR), filters are still the preferred choice.
For line echo cancellation, it is sometimes possible to Subband Approach

switch to a slower-converging tracking mode after an initial
Subband structures were first proposed in 1984 indepen-

rapid convergence (with, for example, a training signal). This
dently in Ref. 48 for teleconferencing purposes, and in Ref. 49

is because for certain circuits it is possible to assume that the
as a general framework for acoustic echo cancellation. The

echo path varies only very slowly. As mentioned previously,
fundamental structure is depicted in Fig. 7. With reference to

this is not a good assumption for acoustic echo cancellation,
that figure, it is seen that the input and output signals of the

so one cannot switch to a slowly converging algorithm even in
echo path are passed through identical analysis filter banks

the tracking mode. Indeed, some theoretical models cast
A, producing vectors of M subband signals that are sampled

doubt as to whether the LMS algorithm can ever satisfacto-
at a reduced rate. The cancellation structure C forms a vector

rily track typical acoustic changes in a room (42), and as pre-
of subband signals ŷ to approximate the corresponding sub-

viously mentioned, the RLS algorithm may fare even worse
band echo signals y. The resulting subband errors e are

in this respect (31).
passed through a synthesis system S to give a full-band sig-

We see, therefore, that acoustic echo cancelers require
nal e, which is then transmitted back to the remote loud-

more computing power than line cancelers for two reasons:
speaker. The adaptation block utilizes the vector of subband

first, just because of the length of the impulse response to be
error signals and input signals to adjust the input-output

compensated, and second, because faster converging algo-
characteristics of the cancellation unit so as to drive the vec-

rithms are desirable. Current products (and prototypes) only
tor of error signals toward zero.

partly meet these requirements. This is mainly because they
Intuitively, the promise of the subband structure is two-

use the LMS type of adaptation algorithms. Such algorithms
fold: On the one hand, the computational complexity is re-

are known to perform poorly for long impulse responses and
duced because of the downsampling, and on the other hand,

with speech as the input signal (16).
the convergence of the adaptation algorithms is expected to

As mentioned previously, LS and RLS algorithms can in-
speed up for LMS-type algorithms because of the decomposi-

crease convergence speed. They have recently been success-
tion of the input speech signal. To illustrate the advantage

fully used to implement line echo cancelers. However, they
in computational complexity, consider the case in which the

are still infeasible for acoustic echo cancellation because of
canceler has M parallel adaptive filters, and all subband sig-

the long impulse responses involved. Other methods have
nals are downsampled by the same factor R. Assume that the

therefore been explored to improve the convergence speed of
impulse response of each of the subbands has the same length

LMS-type algorithms. One direction aims at ‘‘whitening’’ the
speech signal for the adaptation. A simple way to do this is to
employ a continuously updated first-order linear predictor to
prewhiten the reference signal x used to update the adaptive
weight vector (43), and this leads to faster convergence with
little increase in complexity. Another direction foresees time-
varying step size factors for the different taps of the LMS-
adapted FIR filter. A general method for doing this, not spe-
cifically tailored for the acoustic echo cancellation problem,
was suggested in Ref. 44. Another approach exploits the
structure of the impulse response of the acoustic echo path
and assigns different step sizes to different sections of the
echo path impulse response (1,45). The idea is that, ideally,
the impulse response samples with large values are adapted
with large step size while those with small values get a small
step size. This should result in a faster overall convergence.
Obviously, the efficiency of this method depends highly on the
a priori knowledge concerning the current echo path impulse
response and the ability to adjust the step size accordingly.

As previously mentioned, echo suppressors by themselves
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are unsatisfactory for acoustic echoes. However, such tech-
niques can be used to augment acoustic echo cancellation in Figure 7. Block diagram of a subband echo canceler showing analy-
suppressing residual echo. These techniques include the con- sis (A) and synthesis (S) filter banks, subband cancellation unit (C),

and adaptation control.cept of ‘‘center clipping’’ (11) and frequency-selective suppres-
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as the full-band impulse response. Then the number of coeffi- Synthesis-dependent implementations can be very efficient
when the impulse responses are long since orthogonal trans-cients in each band needed for its representation is fewer by

a factor R compared to the full-band representation because forms can be utilized (54). However, a major shortcoming of
this technique is that the error information is available to theof the downsampling. Further, filtering and adaptation of the

subband cancelers is performed at the reduced sampling rate. adaptation algorithm only after having been delayed by the
synthesis filter bank. This has a deleterious effect on conver-Therefore, the computational complexity (measured as com-

putations per second) for one subband canceler is 1/R2 that of gence, especially when the echo path response is changing
rapidly. Another disadvantage of this configuration is appar-the full-band canceler. Taking into account all M subbands,

the complexity can be expected to be reduced by a factor of ent when we observe that the cancellation unit is a set of M
parallel adaptive filters each with a single input and a singleapproximately R2/M, assuming that the computational load

for the analysis and synthesis systems is negligible. The re- output, and the adaptation algorithm must adapt all these
filters on the basis of a common error signal. The componentsduction in computational complexity can be exploited in sev-

eral ways: The overall system bandwidth or the duration of of the error signal outside the frequency range of each filter
thus act as a noise on the adaptation process for that filter.the impulse response to be modeled can be increased, more

complex adaptation algorithms can be employed, or, most ob- Therefore, the synthesis-independent solution of Eq. (30) is
the most useful structure in practice.viously, hardware can be saved to reduce cost. The price paid

for these advantages can also be inferred from a comparison Much work has been carried out to develop cancelers using
only two or four bands (43,48,55,56). However, other authorsof Figs. 6 and 7: In the subband canceler the microphone sig-

nal is delayed before it is sent to the far end by the group have tried to explore the concept to a greater extent
(50,53,57–63). The previously mentioned whitening techniquedelay of the cascade of analysis and synthesis filters. Means

for dealing with this problem of delay will be described later. can also be applied in subbands (64).
Let us consider some of the implications of solutions to theBefore discussing possible choices for the components of

the subband echo canceler, let us temporarily set aside the cancellation condition, Eq. (30). As before, assuming that the
cancellation unit consists of a set of M parallel (adaptive) fil-problem of adaptation algorithms and concentrate on defining

structures that are capable of performing the required cancel- ters, Eq. (30) has analytically well-defined solutions for given
analysis/synthesis systems, as derived in Refs. 50 and 53.lation. Once we have identified appropriate structures, we

will take up the question of adaptation algorithms suitable in There, it is shown that solutions exist if and only if the analy-
sis produces aliasing-free subband signals. Obviously, this re-the context of acoustic echo cancellation.

Assuming that all systems involved are linear and consid- quires bandpass filters with infinite stop-band attenuation.
Also, the downsampling factor R must be chosen such thatering a fixed but arbitrary instant in time, a matrix notation

in the z-transform domain can be used to describe the sub- the passband and transition region of the modulated versions
of the analysis bandpass do not overlap in the frequency do-band structure conveniently (50). For analysis and synthesis

we allow the general class of systems that can be represented main after downsampling. If this requirement is met, each
subband canceler has to model an ideally bandpass-filteredas filter banks with time-invariant filtering and downsam-

pling or upsampling, respectively (see, e.g., Refs. 51 and 52). and downsampled version of the full-band echo path impulse
response. The passband of the ideal bandpass should coverAlthough extension of the description to nonuniform down-

sampling factors is possible (53), we use here the same down- the transition and passband region of the corresponding anal-
ysis bandpass. However, this solution can obviously not besampling factor R for all subbands for the sake of simplicity.

Then the general cancellation condition for nulling the local realized in the strict sense. First, bandpass filters with infi-
nite stop-band attenuation can only be approximated and,signals,
second, filtering a finite impulse response with an ideal band-
pass leads to an impulse response that extends from �� toeee(t) ≡ 0 (27)
�� in the time domain and, therefore, is not realizable either.

implies that (50) Thus, two approximation problems are linked to the realiza-
tion of the frequency-subband concept, and it is important to

S(z)C(zR)A(z)xxx(z) = S(z)A(z)H(z)xxx(z) (28) consider the extent to which the approximation errors impair
its usefulness. This is briefly outlined in the next section,

where the matrices A(z), S(z), H(z), C(zR) correspond to analy- where the minimum misalignment that can be obtained for a
sis, synthesis, echo path, and cancellation unit, respectively, given frequency subband configuration is considered (for fur-
and the vector x(z) corresponds to the input signal. For signal- ther details see Refs. 53 or 60).
independent solutions we must have

Approximation of the Subband Solution. Let us consider theS(z)C(zR)A(z) = S(z)A(z)H(z) (29)
approximation of Eq. (30) that is possible with ideal settings
of the cancelers. In the next section we will consider the adap-Solutions satisfying Eq. (29) are called synthesis dependent
tation aspects. We will use a quadratic distance measure tobecause, in general, the fact that the full-band error is zero
estimate system misalignment. This may be interpreted asdoes not imply that the vector of subband errors is also zero.
the transmission loss factor of the corresponding system withThe latter condition is met by the subset of solutions of Eq.
white noise as the input signal. The misalignment of the(29) that satisfy the stricter condition
whole structure has two components: the misalignment due
to the residual aliasing within the subband signals and theC(zR)A(z) = A(z)H(z) (30)
misalignment of the subband cancelers due to the truncation
of their impulse responses. Numerical investigation showsSolutions of Eq. (30) are called synthesis independent.
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that the overall system misalignment is dominated by the of the frequency responses of the analysis filters cause
notches in the subband spectra at the band edges, thus creat-truncation effect until it reaches a certain threshold (e.g.,

about �25 to �30 dB for M � 16 and R � 12) (60). For ing some very small eigenvalues. Indeed, the convergence be-
havior of the subband canceler itself is, in general, not bettersmaller misalignment, the truncation errors of the subband

cancelers have little impact and the misalignment of the for a subband signal than for the full-band signal. The im-
provement that is observed for the subband structure as awhole system is determined mainly by the aliasing caused by

the finite stop-band attenuation of the analysis filter. The rea- whole is the result of the same masking property that affects
the truncation errors: The overall system misalignment at theson for this becomes obvious from the following consideration

of the spectral distribution of the truncation error. band edges of the subband canceler spectra get little weight
due to the characteristics of the analysis and synthesis filters.If only a small number of coefficients is used to approxi-

mate the response of the ideal subband canceler, the trunca- These parts of the subband canceler spectra are the same
ones that are affected by the small eigenvalues of the subbandtion will cause more or less uniformly distributed deviations

from the ideal frequency response of the subband canceler. signal, and, therefore, correspond to the slower converging
modes. But as these modes have little influence on the overallBeyond a certain number of coefficients, the truncation error

in the inner region of the subband will be small and the mis- system misalignment, the subband canceler initially con-
verges faster than a full-band system because the eigenvaluealignment of the subband canceler is mainly determined by

the amount of error concentrated at the band edges, where spread in the inner region of the subband spectra is indeed
smaller than that of the full-band signal. The increased con-the steep slope has to be approximated. This contribution to

the misalignment of the subband canceler, however, has little vergence speed for ‘‘nonwhite’’ input signals is, therefore, the
result of an only indirect ‘‘whitening’’ effect. The residualinfluence on the misalignment of the overall system. This is

because the misalignment due to the subband canceler is band-edge components, however, cause slow asymptotic con-
vergence (65). As a solution to this problem, it was suggestedheavily weighted down at the band edges by the analysis and

synthesis bandpass filters. Thus, once a certain level of trun- in Ref. 65 that the analysis filter bandwidth be increased so
as to push out the band-edge energy beyond the passband ofcation error at the band edges has been achieved, there is

little to be gained by increasing the length of the subband the synthesis filter, thereby eliminating slowly converging
components. This idea was subsequently developed and dem-canceler. This observation is important for an efficient design

of the canceler: It implies that the delay needed to model non- onstrated in Ref. 66.
Skipping all the incremental improvements that are possi-causal coefficients of the subband canceler impulse response

can be kept small. Once the truncation error has been re- ble to speed up the normalized LMS algorithm in the subband
structure (see the section on full-band approaches), let usduced to a low value, the stop-band attenuation controls the

residual misalignment. The stop-band attenuation must be mention briefly the most sophisticated adaptation algorithm
used so far for acoustic echo cancellation. This is the RLSchosen sufficiently high so as to keep the misalignment due

to aliasing small. implementation, as proposed in Ref. 61. In this implementa-
tion, the number of subbands is M � 16, the decimation rateThe effect of the aliasing within the subband signals also

explains the problems with the otherwise attractive choice of is R � 13, and the subband filters have about 100 taps each.
The adaptation algorithm is a modified version of the fastcritical sampling (R � M) (62). Perfect reconstruction filter

banks with critical sampling cause the transition regions of transversal filter algorithm of Ref. 34 mentioned previously.
As discussed in that section, such algorithms need to be peri-the analysis filters to be aliased into the subband signals.

This causes severe misalignment of the overall subband odically reinitialized to guarantee numerical stability. To
avoid sudden large increases of misalignment, the subbandstructure (62). For this reason it is necessary to choose R �

M to decrease the aliasing of the transition regions, even filters are reset one at a time. The computational complexity
is only on the order of a full-band implementation of the LMSthough this sacrifices some computational efficiency.
algorithm, whereas the initial convergence speed is compara-
ble to that of a full-band RLS algorithm.Adaptation of the Subband Structure. As pointed out earlier,

the canceler in each subband is essentially independent of the
others. Therefore, the subband structure can utilize any of Extensions of the Subband Structure. There are at least two

areas in which subband cancelers could be improved. First,the adaptation algorithms developed for full-band cancelers.
We will discuss a few of them, emphasizing the differences the cancelers discussed previously realize the cancellation

condition of Eq. (30) with a bank of adaptive filters, in whichcompared to their application in full-band systems.
To date, the normalized LMS algorithm is the most wide- aliasing is kept small by choosing a decimation rate, R less

than the number of filters M. The choice R � M is not recom-spread adaptation algorithm for both full-band and subband
systems. For this algorithm, it has been observed that the mended for M 	 4, because of the spectral gaps needed to

avoid aliasing. In an attempt to realize this maximum deci-initial convergence is faster in the subband canceler com-
pared to the full-band implementation. As discussed pre- mation, a structure is proposed in Ref. 62 that uses adaptive

cross filters to cancel the influence of aliasing in each sub-viously, the convergence speed of the LMS algorithm depends
directly on the eigenvalue spread of the autocorrelation ma- band. However, it appears doubtful that this structure would

have satisfactory convergence properties, except, perhaps, intrix of the input signal. Therefore, it is often concluded that
the eigenvalue spread of the subband signals must be smaller some special cases. The main subband filter and the corre-

sponding cross filters have to use the same subband error sig-than that of the full-band signal. However, examining the ac-
tual eigenvalues shows that their spread is in fact larger for nal to steer their respective adaptation by the LMS algo-

rithm. As such, the adaptation algorithms for the differentthe subband signals than for the full-band signal. This is be-
cause the subband signals are not really ‘‘whiter.’’ The slopes filters have no indication of the contribution of each to the
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age. However, there are many new applications in which
multichannel sound (e.g., stereo) is envisioned to provide an
ever more lifelike and transparent audio/video medium.
These applications include multiparty room-to-room confer-
encing, multiparty desktop conferencing, and interactive
video gaming involving multichannel sound. In these multi-
channel applications, there are multiple acoustic paths from
multiple loudspeakers to multiple microphones, and echos
arising from these paths must be cancelled for full-duplex
communication. As we shall see, there are unexpected compli-
cations with multichannel sound that require special
treatment.

As an introduction to the fundamental problem of multi-
channel acoustic echo cancellation, consider the room-to-roomy
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stereo conferencing scenario of Fig. 10 (68). A transmission
room is depicted on the right, wherein two microphones areFigure 8. A short wide-band adaptive filter (AF) is used to eliminate

delay in the signal path of a subband canceler. employed to pick up signals from a talker via two acoustic
paths that are characterized by the impulse responses g1 and
g2. (For convenience, all acoustic paths are assumed to include

total error. Therefore, it appears to be difficult to achieve sta- loudspeaker and/or microphone responses.) These stereo-
ble and fast initial convergence. Also, the fact that additional

phonic signals are then transmitted to loudspeakers in thecross filters have to be adapted reduces the computational ef-
receiving room on the left, which in turn are coupled to oneficiency, and the gain over a slightly oversampled system
of the microphones via the paths indicated with impulse re-(e.g., R � 3M/4) might be marginal.
sponses h1 and h2, producing an outgoing signal y. (SimilarOne undesirable aspect of subband cancelers is the delay
paths couple to the other microphone in the receiving room,introduced into the path from the near-end talker to the re-
but for simplicity, only echo cancellation for the one micro-mote listener. (The delay in the analysis and synthesis filters
phone signal will be discussed here; similar remarks willshown in the bottom portion of Fig. 7.) This delay may be 10
apply to the other microphone signal.)ms to 20 ms, giving a round-trip delay that is twice that

The previously discussed single-channel acoustic echo can-value. In some applications this much delay may not be toler-
celer is thus generalized using two adaptive FIR filters ĥ1able. An interesting variant of the subband canceler, which
and ĥ2 to model the two echo paths in the receiving room.eliminates this delay, has been proposed in Ref. 58 and is
Driving these filters with the loudspeaker signals x1 and x2depicted in Fig. 8. The analysis and synthesis filters are re-
produces an estimate ŷ that is subtracted from the echo signalmoved from the return path, and an extra synthesis filter
y to form an error signal e, which is intended to be small inbank is included in the path that generates the cancelling
the absence of near-end speech (i.e., speech generated in thesignal. Notice that the delay in the return path has been elim-
receiving room).inated; however, because of the delay in the adapted path, it

To generalize the LMS algorithm for stereo acoustic echois clear that the initial portion of the impulse response cannot
cancellation, let the echo signal be expressed as (68)be cancelled. Therefore, an additional full-band adaptive filter

(marked AF in Fig. 8) is necessary. With that filter included,
y(t) = hhhT

1 xxx1 + hhhT
2 xxx2 (31)the system is, in principle, able to cancel the echoes without

introducing delay. Note, however, that the adaptation algo-
where h1 and h2 are L-dimensional vectors of the loud-rithm is now forced to work with the full-band error signal.
speaker-to-microphone impulse responses in the receivingAs mentioned previously, this structure has certain disadvan-
room, and x1 � [x1(t), x1(t � 1), . . ., x1(t � L � 1)]T and x2 �tages. In particular, an inherent delay is introduced in the
[x2(t), x2(t � 1), . . ., x2(t � L � 1)]T are vectors comprisingfeedback loop. This might be a drawback in applications in
the L most recent loudspeaker signal samples. The error sig-which the impulse response is changing rapidly.
nal is then written asAnother technique to eliminate signal path delay, while re-

taining the computational advantages of subband processing,
was introduced in Ref. 67. A block diagram appears in Fig. 9. e(t) = y(t) − ĥhh

T

1 xxx1 − ĥhh
T

2 xxx2 (32a)
Here the adaptive weights are computed in subbands but are
then transformed to an equivalent full-band FIR filter, where ĥ1 and ĥ2 are L-dimensional vectors of the adaptive
thereby eliminating any delay in the signal path. This con- filter coefficients.
figuration is open loop in the sense that the error is derived The error signal can be written more compactly as
in subbands independent from the full-band output error. Al-
ternatively, a closed-loop version is also available that con- e(t) = y(t) − ĥhh

T
xxx (32b)

verges somewhat slower but is capable of completely eliminat-
ing the effects of aliasing (67). with

MULTICHANNEL ACOUSTIC ECHO CANCELLATION y(t) = hhhTxxx (33)

where ĥ � [ĥT
1�ĥT

2]T is the concatenation of ĥ1 and ĥ2 and, like-Until now, we have only considered single-channel acoustic
echo cancellation, which is the most prevalent in current us- wise, h � [hT

1�hT
2]T and x � [xT

1�xT
2]T. In terms of h, we can
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Figure 9. Another technique, called a de-
layless subband echo canceler, eliminates sig-
nal path delay by transforming subband adap-
tive weights (w0, w1, . . ., wM/2) to equivalent
wideband filter weights (w).
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rewrite Eq. (32b) as celers is apparent from Eq. (40): Even if the receiving room
impulse responses h1 and h2 are fixed, any change in G1 or
G2 requires adjustment of 1 and 2, except in the unlikelye(t) = (hhh − ĥhh)Txxx = εεεTxxx (34)
condition where 1 � 2 � 0. Thus, not only must the adapta-

where tion algorithm track variations in the receiving room, it must
also track variations in the transmission room. The latter
variations are particularly difficult to track; for if one talkerεεε ≡ hhh − ĥhh (35)
stops talking and another starts talking at a different loca-

is the composite misalignment vector. With this notation, and tion, the impulse responses g1 and g2 change abruptly and by
making the transition to discrete time, the two-channel very large amounts. The difficult challenge, then, is to devise
NLMS algorithm can be expressed as an algorithm that (as in the case of a single-channel canceler)

converges independently of variations in the transmission
room.ĥhhn+1 = ĥhhn + µ

en

xxxT
n xxxn

xxxn (36)
We note that the fundamental problem is not resolved even

if we know exactly the impulse responses g1 and g2, as in
where � is the adaptive step size. desktop conferencing, where x1 and x2 are synthesized (e.g.,

For the adjustment of the adaptive filter, Eq. (36) is for- synthesized stereo) by appropriate choice of g1 and g2. This is
mally identical to the adjustment of the single-channel echo because there is still no way to identify h1 and h2 uniquely.
canceler discussed previously. It therefore follows that the er- If two or more independent and spatially separated sources
ror e(t) eventually converges to zero for suitable choice of the are active in the transmission room, then the nonuniqueness
step size �. However, e(t) � 0 does not necessarily imply that problem essentially disappears because Eq. (40) cannot be si-
��(t)� � 0 (i.e., ĥ � h), which is the primary goal of the adap- multaneously satisfied for two linearly independent choices of
tive filter. The importance of requiring that ĥ � h was dis- the vector (G1, G2) unless 1 � 2 � 0. Similarly, if the trans-
cussed previously for the single-channel case; as we will see, mission room frequency responses G1 and G2 vary more rap-
this becomes even more critical in the case of multichannel idly over frequency than 1 and 2, this tends to force the mis-
cancelers. alignment to zero because Eq. (40) cannot otherwise be

simultaneously satisfied over a frequency range for which 1Misalignment: The Nonuniqueness Problem and 2 are constrained to be nearly identical while G1 and G2

change appreciably. This situation actually occurs in room-to-The main new feature that distinguishes stereo echo cancel-
room conferencing because the impulse responses g1 and g2ers from conventional single-channel cancelers can be ex-
are generally longer than L and the number of taps used toplained even without considering the ‘‘control’’ aspects of the
model h1 and h2 and their frequency responses vary rapidly.adaptation algorithm. Therefore, setting aside the important
Thus, the ‘‘tails’’ of the transmission room impulse responsesquestion of how convergence is achieved, let us for the mo-
theoretically resolve the nonuniqueness problem; however, so-ment just assume that e(t) has been driven to be identically
lutions so obtained are very poorly conditioned and useless inzero. From Eq. (34), it follows that
practice due to the tails of the receiving room impulse re-
sponses (69).ε1 ∗ x1 + ε2 ∗ x2 = 0 (37)

where �1 and �2 are components of the misalignment corre-
Search for Solutionssponding to h1 � ĥ1 and h2 � ĥ2, respectively. For the single-

talker situation depicted in Fig. 1, this further implies There have been several partially successful attempts to solve
the nonuniqueness problem in stereo acoustic echo cancella-

[ε1 ∗ g1 + ε2 ∗ g2] ∗ s(t) = 0 (38) tion. These include the use of a single adaptive filter and vari-
ous linear signal decorrelation techniques (68,69). Single

where s(t) is the acoustic signal generated by the talker. In adaptive filters, which attempt to estimate the echo using ei-
the frequency domain, Eq. (38) becomes ther x1 or x2 alone, are unsuitable for practical stereo echo

cancellation because such a filter still depends strongly on the[ε1( jω)G1( jω) + ε2( jω)G2( jω)]S( jω) = 0 (39)
responses G1 and G2 of the transmission room and room re-
sponses do not, in general, have stable inverses. Linear signalwhere the Fourier transforms of time functions are denoted
decorrelation techniques that have not proved useful includeby corresponding uppercase letters.
addition of independent random noise to each channel, whichConsider first a single-channel situation, say G2 � 0. In
is ineffective even if noise shaping is used to exploit masking;that case, except at zeros of G1S, Eq. (39) yields 1 � 0. Thus,
use of interchannel decorrelation filters, which only resolvecomplete alignment (ĥ1 � h1) is achieved by ensuring that
ambiguity at frequencies where G1 or G2 (but not both) is zero;G1S does not vanish at any frequency.
frequency shifting, which causes the apparent direction of theIn the stereophonic situation, on the other hand, even if S
sound to oscillate, thereby totally destroying the stereophonichas no zeroes in the frequency range of interest, the best that
effect; and interleaving comb filters, which have acceptablecan be achieved is
psychoacoustic degradation only above about 1 kHz.

One solution that has proven effective for speech is the useε1G1 + ε2G2 = 0 (40)
of nonlinear distortion in each channel, which has the effect
of reducing the coherence between the signals x1 and x2 (69).This equation does not imply 1 � 2 � 0, which is the condi-

tion of complete alignment. The problem with stereo echo can- This distortion is purposely created by adding to the signal a
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fraction of its nonlinearly distorted version. Thus, modified the appearance of the first VLSI implementation of cancelers
in 1980, line echo cancelers have become ubiquitous on thesignals are formed as
telephone network. Several millions of these devices have now
been deployed. Cancelers based on similar principles havex′

i(t) = xi(t) + α f [xi(t)], i = 1,2 (41)
also found widespread use in data communication (although

where f ( � ) is a nonlinear function and � is a constant. A we have not dealt with that application in this article). The
choice of f that has proved effective and simple to implement most modern application of voice echo cancelers is to the can-
is the half-wave rectifier cellation of acoustic echoes (e.g., for hands-free conference te-

lephony). In this article, we have described several ap-
proaches to this problem. Hardware implementations based
on these proposals have been in use since the mid-1980s.f (x) =

{
x, x ≥ 0

0, x < 0
(42)

Given the pace of development of digital technology, the next
decade may well see widespread use of acoustic echo cancelersThe modification Eq. (41) using the half-wave nonlinearity
for offices and larger conference rooms, for both monophoniccan also be interpreted as the addition of a full-wave nonline-
and stereophonic sound.arity, after making suitable scaling changes. The distortion

introduced by Eq. (42), even for values of � as large as 0.3, is
hardly noticeable for speech. This is at first surprising be- ACKNOWLEDGMENTS
cause, usually, such high distortion is objectionable in high-
fidelity audio systems. One possible explanation for why The authors would like to thank Eric Diethorn for meticu-
speech is not greatly degraded is that the distortion for vowel- lously reading the text and providing many useful comments.
like sounds is comprised of harmonics that tend to be masked Portions of this article appeared in Ref. 54 and are included
by corresponding harmonics of the original signal. Masking is here with permission of the publisher.
a well-known psychoacoustic phenomenon by which one
sound covers up another, and is also used to advantage in
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