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RASTER GRAPHICS ARCHITECTURES

The field of computer graphics involves rendering or visualiz-
ing of concrete or abstract data, for example, the 3-D display
of a mechanical part, the visualization of the airflow over a
wing, or the visualization of weather patterns. Since the very
early days of computer graphics it has been apparent that the
computational complexity and the bandwidth requirements
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for generating images exceeded by a wide margin the capabil- cessors and higher functions, in particular texture mapping
and image processing.ities of general-purpose processors. Therefore, dedicated

hardware was developed to accelerate the rendering of com-
puter-generated images. Only recently have general-purpose BASIC RASTER GRAPHICS ARCHITECTURE
microprocessors reached a performance level that permits to
build interactive 3-D graphics systems without dedicated Figure 1 shows the basic block diagram of a graphics com-
graphics hardware. This article starts with a survey of the puter (4). The host computer runs the operating system and
historical evolution of graphics hardware and a description of application software. The application responds to commands
the overall architecture of a graphics system. Next, we exam- and values provided by the input devices and generates the
ine in more detail the structure of raster graphics architec- graphics data to be displayed on the output device. The
tures for polygon rendering. We discuss the basic algorithms graphics subsystem converts the graphics data received from
and some exemplary, concrete architectures. The article con- the host computer into a data stream that can be displayed
cludes with a list of references for further reading that enable by the output device.
the reader to study the field of graphics hardware in more Graphics subsystems are specialized to operate on a set
detail. of graphics primitives. Different graphics subsystems support

different sets of primitives. Such primitive objects are, for in-
stance, line segments, triangles, general polygons, text, or

HISTORY curved surfaces. Figure 2 shows a more detailed view of the
graphics subsystem for a raster graphics subsystem.

Research and development of computer graphics hardware
started in 1950 with the Whirlwind Computer at the Massa- Geometry Subsystem
chusetts Institute of Technology (MIT). It employed a modi-

The geometric operations manipulate the geometric primi-fied oscilloscope to visualize and analyze the stability of air-
tives in the scene, for example, triangles or line segments,crafts. A few years later the SAGE air-defense system used a
to prepare them for rendering. The results of the geometricvector screen to display radar information. SAGE employed a
operations are primitives that are transformed into the coor-light pen to allow users to identify objects on the screen.
dinate system of the output device and carry associated colorIvan Sutherland’s seminal doctoral dissertation (1) marks
or intensity information. The geometric operations includethe birth of modern computer graphics. He introduced many
several or all of the following steps. More details on theseconcepts that are still in use, for example, hierarchical data
operations can be found in every standard text on computerstructures to define geometric information to be rendered onto
graphics, for example, Ref. 5.the screen, instantiation of prototype objects, and many inter-

action and user-interface techniques. Sutherland’s Sketchpad
Modeling Transformations. The modeling transformations

drawing system demonstrated the utility of these techniques. convert the description of a geometric primitive from its in-
Throughout the 1960s and early 1970s vector displays trinsic modeling coordinate system to a world coordinate sys-

were the only devices available for interactive graphics dis- tem that is used to describe the entire scene. Modeling trans-
plays. During that time the evolution was influenced by the formations are commonly specified as affine transformations
fact that most computing environments were based on termi- using homogeneous coordinates and are expressed as 4 � 4
nals attached to a central mainframe over low-bandwidth con- matrices. Usually, the coordinates and the parameters of the
nections. Consequently, substantial intelligence and compute matrices are specified as floating-point numbers.
power had to be put into the terminals to process a stream of
high-level commands and data coming from the host. Due to Lighting. The effects of light sources in the scene are com-
the substantial cost of graphics subsystems, they were mostly puted taking into account the position of the light source, the
restricted to defense and industrial applications [e.g., flight position of the viewer (eye point), the orientation of the primi-
simulators, CAD (computer aided design), or simulations tive (normal vector) and the primitive’s surface properties
analysis]. (e.g., reflectivity or shininess). The lighting model according

In the mid 1970s affordable semiconductor memories be- to Phong is frequently used to determine the intensity/color
came available, leading to the introduction of the first raster of a point on a surface.
graphics systems. Initially, raster graphics systems were very
expensive, had a low resolution, and were fairly slow. The I = Ia · ka + Il · [kd · (NNN · LLL) + ks · (RRR · EEE)n] (1)
development of specialized raster graphics algorithms and
dedicated hardware in the 1980s enabled interactive raster Equation (1) describes the Phong model using the geometry
graphics (2,3). shown in Fig. 3.

I is the intensity received by the viewer. Ia and Il are theThe final breakthrough of raster graphics occurred with
intensity of the ambient light and the light source. The coef-the introduction of workstations and personal computers.

These machines introduced the new computing model of de-
centralized, autonomous computers. Now, the graphics sub-
system was integrated more closely with the CPU (central
processing unit) and became an integral part of the system

Graphics
subsystemHost CPU

Input
devices

Output
device

architecture instead of being just another peripheral device.
Since about 1990, the evolution of raster graphics systems Figure 1. Basic structure of a graphics computer. (Reprinted from

(4) by courtesy of Marcel Dekker Inc.)has moved toward higher performance using parallel pro-
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Figure 2. Components of a raster graphics system. (Reprinted from (4) by courtesy of Marcel
Dekker Inc.)

ficients ka, kd, and ks specify the surface reflectivity for ambi- a perspective projection to account for perspective foreshort-
ening. The perspective projection converts homogeneous coor-ent, diffuse and specular light. The coefficient n is the glossi-

ness, controlling the extent of specular highlights. dinates into real 3-D coordinates by dividing out the w compo-
nent of the coordinate. Viewing transformations and
perspective projection are performed using floating-point cal-Viewing Transformation. The viewing transformation posi-
culations. Finally, the viewport mapping scales and trans-tions and orients the scene according to the viewing parame-
lates the coordinates from world coordinates to device coordi-ters (or camera parameters), for example, viewing direction or
nates. Device coordinates are device-specific and are typicallyfield of view. Like the modeling transformations, the viewing
specified with integer or fixed-point values, for example, pixeltransformation is expressed using a 4 � 4 matrix.
positions. Hence viewport mapping involves casting the coor-
dinate values from floating-point to fixed-point represen-Clipping. Parts of the scene that fall outside of the viewing
tation.frustum do not need to be processed by any subsequent steps.

The viewing frustum is described by planes enclosing the vol-
ume visible for the given viewing parameters. Clipping geo- Image Generation Subsystem
metric primitives against the viewing frustum requires split-

Raster displays build the screen image from many small dotsting them along the clipping planes. Such computations are
on the screen, the picture elements, or pixels. As in a mosaic,performed using floating-point calculations.
each of the pixels can be controlled individually to assume aAnother technique similar to clipping is known as culling.
color and intensity. An overview over the principles of rasterEntire objects composed of many primitives are tested against
graphics can be found, for instance in Ref. 5.the viewing frustum. If an entire object is outside of the view-

Today, raster displays are dominant in workstations anding frustum the object is not considered further for rendering.
personal computers. Their principal advantage over vectorCulling is usually performed at the application level, but can
displays is that they can display images of arbitrary complex-be performed in hardware if the object structure is preserved,
ity without flicker and they can display shaded images in-that is, if the relationship between an object and its primi-
stead of only wireframes. They obviously provide a muchtives is not destroyed.
larger utility than vector displays. The main component of a
raster graphics system is the frame buffer. The frame bufferPerspective Transformation and Viewport Mapping. Option-
is a special memory that provides storage for every pixel onally, the viewing transformation and clipping are followed by
the screen. In the simplest case the frame buffer stores the
color of every screen pixel. Advanced raster graphics systems
store additional information for every pixel, for example, a
depth value for visible surface determination or transparency
information (see the following section).

The setup calculation takes as input the coordinates of the
triangle vertices and the colors at the vertices and computes
the coefficients of the bilinear expression for the color compo-
nents and the depth value. The rasterization step generates
the pixels covered by the triangle. Pixel processing operations
are arranged as a sequence of operations applied to the pixels
generated during rasterization. The screen refresh is per-
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formed by periodically scanning out the contents of the frame
buffer onto the screen. The frame buffer decouples the imageFigure 3. Geometry of the Phong lighting model. (Reprinted from (4)

by courtesy of Marcel Dekker Inc.) generation from the screen refresh so that these two functions
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/* incrementally compute next y value */
}

This algorithm is not optimal as it still uses floating-point
numbers but it illustrates how incremental computations can
simplify and speed up the rasterization process. There exist
a number of algorithms that use only integer or fixed-point
numbers, for example, the Bresenham algorithm (6). Incre-
mental algorithms are more easily implemented in hardware,
see Fig. 5. Note how the structure inside the shaded blocks is

A

(a) (b)
used to incrementally compute the x and y coordinates of the

Figure 4. Rasterization of geometric primitives. (a) vector-based, line. This block is a linear interpolator to compute values of
ideal shape of the primitives; (b) rasterized primitives. (Reprinted an expression Ax � B for successive x � 0, 1, 2, . . .
from (4) by courtesy of Marcel Dekker Inc.).

Another important primitive in graphics is the triangle.
Triangles are the simplest 2-D primitives and are used as the
basic rendering primitive in many raster systems. To display

can be performed asynchronously, which is why the time for a triangle its interior must be filled with a color. The simplest
generating the entire image does not affect the screen re- case is flat shading where all pixels covered by the triangle
fresh rate. are assigned the same color. The Gouraud shading algorithm

interpolates colors specified at the vertices across the trian-
Rasterization. To fill the frame buffer the drawing primi- gle. The C code which follows illustrates how incremental

tives are subdivided into pixels, a process known as scan-con- computations can be applied to rasterize a triangle while in-
version or rasterization. Figure 4 illustrates this process. The terpolating its color using Gouraud shading.
pixels covered by the primitives are determined and the corre-
sponding locations in the frame buffer are overwritten with

Algorithm 3. Algorithm for rasterizing a Gouraud-the color of the primitives. Several algorithms have been de-
shaded triangle (see also Fig. 6)veloped to efficiently rasterize simple geometric shapes like
/* Assume scan-aligned bottom triangle */lines or triangles. These algorithms exploit coherence to com-
x_left = x1 ;pute the pixels covered by a primitive in an incremental fash-
x_right = x2 ;ion. A line segment connecting two pixels (x1, y1) and (x2,
c_left = c1 ;y2) is described by a linear equation y � mx � b, where m is
for (y=yt ; y <= yb ; y++) {the slope of the line segment and b denotes where the line
color = c_left ;intercepts the y axis.
for (x=x_left ; x <= x_right ; x++) {The simple approach to drawing that line segment is to
fill_pixel (x,y, color) ;evaluate line equation for every x between x1 and x2, as
color += mc_x ;shown in the following sample C code.

}
x_left += m_left ;Algorithm 1. Pseudo-code for simplistic line drawer
x_right += m_right ;for (x=x1 ; x<=x2 ; x++) {
c_left += mc_left ;y = m*x + b ;

}/* evaluate the line equation at (x,y) */
set_pixel (x,y) ;
/* store pixel into the frame buffer */

}

This procedure, even though functionally correct, is compu-
tationally expensive because it relies on floating-point compu-
tations and requires several multiplications.

A more efficient implementation of the line drawing algo-
rithm is shown below. It is known as digital differential ana-
lyzer (DDA). The sample C code which follows illustrates how
the multiplication operation is avoided using an iterative
scheme employing successive additions. (This algorithm will
generate connected pixels if the line has a slope between �1
and �1.)

Algorithm 2. DDA line drawing algorithm
y=y1 ; /* initialize y with the start value */
for (x=x1 ; x<=x2 ; x++) {
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done
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yset_pixel (x,y) ;
/* store the pixel into frame buffer */ Figure 5. Block diagram of DDA line drawer. (Reprinted from (4) by

courtesy of Marcel Dekker Inc.)y = y+m ;
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buffer and the new color is stored in the frame buffer. Other-
wise the new pixel is discarded.

The main cost of z-buffering is the amount of extra memory
required to implement the z-buffer. Typically, depth values
are represented with 2 to 4 bytes per pixel. Depending on the
display size, the z-buffer can therefore require several MB of
memory. The advantage of z-buffering is that it allows objects
to be rendered in any order because visibility is determined at
every pixel. Other hidden-surface removal algorithms require
objects to be sorted prior to rendering; this can incur signifi-
cant overhead.

Texture mapping applies image information, the texture,
to the surface of rendered objects. It is used to enhance the
visual realism of rendered images without increasing the
number primitives in the scene. Figure 8 shows the steps for

x_left+
m_left

x_right
m_right

x2,ytx3,yt

x3,yb

x_left color color+mc_left x_right
y

y+

texture mapping an image onto a surface.Figure 6. Principle of triangle rasterization (see text). (Reprinted
Similar to color and depth values, texture coordinates arefrom (4) by courtesy of Marcel Dekker Inc.)

computed for every pixel covered by the primitive. These tex-
ture coordinates are used to access pixels in the texture map.

The algorithm assumes a triangle with a horizontal (scan- The color value retrieved from the texture map is applied to
line-aligned) top edge. A DDA line drawing algorithm com- the surface. In practice, this basic texture mapping algorithm
putes the pixels on the leading and trailing edge within each is refined to avoid perspective distortion of the texture and to
scanline. Then the pixels between starting and trailing edge reduce aliasing effects due to undersampling the texture map.
are filled. Figure 6 illustrates the procedure. The algorithm More details can be found for instance in Refs. 5 and 7.
relies on the fact that the color (and depth) changes linearly Alpha blending mixes the new pixel color with the color
across the triangle, that is, all colors in the triangle lie on a stored in the frame buffer using a weighting factor called
plane that is described by a linear expression Ax � By � C in alpha. Equation (2) describes one of several alpha blending
the screen coordinate system. The values mc_left and mc_x techniques:
are therefore the gradients of the color plane along the left
edge of the triangle and the x direction respectively. The eval- c = α · cnew + (1 − α) · c; 0 ≤ α ≤ 1 (2)
uation of a linear expression Ax � By � C occurs frequently
in computer graphics. The computation of this expression can

The value alpha determines how much of the new pixel colorbe implemented using two linear interpolators, and it is
cnew affects the color c already stored in the frame buffer.therefore also known as a bilinear interpolation. Figure 7
Alpha blending is primarily used for two purposes, transpar-shows the block diagram of a bilinear interpolator.
ency and anti-aliasing. To simulate transparency of a primi-
tive, the alpha value represents how transparent the object isPixel Processing. The most common pixel operations are z-
(0 for fully transparent, 1 for fully opaque). The transparencybuffering, texture mapping, and alpha blending. z-buffering
value can be computed similarly to color values by interpola-is an algorithm for hidden surface removal. The z-buffer is a
tion across the triangle.memory that stores a depth value at every pixel. These depth

For anti-aliasing, alpha values represent coverage infor-values indicate the distance from the viewer to the object visi-
mation (0: object doesn’t cover the pixel; 1: object covers theble at each pixel. During rasterization a depth value is gener-
pixel fully). The rasterizer computes this coverage informa-ated for each pixel. The stored and the new depth values are
tion for all pixels along the edges of a triangle, while interiorcompared. Only if the new depth value is smaller than the
pixels always cover the entire pixel. Using the coverage infor-stored depth value, that is, the new object is closer to the
mation, aliasing effects like staircases along the edges are re-viewer at that pixel, is the new depth value stored in the z-
duced. Figure 9 illustrates this.
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Figure 8. Texture mapping. The texture coordinates (u, v) defined
at the vertices are interpolated across the triangle. The pixel color is
determined by looking up the texture color for the interpolated tex-
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Figure 9. Anti-aliasing. (a) Pixel grid
with triangle. The numbers denote cover-
age information. (b) Aliased raster image.
(c) Anti-aliased raster image. (Reprinted
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Screen Refresh and Frame Buffer Memory. Certain output The frame buffer output can be interpreted as a color (or
gray value) to be displayed on the screen. Then the output ofdevices, in particular cathode ray tubes (CRTs), require con-

tinuous rewriting of the display surface to create the impres- the frame buffer is connected directly to the DAC as shown in
Fig. 10(a). Such displays are called true-color displays be-sion of a steady, flicker-free image at a rate of at least 30

times a second. Ergonomic standards require much higher re- cause the color stored in the frame buffer is the color that
appears on the screen. The advantage of true-color displays isfresh rates of 80 Hz and more. Figure 10 shows the block

diagram of a video controller that performs the screen refresh that every pixel on the screen can be assigned a different
color. This is very important for generating realistic lookingin a raster graphics system.

The frame buffer is scanned out periodically by the video images with many shades of colors. However, true-color dis-
plays demand a significant amount of frame-buffer memorycontroller that addresses the pixels in the frame buffer in

scanline order. The pixel values retrieved from the frame because colors are stored with 16 or 24 bits per pixel.
Another way to interpret the frame buffer contents is tobuffer are converted to analog signals using digital-to-analog

converters (DAC). The output of the DACs is fed to the moni- use the pixel values as an index into a look-up table (or pal-
ette) of color values [Fig. 10(b)]. The look-up table containstor synchronized with the trace of the electron beam scanning

across the screen. color values that are selected by the pixel values. Those color
values are then fed into the DACs to be displayed on the
screen. Such displays are known as index-color displays or
as color-mapped displays. Color-mapped displays require less
frame-buffer memory than true-color displays but offer only a
limited number of colors that can be displayed simultane-
ously. The actual number of simultaneous colors depends on
the length of the color map. In typical color-mapped systems
the frame buffer stores 8 bpp which allows selection from 256
values in the color map. The number of available colors de-
pends on the width of the color map, typically 24 bits (approx-
imately 16.7 million colors).

Look-up tables are also used to correct for the nonlinear
response of the CRT. Equation (3) shows the relationship be-
tween the computed pixel color C and the displayed intensity
I on the CRT screen.

I = k · Cγ (3)

The constants k and � are dependent on the monitor. Gamma
correction [named after the exponent in Eq. (3)] linearizes the
monitor characteristic by predistorting the color value pre-
sented to the monitor. A video look-up table (VLT) is loaded
with values that produce a linear monitor response.

In raster graphics systems the screen refresh requires
reading out the entire frame-buffer contents at the refresh
rate. This puts a very high demand on the memory bandwidth
for the frame buffer. Equation (4) describes time available for
accessing a single pixel in the frame buffer during screen re-
fresh.
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Figure 10. Operating principle of (a) a true-color graphics system,
and (b) a color mapped graphics system. (Reprinted from (4) by cour-
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The following symbols are used in Eq. (4):

f r: Refresh rate, typically between 60 Hz and 120 Hz.
tv: Vertical retrace time for bringing the electron beam

from the last scanline to the first scanline, typically be-
tween 600 and 1250 �s.

th: Horizontal retrace time for bringing the electron beam
from the end of a scanline to the start of the next scan-
line, typically between 4 and 10 �s.

V: Vertical screen resolution, that is, the number of scan-
lines.

H: Horizontal screen resolution, that is, the number of pix-
els per scanline.

The bandwidth for accessing the frame buffer depends on the
pixel access time tp and how many bytes (bpp) must be ac-
cessed for each pixel. Equation (5) is used to determine the
bandwidth Br for transferring the pixel data from the frame
buffer to the display.
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Figure 11. Basic architecture of Video-RAM (VRAM). The example
shows a 1 Mb VRAM, organized as 128 K � 8. (Reprinted from (4) by
courtesy of Marcel Dekker Inc.)

Br = bpp
tp

(5)

Note that Br denotes the peak bandwidth at which pixel infor-
mation must be supplied to the display. The average band- the video logic for screen refresh. This buffer is often referred
width is computed as H � V � bpp � f r. to as the front-buffer because its contents are initially dis-

In addition to the video logic, the rasterizer must access played on the screen. The second buffer (back-buffer) is filled
the frame buffer to write the image into the frame buffer. by the rasterizer. When the image is completed the buffers
This means that additional bandwidth into the frame buffer are swapped, that is the second buffer is displayed while a
is required to give the rasterizer access to the frame buffer. new image is rendered into the first buffer. Double-buffering
Frame-buffer designs must ensure that there is enough band- completely decouples image generation and screen refresh.
width available that the rasterizer is not slowed down be- An additional advantage of double-buffering is that the buff-
cause access to the frame buffer is denied. A good description ers are only swapped when the next image is finished. There-
of the problems of frame-buffer design can be found in Ref. 8. fore, the screen always contains a complete image, that is, the
Several strategies are available to accomplish this goal. To process of building the image from its primitives is completely
satisfy the bandwidth requirement frame buffers are highly hidden from the viewer. Double-buffered systems are often
optimized memory subsystems that are built from multiple used for animated images. The biggest disadvantage of dou-
banks of memory that are accessed in parallel. The values ble-buffered systems is the extra cost for the second frame
read from these banks of frame-buffer memory are stored in buffer.
a shift register from where the pixel values are read serially In virtual reality (VR) systems it is important to keep the
to the display. The shift register acts as a fast intermediate latency between user input, for example, head motion, and
memory between the frame buffer and the display. The bene- display update to a minimum in order to avoid possible mo-
fit is that the internal memory array is accessed less often, tion sickness. Since double-buffering adds up to one full
thus its availability for access from the rasterizer is in- frame-time to that latency, VR systems attempt to avoid dou-
creased. ble-buffered systems.

This concept has been integrated into single-chip memory
architecture known as video-random-access memories

PARALLEL RASTER GRAPHICS ARCHITECTURES(VRAM). Figure 11 shows a block diagram of a VRAM chip.
VRAMs are dual-ported dynamic random-access memories

Raster graphics forms the basis of most modern graphics sys-(DRAM). One port behaves like a standard DRAM interface
tems. A description of the basic functional units forming aand is used for filling the frame buffer. The other interface is
raster graphics system has already been given. We will dis-a specialized graphics port that allows the one-step loading of
cuss different classification systems for raster graphicsan entire row of the internal memory array into a shift regis-
architecture. Finally, we will describe small numbers of ac-ter from where the pixel values can be read at high speed.
tual raster graphics architecture and highlight different opti-Only one port can have access to the internal memory array
mizations in the design of graphics systems.of the VRAM chip. The serial port has priority over the paral-

lel port because the screen refresh must follow a fixed timing
Definition and Classification

and must not be delayed.
Another way to increase the availability of the frame The large variety of actual graphics systems has proven to

resist characterization in a single, comprehensive taxonomy.buffer is double-buffering. Here, the system is equipped with
two full-frame buffers. At any given time, one is connected to Several partial attempts at such taxonomies have been de-
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scribed in the literature (9,10,11,12). We will describe classi- tion of the rendering engines. However, the cost of sort-last
fications that emphasize different aspects of rendering archi- architectures lies in the final compositing step that has to de-
tectures in the following section. termine for every pixel the final color by selecting the front-

most object from all the partial images computed by the ren-
Sorting. In his dissertation Molnar (10) suggests rendering dering engines. If the compositing step has to be performed

systems classification based on a simple model of the render- at frame-rate, very stringent timing conditions have to be met
ing pipeline as shown in Fig. 12. in order to ensure synchronous operation with the screen re-

To accelerate the rendering process both the geometry fresh.
stage and the rasterization stage are usually implemented us-
ing multiple processors working in parallel. Polygons are

Parallelization. Parallel rendering architectures can also be
sorted and assigned to these processors. According to where

distinguished by how the rendering pipeline is partitioned
in the rendering pipeline this sorting is performed rendering

among the processing elements (9,13).systems are classified as sort-first, sort-middle or sort-last.
Given the model of the rendering pipeline, the most natu-Sort-first architectures statically assign a pair containing

ral partitioning is know as functional decomposition or pipe-one geometry engine (executing the geometry operations, see
lining. Every processor performs one or several steps of theFig. 2) and one rasterizer to a screen region [Fig. 13(a)]. We
rendering pipeline. Most graphics systems employ this parti-will refer to such a pair as a rendering engine. The application
tioning strategy at a high level, that is, by having one pro-assigns polygons to each rendering engine randomly. Model
cessor perform the geometric calculations while another per-and view transformations determine quickly which screen re-
forms the rasterization. This parallelization strategy isgion a polygon covers. The polygon is then transferred to the
straightforward as it relies on the natural sequence of stepsrendering engine for that screen region and the geometry pro-
in the rendering process. Early graphics engines employedcessing is completed. If a polygon covers several screen re-
this parallelization strategy for geometry processing, for ex-gions, the polygon is transferred to all affected rendering
ample, the Silicon Graphics GTX series (2,14). However, theengines. Sort-first architectures tend to suffer from poor load
disadvantages of pipelining are a low degree of parallelismbalancing if polygons are not evenly distributed across the
and limited flexibility to achieve load balancing. The latterscreen, thus resulting in higher load for some rendering
problem is a consequence of the rigidity of a pipeline as it isengines.
difficult for one processor to assume part of the workload ofIn sort-middle architectures only the rasterizers are stati-
another processor. Most of today’s graphics engines use paral-cally assigned to screen regions. Unlike sort-first architec-
lel processors to accelerate the geometry operations, for exam-tures, geometry engines and rasterizers are not rigidly cou-
ple, the Silicon Graphics VGX processor.pled into pairs [Fig. 13(b)]. Polygons are assigned to geometry

Parallel architectures can be classified by what data areengines in some arbitrary fashion that balances the load
treated in parallel. Object parallel architectures distribute ob-among the geometry engines, for example, random or round
jects among the processors, that is, several objects are pro-robin. After model and view transformation, polygons are
cessed in parallel. This partitioning is frequently used for ge-transferred to the rasterizer(s) responsible for the screen re-
ometry processing. For instance, the Silicon Graphics VGXgion(s) covered by the polygons. Sort-middle architectures
uses four parallel processors to transform and light the verti-achieve good load balancing among the geometry engines but
ces in a triangle in one step. A few architectures have appliedmay also suffer from uneven utilization of the rasterizers if
object-space partitioning to the rasterization stage.polygons are not distributed uniformly across the screen. An-

Image-parallel architectures assign portions of the screenother potential problem with sort-middle architectures lies in
to the processors. In the extreme, each processor handles onlythe many-to-many communication between geometry engines
one pixel, for example, the Pixel-planes 4 system (see the nextand rasterizers. For large numbers of geometry engines and
section). More typically, a single processor handles rectangu-rasterizers building such interconnects becomes very ex-
lar regions comprising several pixels. Image-space parti-pensive.
tioning is mostly used for parallel rasterizers.Sort-last architectures revert again to a static pairing of

geometry engines and rasterizers [Fig. 13(c)]. However, each
rendering engine covers the entire screen area. Each render- Example Architectures
ing engine computes a full-screen image containing all poly-

Pixel-Planes 4. Pixel-planes 4 (3) is a rasterization enginegons it has been assigned. After all rendering engines have
that uses a smart frame buffer (SFB) to compute all pixelsfinished rendering, the partial images are merged in a com-
inside a triangle in a fixed number of steps. The SFB consistspositing step to produce the final image. Sort-last architec-
of special memory modules that provide a simple processingtures exhibit good load balancing, as the spatial distribution

of polygons across the screen does not factor into the utiliza- element (PE) for every pixel. All PEs work in single-instruc-

Figure 12. Rendering pipeline model
used to classify parallel rendering archi-
tectures. (Reprinted from (4) by courtesy

Graphics subsystem

MiddleFirst Last
DisplayRasterizer

Geometry
engineApplication

of Marcel Dekker Inc.)
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Figure 13. Raster graphics architectures for (a) sort-first, (b) sort-middle, and (c) sort-last.

tion multiple-data (SIMD) fashion, that is, they perform the A, B, and C.
same operations at every pixel.

To exploit the SFB, Pixel-planes 4 uses a different rasteri-  : Ax + By + C = 0 (6)
zation algorithm than the one described earlier. A triangle is
not described by its vertices but by the lines passing through Evaluating this equation for points to the left of the line pro-

duces positive values, while points on the right side of theits edges (Fig. 14).
Equation (6) shows the linear edge equation that describes line produce negative values. A point is inside a triangle if all

three edge equations return a positive value for this point.each line � by a linear expression with the line parameters
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Pixel-planes 4 computes z-values and Red–Green–Blue final rendering of a triangle. Most processors are running
idle. The successor to Pixel-planes 4 addresses these(RGB-values) by evaluating another linear expression. Equa-

tion (7) describes the plane supporting the triangle and is problems.
used to compute the z-values for pixels inside the triangle.

Pixel-Planes 5. Pixel-planes 5 (15) builds on the conceptsz = Azx + Bzy + Cz (7)
developed in the Pixel-planes 4 architecture but is much more
than just an extension of its predecessor. Pixel-planes 5 is aPixel-planes 4 uses simple one-bit processing elements (bit-
complete graphics subsystem, containing both geometry andserial computation) to evaluate the edge equations for all
raster processing capabilities. It was conceived as a flexiblethree edges, the z-values, and the RGB-values. Figure 15
testbed environment to prototype parallel rendering algo-shows how multiplier trees are used to compute the partial
rithms. Figure 16 gives an overview of the Pixel-planes 5 ar-sums Ax and By � C. The pixel processors add those partial
chitecture. The backbone of the system is a high-speed ringsums to compute the final sum.
network that connects up to 32 graphics processors (GP) andPixel-planes 4 delivers a rasterization performance of
up to 16 rasterization processors (RP). The GPs are built us-40,000 z-buffered and Gouraud-shaded triangles per second.
ing general purpose microprocessors (Intel 860). They per-As a consequence of its operating principles, this performance
form geometry processing operations and the setup calcula-is independent of the actual size of the triangles as all pixels
tions for the RPs. The central piece of the RPs is a 128 � 128are computed in parallel.
pixel-processor array that adds to the SFB modules of Pixel-The Pixel-planes 4 implementation uses 2048 SFB mod-
planes 4 the capability to evaluate biquadratic expressions ofules, each containing an 8 � 8 pixel array, to provide a
the form shown in Equation (8).512 � 512 pixel frame buffer. The modules are addressed by

external multiplier trees that precompute the base sums for
each module. z = Ax + By + C + Dx2 + Exy + Fy2 (8)

Besides its size (and cost), one of the principal problems
with Pixel-planes 4 is its low efficiency. Typical scenes contain This enables rasterization of quadratic patches instead of tri-

angles, thus allowing rendering of complex scenes with lessmany small triangles (less than 100 pixels). For such trian-
gles, only very few pixel processors actually contribute to the geometric primitives.

Figure 14. Triangle rasterization using
edge equations. Each pixel contains the
distance of the pixel center to each of the
lines bounding the triangle. (Reprinted
from (4) by courtesy of Marcel Dekkerx
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Figure 15. Basic architecture of Pixel-
planes 4. (Reprinted from (9) with permis-
sion by Springer Verlag.)
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Pixel-planes 5 implements a sort-middle architecture, that Several research projects have studied pipelines of object-
processors (16,17,18,19). We will give a short description ofis, GPs operate on a part of the scene database and sort the

transformed and clipped triangles into bins for different the PROOF system (18) as it combines many features found
in the other systems. Figure 18 shows a block diagram ofscreen regions. For a display with 1280 � 1024 pixels, there

are 80 such screen regions each covering 128 � 128 pixels. PROOF (pipeline for rendering in an object-oriented frame-
work).There are much fewer RPs than screen regions. An idle RP is

assigned the next unprocessed screen region for rasterization, PROOF’s graphics subsystem consists of three main
stages. The first and principal stage is the object-processorthus load-balancing between very busy screen regions and

screen regions with few objects. pipeline (OPP) that performs rasterization, shading, and z-
buffering to determine the visible objects for every pixel. TheThe unconventional architecture of Pixel-planes 5 has en-

abled programmers to implement interesting variations of the basic mode of operation of the OPP is Gouraud shading where
the object processors compute object colors.standard graphics pipeline. Deferred shading delays the light-

ing computations until after the hidden-surface removal. The optional shading stage adds Phong shading to the
functionality. For Phong shading the OPP computes a normalNow, lighting and shading are only performed once at every

pixel, namely for the visible surface. In addition to the con- vector instead of colors for every pixel. In order to reduce the
bandwidth requirements for the OPP, the material propertiesstant cost of the shading computations, the advantage of de-

ferred shading is that it makes possible more complicated are looked up in the look-up table 1 (LUT1) before data enter
the shading stage.lighting models, for example, Phong shading or procedural

shading. The obvious drawback of this technique is that all To improve image quality, PROOF supports anti-aliasing
by implementing the A-buffer algorithm. The A-buffer is anparameters required for lighting, for example, material and

normal vectors, have to be stored at every pixel until after extension of the z-buffer algorithm that constructs for every
pixel a depth-sorted list of potentially visible objects (20). Forz-buffering.
instance, if the edge of an object intersects a pixel, that object
and the object behind it are entered into the list. The filterObject-Parallel Pipelines. In object-parallel pipelines objects
stage determines the final pixel color by computing an area-are assigned to one processor. Each object processor rasterizes
weighted average of the colors of the objects in the list.its objects and injects the rasterized pixels into the stream of

The pixel color at the output of the filter stage is passedpixels traveling through the pipeline (Fig. 17).
through a color look-up table (CLUT) to enable gamma cor-Pixels proceed through the pipeline in scan order. The ob-
rection.ject processors accomplish hidden surface removal by de-

termining for every pixel received at the input whether it is
closer to the viewer than the triangle stored in the object Pixel-Flow. Pixel-flow (10,21,22) is similar to object-paral-

lel pipelines in that it determines the final image by combin-processor. At the end of the pipeline the stream of pixels car-
ries for every pixel the color and depth value of the visible ing the partial images formed by subsets of the entire scene.

It is a typical sort-last architecture. Figure 19 shows the over-object.
The principal advantage of object-processor pipelines is all architecture of a Pixel-flow system.

Besides the host interface and the frame buffer, the Pixel-that the rendering performance is independent of the number
of objects as long as there are enough processors to store all flow system contains a number of renderer/shader boards.

Depending on their configuration these boards are workingobjects. At the same time, the maximum display resolution is
limited by the speed with which the object processors can pro- either as rasterizers for polygons or as shading engines. Each

renderer/shader board is a single-board graphics processorcess pixels. Typically such systems are reported to be limited
to display resolutions of 512 � 512 pixels. that is capable of transforming and rasterizing approximately

Figure 17. Basic architecture of object-
processor pipelines. At the top, the posi-
tion of the objects on the screen is shown.
The assignment of objects to processors is
shown at the bottom. At every stage in
the pipeline it is indicated which object is
visible at the highlighted pixel. (Re-
printed from (4) by courtesy of Marcel
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Figure 18. Basic architecture of the PROOF system. Connections drawn with heavy lines denote
data buses, thin lines denote control and communication signals. (Reprinted from (4) by courtesy
of Marcel Dekker Inc.)

70,000 triangles per second using a 160 � 128 pixel SIMD renderer merges the image generated by the renderer with
the image received over the image-composition channel. Therasterizer similar to the one used in Pixel-planes 5. The

renderer/shader boards are connected through a shared in- merge operation determines for corresponding pixels the visi-
ble pixel by performing a comparison of depth values. Theterconnect structure that provides two communication net-

works, the message-passing network and the image-composi- output of the last renderer is the final image of the entire
scene. This image is then sent to the shading nodes. Similartion network. The message-passing network allows every

board in the system to communicate with any other board in to Pixel-planes 5 and PROOF, Pixel-flow employs deferred
shading to determine the final pixel color.the system. The message-passing network is used for system

initialization and for sending changes to the geometry infor- Pixel-flow implements anti-aliasing by super-sampling the
image, that is, by sampling every pixel at multiple, slightlymation or the view parameters. The image-composition net-

work is a bidirectional high-speed data channel for moving different locations. The samples are combined into the final
pixel color by the shading modules using a weighted-averagepixels between adjacent boards.

The operating principle of Pixel-flow is to distribute over filter.
Pixel-flow exhibits a number of advantageous characteris-the message-passing network subsets of the scene database

to each of the rendering boards. Each renderer generates a tics. The system is very scalable to different performance lev-
els by choosing the number of renderer/shader boards. Sincepartial image based on the objects that it was assigned. The

completed partial image is shipped over the image-composi- each renderer/shader board is programmable, different ren-
dering and shading algorithms can be realized by the system.tion network to the next renderer. A compositor stage in each

Figure 19. Basic architecture of Pixel-
flow; revised from Molnar (10).
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Silicon Graphics RealityEngine. The SGI RealityEngine (23) generators. The fragment generators perform rasterization,
texture mapping, blending, and fog computations. The gener-extends the concepts introduced with the VGX architecture.

Figure 20 shows a block diagram of the RealityEngine graph- ated pixels, the so-called fragments, are then sent to the
image engines (IE). Each raster board holds 80 IEs, 16 forics subsystem.

The geometry subsystem contains a command processor each fragment generator. Each IE performs depth buffering
and stores colors and z-values into the local frame bufferand, depending on the configuration, 6, 8 or 12 geometry en-

gines (GE). The command processor interprets the incoming memory. The local frame buffer memory is built from 4 MB
of DRAM that can be organized as 256, 512, or 1024 bpp,command stream, updates internal state and, if necessary,

subdivides long triangle-strips. Each GE contains an Intel depending on the display resolution and the number of
raster boards.860 processor, 2 MB of local memory and circuitry for data

buffering and data format conversion. The GEs decompose in- The RealityEngine architecture improves over its prede-
cessor, the VGX architecture, by computing for each pixel ancoming polygons into triangles and perform transformation

and lighting calculations. The transformed, lit, and clipped 8 � 8 subpixel coverage mask that indicates which subpixels
are actually covered by a triangle. This subpixel informationtriangles are then sent over the triangle bus to the raster sub-

system. is used in the IE compute to perform anti-aliasing by blending
the fragment color with the pixel color according to the cover-The raster subsystem can be equipped with one, two, or

four raster boards. Each raster board contains five fragment age mask.
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