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Figure 2. DRAM memory cell cross-sectional view.
DRAM CHIPS

DRAM MEMORY CELL

Dynamic random access memory (DRAM) is defined as ran-
dom access memory with a refresh operation for maintaining
the stored data. DRAM has always been the leading semicon-
ductor product which requires advanced semiconductor device
and fabrication technology (1–3). DRAM is the most popular
memory device because of its high performance-to-cost ratio.
In comparison with other kinds of memories (4,5), DRAM has
a very simple memory cell. One transistor and one capacitor
type is the most popular cell type in present DRAM. Figure 1
shows the schematic diagram of the basic memory cell for
DRAM. The data depend on the amount of charge on the ca-
pacitor. For example, ample amount of charge stored on a ca-
pacitor is recognized as logic-1, while no charge stored on a
capacitor is recognized as logic-0. This data storage capacitor
is selected by the switched transistor. The storage capacitor
is very important for DRAM performance. Since the capacitor
leaks some charges, large capacitance is a great advantage
in maintaining data integrity. Additionally large capacitance �
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could improve speed performance. Figure 2 shows the cross
section of a conventional planar DRAM cell. Since minimum Figure 3. Cross-sectional view of trench capacitor cell.
area consumption is allowed in order to achieve a high-den-
sity DRAM, the structure of the cell capacitor is modified in
the vertical dimension for the advanced memory cell, unlike
for the conventional plane capacitor. Figures 3 and 4 show
the diagrams of two present well-known fundamental three-
dimensional capacitor cells (6–9). To achieve the required
minimum value of capacitance, both approaches have been
successful in minimizing the area consumption and fabrica-
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Figure 4. Cross-sectional view of stacked capacitor cell.Figure 1. DRAM memory cell.

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.



DRAM CHIPS 59

trode technology have been investigated for the next-genera-
tion memory cells (10,11).

BASIC DRAM SYSTEM

Figure 6 shows the block diagram of a DRAM system. In prin-
ciple, the function of DRAM is very simple. It requires only
writing the data into a certain address, preserving it for a
certain period of time, and reading the data out. We trace this
simple function using the diagram shown in Fig. 6. In the
read operation, the memory chip needs to set up the address
data. In DRAM, in contrast with other memory technologies,
a unique address input scheme is adopted. With the address
multiplex scheme, the address data are divided into two por-
tions, defined as row address and column address, respec-
tively. According to the enable-address signals, each address
is stored in an address input buffer by individual timing.
Therefore, the number of address pins is equal to one-half of

Column select line

Second level word line

Word line Storage node electrodeShield bit line

Plate electrode for storage capacitor

Ta2O5

the whole address digits. On the other hand, two sequential
Figure 5. Cross-sectional view of advanced three-dimensional capac- address inputs are necessary. After obtaining the address in-
itor cell. formation, the stored data, which are selected by the row ad-

dress, are read by sense amplifiers to amplify the signals.
Then, the column address is used to transmit the amplified
signals to the output buffers. In the write operation, a write

tion process complexity. Furthermore, a variety of shapes of amplifier allows reversal of the data on the I/O bus, if the
capacitor electrodes have been investigated in order to obtain input data are different from the data on the I/O bus.
larger capacitance in a small area for higher density. Figure
5 shows an advanced three-dimensional capacitor cell. This

Sense Amplifier
type of capacitor will play a major role for 64 MB DRAM and
higher-density versions. In addition to the above-mentioned A sense amplifier is as important as the memory cell, because

its performance affects the whole chip performance signifi-approaches, larger capacitance with high dielectric insulator
and enlarged surface area by microvillus patterning of elec- cantly. The function of the sense amplifier is to read the data
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Figure 6. DRAM system block.
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Figure 7. Conventional sense amplifier block.
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from the storage cell and to magnify the signal level up to consumption of the DRAM chip (P), which is operated at VDD

and cycle time tRC, can be expressed as follows:the appropriate logic level to be treated by digital logic gates.
Taking a DRAM sense amplifier as an example, Fig. 7 shows
the schematic diagram of a conventional sense amplifier for
DRAM. This circuit block operates as follows. At the initial
condition, assume that ‘‘H’’ level is stored in MC1. A bit line
pair is precharged and equalized by M1, M2 and M3, and
other MOS transistors are turned off. First, M1, M2, and M3
turn off to set up the preparation stage for sensing. Then, the
selected word line (WL1) is activated by the row address. As
a result, one MOS access transistor and one storage capacitor
is connected to the bit line. This action causes the imbalances

P ∼=
∑

Cj ·
�

�Vj

�t

�
· VDD + IDC · VDD

∼= �QT · VDD

tRC
+ IDC · VDD

∼= (CBT · �VD + CPT · �VP) · VDD

tRC
+ IDC · VDD

∼= (�QBT + �QPT) · VDD

tRC
+ IDC · VDD

(1)

of the bit line pair. The voltage of the bit line changes slightly
where Cj is the capacity of node jbecause of storage charge in the capacitor of MC1, whereas

�Vj is the voltage variation at node jthe other bit line still remains at the same level. This differ-
�QT is the total charge of the chip during one cycleence can be detected by the sensing node. Sense amplifier

�QBT is the total charge of bit lines during one cycledriver transistors M8 and M9 turn on in order to activate the
�QPT is the total charge of peripheral blocks during oneamplification function. Then, a small signal value between

cyclethe bit line pair becomes a large signal level by the cross-
IDC is the dc current componentcoupled MOS transistors. The basic function is simple; how-
CBT is the total capacitance for bit linesever, optimizing the size and timing for each clock is an es-

�VD is the bit line charged levelsential issue for the DRAM system designer. Figure 8 shows
CPT is the total capacitance for peripheral blocksthe timing diagram for the sensing operation.
�VP is the voltage variation for peripheral blocks

LOW-POWER DESIGN TECHNOLOGY There are several effective methods to reduce the power con-
sumption. Special care on supply voltage VDD, bit line capaci-

Low-power DRAM technology is increasingly important for tance charge QBT, and dc current component IDC could mini-
general memory use (12). Since the current memory market mize the power consumption effectively.
tends to explore outdoor usage, the battery-operable feature
is a crucial requirement for memories. In general, total power

HIGH-THROUGHPUT DRAM TECHNOLOGY

Since the speed performance of the central processing unit
(CPU) has been drastically increased, the DRAM is under pres-
sure to achieve fast response. A variety of useful approaches
are categorized according to three criteria: multibit data out-
put, high-frequency control clock, and advanced interface tech-
nology. These approaches are selected with careful consider-
ation for cost-per-bit performance, which is the most important
factor for any type of memory chips. Figure 9 shows the recent
market for memory, according to speed performance and capac-
ity. Instead of common memory devices, several advanced ap-
proaches, such as extended data out (EDO) DRAM, synchro-BL/BL

SDP

SDN

WL1

PR

nous DRAM (SDRAM), and Rambus DRAM (RDRAM), will
play main roles in the future memory market. Although theFigure 8. Timing diagram of sensing operation.
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Figure 9. (a) DRAM application for PC. (b)
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purpose of new approaches is to achieve high data throughput, torted by the noise. Power consumption is proportional to the
number of activated data output buffers. In order to solveeach approach has unique features.
these problems, the following approaches are useful. Adop-
tion of multiple power supply lines and ground lines can pre-Multibit DRAM
vent noise interference. Minimization of the physical wire

Increasing the number of data output structures is a simple length can reduce the parasitic inductance. Lowering the
and straightforward approach to achieve high data power supply voltage can reduce power consumption. In prac-
throughput performance. This approach has already been tice, the combination of approaches will be able to produce
adopted and is successful for a variety of memory chips. In stable performance of memories. Figure 10 shows a schematic
fact, �4, �8, and �16 bit DRAM are very popular products diagram of a capacitor-boosted-type data output buffer (14).
in the commercial market. Recently, achievement of �32 bit At the initial stage, Q1 and Q3, which are small drive-ability
16M DRAM for mass production was reported (13). In order transistors, turn on to avoid the abrupt voltage transition
to realize the large number of multibit structures, develop- that causes considerable noise. After reaching a certain out-
ment of an advanced data output buffer is indispensable. Ba- put level, Q2 and Q4, which are large drive-ability transis-
sically, there are three inherent problems for the multibit tors, turn on to increase processing speed. T1 and T2 are used
memory: increased switching noise, increased power con- to set the delay time. Since the gate voltage of Q2 is boosted
sumption, and increased chip area. Therefore, a data output by capacitor coupling, full VDD level output signal can be
buffer is introduced to minimize the above-mentioned effects. achieved.
Switching noise is caused by parasitic inductance, which is

Fast Page Mode DRAMdue to the wire line connecting the external pin and the inter-
nal pad on the chip. The larger the number of data output The currently dominant mode of DRAM is fast page mode,

although there are similar performance modes, such as staticbuffers that are activated, the more the output signal is dis-
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strobe the column address data. Since DRAM adopts multi-
plex addressing, the user sets both data on the same address
pins at different time periods. WE is defined as the write-
enable signal. Thus, WE is inactive in the read mode and is
active in the write mode. OE is defined as the output-enable
signal. This signal is used for �4, �8, and �16 bit operation
chip. Figure 11 shows the timing diagram of standard read
and write operation.

Access time is the most important specification item for
DRAM. There are four kinds of access time: tRAC, tCAC, tAA and
tOEA. Thus, the user has to pay attention to particular access
time values. First, tRAC is defined as the time from RAS low to
the valid data output. This is the longest access time among
them. This access time is usually used to classify the version.
Second, tCAC is defined as the time from CAS being low to the
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valid data output. For data which are stored at the same row
address, DRAM can offer the minimum access time, tCAC.Figure 10. Schematic diagram of capacitor-boosted-type data out-

put buffer. Third, tAA is defined as the time from the column address set
up to the valid data ouput. The tAA is a useful specification for
static column mode, which can produce data by column ad-
dress transition. Fourth, tOEA is defined as the time from OE

column mode and nibble mode. There are three fundamental being low to the valid data output. Note that tOEA is usually
operation modes: read, write, and refresh. The user needs to equal to tCAC. The tOEA is a valuable specification for �4, �8,
set up control signals such as RAS, CAS, WE, OE and address and �16 bit DRAM. The refresh operation is a unique feature
signals in order to activate the proper mode. RAS is the signal of DRAM. This unavoidable operation adds to the complexity

of DRAM. The refresh operation is equivalent to row addressto strobe the row address data, whereas CAS is the signal to

Figure 11. Fundamental DRAM operation
scheme. (a) Read mode operation. (b) Write
mode operation.
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Figure 12. Refresh mode timing diagram. (a) RAS-only re-
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fresh mode. (b) CBR (CAS before RAS) refresh mode.

block activation. In other words, data are read out on the bit column address data is used to select the data on the bit
line. Theoretically, it is possible to fetch all the data whichline and stored back to the same memory cell. For this opera-
are connected to the selected word line successively. Thistion, column address block is not activated. If the user sends
operation does not require repeating the word line boostedthe specific row address, the chip can be refreshed by RAS-
operation and sensing operation. This access time is theonly refresh mode. If the user sets up CAS low before RAS
same as CAS access time (tCAC), which is defined as thelow (CBR), the internal counter provides the specific row ad-
column address access time. Figure 13 shows the fast pagedress instead of the external row address and starts the re-
read cycle mode.fresh operation. Figure 12 shows the refresh operation timing

diagram. In addition to the above-mentioned operation
modes, there are additional operation modes, such as read-

Extended Data Out Mode (EDO)modify-write mode, hidden-refresh mode, and so on. Data
books provide detailed information on various operation Recent progress has improved throughput rate efficiently.
modes (15). The technique is called extended data out (EDO) mode, or

In order to achieve high throughput rate, the fast page hyper page mode. With simple modification on data output
mode is useful. In the fast page mode, access time is just the buffers, it can increase the data throughput performance. Fig-
CAS access time (tCAC), although random access is limited to ure 14 shows the read cycle timing chart in the EDO mode.
the selected row address. This is based on the characteristics The difference between conventional fast page mode and EDO
of parallel structure of the DRAM memory cell array. In this mode is the data output control. In fast page mode, output

data are reset by rising CAS; however, output data can bemode, every data cell which is connected to the selected word
line is amplified and sent to the bit line. The external maintained until next CAS falling edge in EDO mode. This
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Figure 13. Fast page read cycle mode.
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Figure 14. Extended data out DRAM read
cycle mode.
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unique feature enables one to use DRAM efficiently in terms fication considerably improves the DRAM speed performance
in terms of data throughput rate. Since the trend of the con-of data throughput. Figure 15 shows the comparison of con-

ventional fast page mode DRAM with word interleave tech- trol DRAM is toward synchronous operation, this synchroni-
zation capability is a great advantage of the EDO. In termsnique and EDO mode. In fast page mode, the minimum value

of the pulse duration of CAS high cannot be used, because it of productivity, EDO has also an advantage because it can be
manufactured based on the current fast page mode DRAMrequires some period to reset the data after the CAS rising

edge. Although the word interleave technique is used, it can- with small modifications rather than major changes. In addi-
tion, full compatibility with conventional fast page modenot reach the same performance as the EDO mode. This modi-
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Figure 16. Comparison of operation meth-
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ods of SDRAM and EDO mode DRAM.

makes EDO an acceptable product in the commercial market. In SDRAM operation, read or write operation is set by
command, which is combination of levels of input pins at theTherefore, between the fast page mode and synchronous
rising edge of the clock. The command is decoded by the com-DRAM, the EDO scheme could be recognized as a suitable
mand decoder, and it starts to operate according to the de-bridge in practice.
coded signal. Figure 17 shows how to set up commands, such
as active, read/write, and precharge, by the input pin level.Synchronous DRAM
Owing to the adoption of command input scheme, the de-

Although the EDO mode approach has improved speed perfor- signer only has to pay attention to the set-up time and hold
mance, it cannot reach the level that memory application de- time of each input signal related to the clock rising edge. It
signers have expected. As one of the future memory technolo- significantly contributes to high-performance system design.
gies, synchronous DRAM (SDRAM) has been proposed to SDRAM requires initial conditions to set several important
improve the throughput performance by introducing synchro- characteristics of the chip, such as CAS latency, the length of
nous operation to DRAM (16). Figure 16 shows a comparison burst data, and address generation type. CAS latency is the
of data throughput performance between SDRAM and EDO number of required clocks after receiving the read command

to produce the first data. The length of burst data is definedDRAM.
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Figure 17. Command input SDRAM.



66 DRAM CHIPS

Figure 18. Comparison of pipeline process
of SDRAM and DRAM internal process.
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as the consecutive number of data. Address generation can be
classified into two types, one being sequential and the other
interleave.

SDRAM has great advantage in data throughput per-
formance. Because of the synchronous operation, SDRAM has
several crucial advantages to enhance its performance. First,
all input signals are latched by the clock. System designers
do not have to worry about complicated timing problems, such
as signal skew. In addition, pipeline operation, which is de-
fined as the parallel operation for sequentially separated
blocks, can be more efficient than asynchronous operation.
Figure 18 shows the timing chart of pipeline operation, and

Bank select

Data
Active

Pre-charge

Bank A

Bank B

Fig. 19 shows the diagram for internal circuit structure of
pipeline operation. According to the control clock, each seg-Figure 20. Multibank structure of SDRAM.



DRAM CHIPS 67

Figure 21. Comparison of (a) conventional
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memory system and (b) RDRAM system.

ment of column block is operated in parallel. Although access archy and the Rambus system. The system-on-a-chip ap-
proach is the target goal for RDRAM. RDRAM adopts a 9-bittime for the first data remains the same, this approach can

improve access time from the second piece of data to the last data bus. Since there is no specified address bus, a request
packet which includes the command to set the bus for addressone. Furthermore, synchronous operation allows the imple-

mentation of multibank configuration on the chip, instead of bus should be sent to the chip first through the control bus
when a chip is accessed. After the request packet, next comeusing several discrete chips. In fact, the multibank structure

can provide a nonprecharged period for the user, because the acknowledge packet and the data packet. Because the ini-
tial condition has to be set, it will be late for the first datasome banks could be accessed while others are in the pre-

charged period. Figure 20 shows the block diagram of a two- access. However, once a transfer condition is set, data access
is achieved at considerably high speed, such as at 500bank scheme. If Bank B is active, data are produced from

only bank B memory cell array. During this period, Bank A Mbyte/s. For the purpose of stable data input and output, a
phase-locked loop (PLL) circuit is located on the chip to syn-is prepared for the next active period through precharging.

This hidden multibank technique allows the designer to use chronize operation between the chip and the external clock.
Sense amplifiers in the memory array are used for cachememory in a very efficient manner. The SDRAM could play a

major role in high-performance memory, especially for high- memory to realize fast response. Figure 22 shows the block
diagram of the read cycle operation for RDRAM.speed applications.
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