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■ The current policy for climate change prioritizes mitigation over adaptation. The collected 
papers of Climate Change as Environmental and Economic Hazard argue that although efforts
to reduce greenhouse gas emissions are still vital, the new policy paradigm should shift the
priority to adaptation, with a special focus on disaster risk reduction. It should also consider
climate change not purely as a hazard and a challenge, but rather as an opportunity to shift to 
a new sustainable development policy model, a model designed to stress the particular 
importance of communities’ resilience. 

■ The papers in this special issue of the Environmental Hazards journal explore the key issues
linked to this shift, including:

● Increasing research into the earth sciences, climate reconstruction and forecasting in
order to decrease the degree of uncertainty about the origin, development and 
implications of climate change

● The introduction of more binding and comprehensive regulation of both greenhouse gas
emissions and adaptation measures, like that in the United Kingdom

● Matching climate policy with that for disasters and introducing it into mainstream
development strategies

This volume is a valuable addition to previous climate change research and considers a new
policy approach to this new global challenge.

■ Professor Boris Porfiriev is Director of the Risk and Crisis Research Center at the Institute 
of Economics, Russian Academy of Sciences, Russia.
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Climate change: A hazard or an opportunity?
Boris Porfiriev*

Guest Editor, Risk and Crisis Research Center at the Institute of Economics, Russian Academy of Sciences,

Novocheriomushkinskaia, 42a, 117418 Moscow, Russia

Climate change is a serious environmental hazard that
affects communities and economies worldwide. Many of
the impacts of climate change are already in place with
even more in number and severity expected in the future,
seriously jeopardizing and compromising global econ-
omic development goals. Although the agents of the
impact are diverse and involve significant fluctuations in
the amount of precipitation, severity of the winds and
rising sea levels, to name a few, rising temperatures are
mentioned elsewhere in research literature and media as
a major driver (and effect) of climate change and of global
warming in particular.

Indeed, since the Industrial Revolution the mean sur-
face temperature of Earth has increased by an average
of 28C with most of this change occurring in the past
30–40 years, and the rate of increase appears to be accel-
erating. The leaders of the major G8 economies at the July
2009 Summit in Italy declared their recognition of the
broad scientific view that the increase in global average
temperature above pre-industrial levels ought not to
exceed 28C. It was also acknowledged that meeting
such a challenge requires a global response with all
countries sharing the ambitious goal of achieving at least
a 50 per cent reduction in total global ‘greenhouse gas’
CO2 emissions by 2050, and recognizing the difference
in implementation capacity between developed and devel-
oping countries. The former are expected to reduce emis-
sions of greenhouse gases in aggregate by 80 per cent or
more by 2050 compared to 1990 (or more recent years).
Major emerging economies need to undertake quantifi-
able actions collectively to reduce emissions significantly
below business-as-usual by a specified year (Major Econ-
omies Forum, 2009).

However, such joint and spectacular declarations can-
not conceal two types of persisting discrepancy. One set
of doubts and disagreements exists within the research
community and concerns the major drivers of climate

change. The mainstream, headed by the IPCC with a
‘more than 90 per cent’ confidence range, maintains that
anthropogenic impact is key. Basing this crucial judgement
on the consensus between some 2,500 experts involved in
the IPCC process, the panel’s leaders are supported by
many top politicians including the UN General Secretary.
Some past and present leaders in the USA and Europe
imply such a consensus has been reached within the
whole research community. However, opponents do
exist. These opponents pinpoint the weaknesses of the
climate models used by the IPCC. They argue that much
evidence points to natural factors as a major driver of
climate fluctuations in the long-term retrospective
(measured in centuries rather than decades) and at least
as an important agent of recent change.

The point here is not to step on the shaky soil of disput-
ing who is more correct in physical terms – as I am not a
climatologist it is not worth even trying this – but rather to
emphasize the issue of degree of uncertainty which
is paramount in political and economic respects. Indeed,
following the mainstream interpretation of climate change,
assuming the human contribution to this change amounts
to as much as two-thirds of the total with the confidence
range of this assessment reaching 0.91,1 would produce
an expectancy value of 60 per cent. However high and
salient from an ecological perspective, such a value
could hardly be perceived as a sufficient condition for
the decision to give priority to the unequivocal investment
of political and/or monetary capital in the reduction of
human impact on climate. At least, within the framework
of economic theory, mainstream or neoclassic economics
would regard this value as complying much more with
venture – or even speculation – rather than with ‘normal’
capital investment.

This adds to other predicaments of policy decision
making, including consideration of the major risks and
challenges to development and security other than climate
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change, in particular those associated with the current
economic crisis. As a result, one more set of disputes
and controversies persists within business and political
communities concerning the most efficient policy strategy
for coping with climate change implications for the
environment, the economy and society as a whole.
These involve cleavages between both the advocates
and antagonists of ‘greening’ economic policy in specific
nations and between nations, in particular the countries
of Annex I and non-Annex I of the Kyoto Protocol. Within
the latter, disagreements between the USA, EU and
major emerging economies led by China proved to be
most important to the development of international climate
policy, including the success or failure of the forthcoming
summit in Copenhagen in December 2009.

Reducing the political, social and economic impli-
cations of climate change and the risks associated with
future climate policy requires concentration of efforts on
two interrelated policy areas or directions. The first
involves decreasing the degree of uncertainty about the
above-mentioned implications of climate change and
climate change itself. This calls for more investment of
human and pecuniary resources in Earth science
research – a unique source of data enrichment and knowl-
edge bases as well as better understanding of the yet
poorly or insufficiently recognized laws of nature that
drive climate change. In turn, this should facilitate develop-
ment of real scientific fundamentals of coping policy,
devoid of current ‘militaristic’ conceptualization as
revealed by the titles of international and national pro-
gramme documents full of ‘fight’, ‘combat’ and other
offensive and defensive operations ‘against’ climate
change (for example, see UNDP, 2007). Whatever the dis-
putes about the specific amount of natural variability input
into global climate change, none of the IPCC scholars –
let alone their opponents – doubt its conspicuous contri-
bution; throughout its history mankind has accumulated
too much experience of the consequences of ‘conquering’
or ‘struggling against’ nature. New research findings will
bring more evidence and substantiation of genuine effi-
cient climate policy which seriously considers and adapts
to – rather than fights against – nature.

The second policy area or direction focuses on what is
known as mainstreaming climate policy into the overall
development strategy. This initially implies the conceptual-
ization of the multiplicity and salience of major challenges
to development and security, all of which require political
and public awareness and economic resources for timely
and efficient policy treatment. In particular – and of no less
significance than climate change – natural and human-
made hazards should be considered and contrasted

against climate change and its implications. Such a com-
parison should involve weighing the full gamut of risks,
costs and benefits of handling these hazards using a multi-
criteria and systems approach towards the setting of
policy priorities and resource sharing.

In addition to and developing from these conceptual
issues, several implementation measures should be
employed. At the microeconomic level these range from
specific energy-saving and energy-efficient measures for
reducing carbon emissions to comprehensive risk man-
agement systems built into the corporate management
structures for handling all kinds of risks, from financial to
environmental. At the macroeconomic level these include
the state providing institutional support to businesses and
households to help them cut down emissions, and inte-
gration of both climate change and disaster risk reduction
policies into national and international development strat-
egies. This should include the incorporation of ‘green’
or ‘low-carbon’ economy development programmes into
national anti-hazard policy packages.

In relation to the latter, it is worth mentioning that 30
OECD member countries together with five candidates
for accession (Chile, Estonia, Israel, Russia and Slovenia)
and five Enhanced Engagement Partner countries (Brazil,
China, India, Indonesia and South Africa) will implement
the packages above worth more than US$2.3 trillion
between 2008 and 2010. These are the largest global fiscal
stimuli in history and at the same time could be considered
‘the greatest opportunity ever had for “greening” national
economies’ (Gurria, 2009). Already the governments
have allocated more than US$430 billion in fiscal stimulus
to key climate change investment issues alone, or almost
16 per cent of the total amount of these packages. China
and the USA, the major contributors to greenhouse gas
emissions, lead the way in absolute terms of resources
to be spent, while South Korea, the EU and France are
at the top of the list in terms of the percentage of the
total stimulus in relation to the sizes of the economies
(81, 59 and 21 per cent, respectively). Key sectoral bene-
ficiaries include rail transportation, water infrastructure,
grid expansion including ‘smart grid’ development and
improved building efficiency. Renewable energy has
received limited support in present packages, except in
the USA (Robins et al., 2009, pp. 2–3).

However, the most important aspect of the above com-
mitments is that one should perceive them as but the first
instalment of further efforts by governments to use
‘green’ growth as a master key lever for both economic
recovery (inclusive of G20 recovery talks) and to strengthen
the policy of reducing climate change hazards –
including the Copenhagen climate negotiations – instead
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of using the excuse of the current economic recession
to decelerate this policy. One could cite the Green
Growth Declaration recently endorsed by OECD members
and some non-member countries in evidence of this
tendency.

The above illuminates the perspective that climate
change is not only a hazard and a challenge but also a
bifurcation point marking an opportunity to shift to a new
sustainable development policy. The latter suggests think-
ing ‘out of the box’ and drifting away from mainstream
climate and economic theories that constitute the basis
of modern development. From a natural science perspec-
tive such a shift implies a new paradigm which considers
climate change a phenomenon fraught with an increasing
number and severity of abrupt fluctuations in environ-
mental conditions, driven by natural variability and anthro-
pogenic – primarily technological – factors with the
specific contribution of each remaining uncertain.

From a social science (particularly economic) perspec-
tive, the characteristics above assume resource allocation
marrying with a multi-hazard approach, on the one hand,
with in dubio mitius or precautionary principle. This
involves consideration of the ‘long tail’ and intergenera-
tional modes of climate change impact and thus implies
special monetary and/or insurance funds to cover respect-
ive costs and expected damage. On the other hand, look-
ing at the principle of impact differentiation and
considering the controversial effect of climate change on
regions, communities and industries, it is clear that some
people will lose in economic and life terms while others
will benefit or gain from altering environmental conditions.

Finally, from a national and global policy perspective
the new conceptualization of climate change and climate
policy implies transition to matching mitigation and adap-
tation policies with the priority shifting towards adaptation
policy. The latter in no way assumes depreciation of miti-
gation efforts to reduce CO2 and other greenhouse gas
emissions. It rather aims to improve existing climate policy,
which is inefficient in two important ways.

First, one must seriously consider the salience of the
responsible international and national agencies’ issue of
residual risk, i.e. climate change impact after the best miti-
gation measures possible have been implemented. As
mentioned elsewhere in earlier research literature, even
total suspension of current and future greenhouse gas
emissions would not mean a resolution of the problem,
given the remaining hazard precipitated by the huge
amount of such gases accumulated in the past. Such an
option is only pure theory.

Second, the significance of the natural variability com-
ponent of climate change must be taken into account,

underestimated or shadowed as it is now by the dominant
anthropogenic theory of global warming. In-depth analysis
of world disaster statistics proves that, if the recurrence of
meteorological hazards is assumed to be constant, the
damage inflicted by disaster agents would increase dra-
matically given the proportionate increase of the vulner-
ability of communities and industrial assets driven by
accelerated urbanization and economic growth.

This special issue of Environmental Hazards was con-
ceived as an attempt to focus the reader’s attention on pro-
blems mentioned above that need more coverage and
deeper investigation. The issue starts with discussion
about the paradigm shift, signs of which are already vis-
ible. However, much still needs to be done in order to
develop a comprehensive framework embedding the
improved climate policy into a sustainable development
strategy. For such a framework, the paper by a group of
scholars from Yale and Wesleyan Universities in the USA
suggests a holistic and dynamic systems approach,
focusing on socio-ecological resilience as a means of
tackling the inherent uncertainty associated with climate
change and hazard events and the primary objectives
for adaptation and risk reduction. Two specific mechan-
isms for transformative change in these fields involve:
iterative risk management as a primary instrument for
adaptive decision making; and institutional changes –
particularly the establishment of ‘boundary organizations’ –
to increase the transfer of knowledge between science,
policy and practice.

The next pair of contributions address the risk reduction
or mitigation issue. Pielke’s paper concerns predicaments
of forecasting hazards associated with climate change
and the damage it produces. In particular, it considers
the incremental efficiency of one- to five-year predictions
of US hurricane landfalls and damages, added to a base-
line expectation derived from the long-term climatological
record. It is argued that the large diversity of available pre-
dictions means that some predictions will improve upon
climatology, but for decades if not longer it will be imposs-
ible to know whether the improvement was due to chance
or actual forecasting skill. An important recommendation
for decision makers here is to use climatology as a base-
line expectation and clearly to identify hedges away from
this baseline, in order clearly to distinguish between
empirical and non-empirical substantiations of climate
risk assessment.

The paper by Fankhauser, Kennedy and Skea tackles
mitigation from a different – an institutional – perspective,
using the UK 2008 Climate Change Act as a case study.
This normative document, the first of its kind in the world,
legally binds the national level greenhouse emissions to a
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tough target for 2050: at least 80 per cent, relative to 1990.
It also establishes a new institutional architecture to ensure
this long-term objective is achieved, including a series of
statutory five-year carbon budgets. The first three of
these (for the years 2008–2022) were set in spring 2009
and assume an emissions cut of 34 per cent. Recom-
mending the targets and overseeing compliance with
them is a new independent body, the Committee on Cli-
mate Change. This paper summarizes the 2008 inaugural
report published by the Committee and explains the
analytical basis behind its recommendations.

Finally, the last two contributions contemplate the issue
of adaptation to climate change and its implications on
communities and the economy, also in two respects. The
paper by Botzen and van den Bergh concerns managing
disasters, the bulk of which have been provoked by
meteorological agents. It stresses a high probability of
the augmentation of disaster damage trends in the future
due to a combination of climate and socio-economic
change impact. This requires a more sophisticated disas-
ter risk management policy based on the concept of com-
munity resilience, comprising a package of measures
focused on disaster risk prevention, damage mitigation
and arrangements for efficient risk sharing. Especially
emphasized is the salient role of financial systems and
tools such as insurance in the adaptation to climate
change aimed at reducing the damage and facilitating
recovery from meteorological disasters.

Olsson’s paper analyses the issue of adaptation to
climate change from a different perspective, namely a crisis
management framework with a particular emphasis on
crisis communication. Crises associated with or amplified
by climate change impact involve a broad range of econ-
omic, environmental and social issues that require specific
and comprehensive policies capable of efficiently addres-
sing different groups of actors. Building upon earlier
research findings on political crisis communication, the
author contemplates these actors’ framing strategies in

connection with the crises above and the way these are
affected by the media, using the case study of the drought
in the Murray–Darling Basin in Australia and its coverage
in the local press.

The contributors to this special issue – and the Guest
Editor – hope that contemplation of the points above will
add a valuable grain to the ‘goldfield’ of earlier findings
in climate change research. They might just catalyse a
new turn of the discussion spiral on the ‘hazard–opportu-
nity’ duality of this new global challenge.

Note

1. Both of these assumptions fully comply with the IPCC
notion of anthropogenic factor being ‘very likely’ (i.e.
with confidence rate over 90 per cent) to be the
‘major cause’ of climate change.
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Strengthening socio-ecological resilience through disaster risk
reduction and climate change adaptation: Identifying gaps
in an uncertain world
WILLIAM M. COLLIER1,*, KASEY R. JACOBS1, ALARK SAXENA1, JULIANNE BAKER-GALLEGOS1,
MATTHEW CARROLL1 AND GARY W. YOHE2

1School of Forestry and Environmental Studies, Yale University, 195 Prospect Street, New Haven, CT 06511, USA
2Department of Economics, Wesleyan University, 238 Church Street, Middletown, CT 06459, USA

Global environmental change and climate change are rapidly altering the world’s socio-ecological systems and affecting human
populations at multiple scales. Important manifestations of these changes are hazard and disaster events. The emerging fields of
climate change adaptation and disaster risk reduction provide significant opportunities to avoid and/or reduce many of the
negative consequences associated with such events. Reviewing current attempts to link these two fields, we suggest an urgent
need for a holistic and dynamic systems approach, focusing on socio-ecological resilience as a primary objective for adaptation
and risk reduction. Furthermore, we propose two mechanisms for transformative change in these fields: (1) the use of iterative
risk management as a primary instrument for adaptive decision making, and (2) the establishment of ‘boundary organizations’
and institutional changes that increase the transfer of knowledge between not only science and policy, but also science, policy
and practice. There is immediate demand for participatory scholarly research to address the needs and concerns of practitioners
on the ground. As a framework for these concepts, we see a dynamic systems approach to socio-ecological resilience as a
means to deal with the inherent uncertainty associated with climate change and hazard events.

Keywords: adaptive management; boundary organizations; dynamic systems theory; knowledge networks; uncertainty; vulnerability

1. Introduction

Global environmental change is occurring at rates

unprecedented in human history, challenging the

resilience and adaptability of communities world-

wide. This change can largely be attributed to

environmental degradation from the exploitation

of natural resources (e.g. Meyer and Turner, 1992;

Dobson et al., 1997; Coleman and Williams,

2002) and the alteration of the earth’s climate

system through unnatural amounts of greenhouse

gas (GHG) emissions into the atmosphere (e.g.

IPCC, 2001; 2007). Focus on global climate

change and its attributed environmental and

socio-economic consequences over past decades,

particularly over the last several years, has led to

a growing body of literature and increasing

concern about climate change impacts on human

populations (e.g. Adger et al., 2003; IPCC, 2007;

van Aalst et al., 2008).

Highly uncertain risks are expected to affect

many dimensions of societies (i.e. agriculture,

fisheries, energy, tourism, forestry, water resources,

etc.) that are essential to the livelihoods of human

populations, particularly in developing countries.

For societies already vulnerable and sensitive

to external stresses, climate change risks may

exacerbate the social and economic conditions
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they face (Adger et al., 2003; Suárez et al., 2005).

However, both contemporary and historical case

studies, especially those in Africa and Asia-Pacific,

have demonstrated that resilience is strong. Yet

populations and communities have a new chal-

lenge to face that will certainly test this resilience.

The rate of change driven by increased anthro-

pogenic GHG emissions continues to accelerate

faster than previously anticipated (IPCC 2007;

Rahmstorf et al., 2007; Smith et al., 2009). This

is illustrated by one of the manifestations of

climate change, the increasing intensity and fre-

quency of natural disasters and extreme weather

events (Srinivas and Nakagawa, 2008; Smith

et al., 2009). The rate of increase of disasters as

well as the numbers of people affected by these

hazard events has been dramatic over the past

decade (IFRC, 2003). Thus, the urgency to

respond to these changes, even in the face of

uncertainty, has become much more pressing

and presents the need for assisted adaptation.

These recent trends have placed disasters at the

centre of human–environment debates and have

linked them with issues of development, techno-

logy and economic resiliency (Schipper and

Pelling, 2006). As a response to this concern,

international governance bodies, national gov-

ernments, development agencies and organiz-

ations, non-governmental and non-profit

organizations and private enterprise are creating

mitigative and adaptive responses to these issues

(Smit and Wandel, 2006). Special attention has

been given to developing nations, which are con-

sidered to be the most vulnerable to the risks and

pressures exerted by environmental change. In

order to confront this, research endeavours, poli-

cies and practices that enhance resilience must be

considered as a way to respond to a world that is

in constant change (Pelling and Uitto, 2001).

In this article, we review the current under-

standing of natural and social disasters, the para-

digm shifts in disaster management, the

emergence of climate change adaptation (CCA)

and the linkages between CCA and disaster risk

reduction (DRR). Current scholarly and prac-

titioner attempts to link the two fields are

described, and we propose an urgent need for a

holistic and dynamic systems approach, focusing

on socio-ecological resilience as an opportunity

to increase collaboration between the fields. We

suggest two mechanisms to achieve this: (1) the

use of iterative risk management as a primary

instrument for adaptive decision making and (2)

the establishment of boundary organizations

and institutional changes to increase the transfer

of knowledge between science, policy and practice.

The thoughts presented throughout this

review are informed by a recent Forum held on

23–24 April 2009 at the Yale School of Forestry

and Environmental Studies, entitled ‘A Dynamic

Systems Approach to Socio-ecological Resilience

and Disaster Risk Reduction: Prioritizing the

Gaps in a Changing World’. The two-day event

covered many aspects of CCA, DRR and socio-

ecological resilience. The participants, who are

researchers, practitioners and policy makers,

were charged with crossing traditional disciplines

and boundaries to indentify and prioritize gaps

and ways forward to link the fields of CCA and

DRR for a holistic systems approach to deal with

the inherent uncertainty associated with climate

change and hazard events.

1.1. Understanding natural and social disasters

There is a significant body of literature regarding

conceptualizations and definitions of disasters

in the social science literature (e.g. Quarantelli

and Dynes, 1977; Turner and Pidgeon, 1978;

Quarantelli, 1988; 1998; Oliver-Smith, 1996).

One such example is Oliver-Smith (1996, p. 303)

who defines disasters as ‘a process or event invol-

ving a combination of a potentially destructive

agent(s) from the natural and/or technological

environment and a population in a socially and

technologically produced state of vulnerability’.

Thus, natural disasters are the result of the inter-

action between a vulnerable population and a

hazard event. Consequently, climate change

will have a twofold effect on disaster risk: (1)

through the increase in weather and climate

hazards, and (2) through an increase in social vul-

nerability to these hazards. By exacerbating

172 Collier et al.
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ecosystem degradation and affecting livelihoods

at the local level, climate change will become an

additional stressor as well as an inhibitor for com-

munities’ coping capacity (ISDR, 2002).

High vulnerability and low adaptive capacity

have been associated with societies with a high

dependence on natural resources (World Bank,

2000). This echoes the concern of the Intergov-

ernmental Panel on Climate Change (IPCC) for

low-lying coastal and island regions whose popu-

lations are highly reliant on natural resources;

current adaptation for these communities is

unbalanced and ‘readiness for increased exposure

is low’ (IPCC, 2007, p. 15). Many of these regions

are the most disaster-prone in the world and have

experienced disaster relief and development

interventions for decades. Yet resilience is still

considered low in these countries. The lingering

question, therefore, is ‘why?’ We will return to

this question in detail later, but will first supply

a background of the emergence of several impor-

tant paradigm shifts.

1.2. From disaster response to disaster risk
reduction

Since the 1970s, the disaster relief and humanita-

rian community has gone through several impor-

tant paradigm shifts. The community, over the

years, has refined its understanding and manage-

ment of disasters, from identifying and respond-

ing to hazard events to determining and

targeting the underlying drivers of vulnerability

that turn hazards into disasters. Although the

shifts are more recent, Carr (1932) proposed the

conceptual model for many of these ideas much

earlier. An important shift in the practitioner

community came in the early 1980s, when the

US Federal Emergency Management Agency

(FEMA) proposed an approach to disaster man-

agement that distinguished between mitigation,

preparedness, response and recovery. Similarly,

following the International Decade for Natural

Disaster Reduction (IDNDR) (1990–1999), the

United Nations International Strategy for Disas-

ter Reduction (ISDR) was mandated to focus on

the paradigm shift from disaster mitigation to

disaster prevention, also known as DRR. At the

interim of the IDNDR, the Yokohama Strategy

and Plan of Action for a Safer World led to a

change in thinking about disaster mitigation

(Schipper and Pelling, 2006). Movement in think-

ing and practice continued during the United

Nations World Conference on Disaster Reduction

(WCDR) in 2005 (Schipper and Pelling, 2006). As

a result, the Hyogo Framework for Action (HFA)

(2005–2015) was established as an international

commitment providing technical and political

agreement on issues necessary to reduce disaster

risk. Ultimately, these shifts led to the newly

recognized DRR framework. ISDR promoted this

framework to development and humanitarian

organizations worldwide. The combined efforts

of various stakeholders produced an increasing

desire to identify actions that promote reducing

vulnerability before hazards can result in undesir-

able impacts, particularly within the context of

climate change (Klein et al., 2003). This interest

continues to date. In fact, the forthcoming IPCC

Assessment Report (AR5) will have a distinct

chapter on DRR as an adaptation strategy, and

the IPCC is also developing a Special Report on

managing the risks of extreme events and

hazards, focusing largely on DRR (IISD, 2009).

Despite the efforts of the past several decades,

including preventative measures that have been

demonstrated to be more economically efficient

than reactive ones, disaster relief, response and

recovery still predominate. This is also discoura-

ging because a growing body of literature suggests

that post-disaster response can actually increase

vulnerabilities in the long term (Anderson and

Woodrow, 1998; Schipper and Pelling, 2006).

Nonetheless, as the emphasis continues to shift

from disaster response to DRR, greater and sus-

tained efforts are needed to make these changes

within research institutions as well as develop-

ment and humanitarian agencies and organiz-

ations (Linnerooth-Bayer et al., 2005). In such

efforts, many institutions, agencies and organiz-

ations are developing analytical tools for disaster

management, to identify indicators for effective

disaster preparedness in the hopes of helping
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communities to reduce their risk from disasters.

Likewise, Schipper and Pelling (2006) suggest

that such risk appraisal and assessment method-

ologies could prove significant in designing

development strategies in the future.

1.3. The emergence of climate change
adaptation

CCA emerged from the international treaty of the

UN Framework Convention on Climate Change

(UNFCCC) in 1992, especially for developing

country parties through Article 4. CCA has been

given second priority to climate change mitigation

(CCM) since its inception, however, because of a

perceived sense of greater urgency to slow the

pace of emissions in response to Article 2 obli-

gations about avoiding dangerous anthropogenic

interference to the climate system (Pielke, 1998;

Schipper and Pelling, 2006). For example, the

Kyoto Protocol (2008–2012), an international

agreement linked to the UNFCCC, sets legally

binding targets for the reduction of GHG emis-

sions but has only little emphasis on CCA. Many

parties have disagreed on this prioritization,

notably developing countries.

Limited success to date in CCM and increased

clarity in climate change signals have made

parties realize the importance and parallel

urgency of adaptive measures and policies.

Indeed, IPCC (2007) concludes that observed

impacts from climate change to which the

planet is already committed would continue

throughout the next century even if GHG emis-

sions were cut to zero. So, while CCM has tra-

ditionally been the pivotal issue for many

climate change experts, CCA is now widely

acknowledged as necessary for responding effec-

tively and equitably to the impacts of climate

change. In recent years, CCA has become a key

focus of the scientific and policy-making com-

munities and is now a major area of discussion

under the UNFCCC. The Seventh Conference

of the Parties (COP7) in 2001 addressed the

special concerns of the world’s 38 Least Devel-

oped Countries (LDCs), which were given an

opportunity to develop National Adaptation

Programmes of Action (NAPAs). Similarly, at

the Eleventh Conference of the Parties (COP11)

in 2005 the Nairobi Work Programme (NWP)

(2005–2010) was established to focus exclu-

sively on impacts, vulnerabilities and adap-

tation. CCA gained further recognition at the

Thirteenth Conference of the Parties (COP13)

in 2007 when the Bali Road Map (BRM) and

Bali Action Plan (BAP), which chart a path to

move forward post-Kyoto Protocol, gave equal

priority to both CCM and CCA. The BAP also

identified risk management and DRR as impor-

tant elements for CCA moving forward.

Governments, institutions, researchers, prac-

titioners and populations are all preparing for

the CCA challenge posed to societies. In such

efforts, Klein and Tol (1997) and Huq and Klein

(2003) have developed approaches to anticipat-

ory adaptation. Increased importance of CCA

and identification of DRR has led to numerous

initiatives that address both DRR and CCA (e.g.

UNISDR Working Group on Climate Change

and the Red Cross/Red Crescent Climate

Change Center), suggesting that DRR has much

to contribute to CCA policy and research

(Handmer, 2003).

Community-based adaptation (CBA) is one

innovative approach to CCA that focuses on

enabling communities to enhance their own

adaptive capacity, thereby empowering vulner-

able communities to increase their own resilience

to the impacts of climate change. CBA identifies,

assists and implements community-based activi-

ties, research and policy in regions where adap-

tive capacity is as dependent on livelihoods as

climatic changes. While CBA has strong merits

for strengthening the resilience of communities,

it cannot, however, be viewed as a panacea. We

propose, as have others (e.g. O’Brien et al., 2006;

Schipper and Pelling 2006; Thomalla et al.,

2006), that CCA and DRR must to be integrated

together into a larger, holistic and systems-based

approach, and that CBA techniques could play

an important role in achieving many of the

desired goals towards increasing socio-ecological

resilience and reducing disaster risk.
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2. Linking disaster risk reduction and climate
change adaptation

It has become apparent that climate change will

not only be expressed through slow-onset

changes in trends and average conditions over a

long period, but also through non-linear and

stochastic shifts in the frequency, intensity and

severity of extreme events. The disaster relief com-

munity has great experience with droughts, floods,

heat waves and cyclones, but only recently have

disaster scholars and practitioners engaged in

climate change debates (Helmer and Hilhorst,

2006). One of the most evident distinctions

between DRR and CCA is that, while CCA focuses

solely on the disturbances attributed to the

dynamic climate system, DRR deals with all types

of hazards, which include geophysical hazards

as well (Schipper and Pelling, 2006). Both stress

recent emphasis of working with communities,

either by addressing risk aspects of climate change

(in the case of DRR) or increasing resilience

through CBA (in the case of CCA) (Næss et al.,

2005; Tompkins, 2005; Penning-Rowsell, 2006).

In attempts to link the two fields, it is noted that

the ‘core insight disaster studies can bring to

climate-related research is that vulnerability is criti-

cal to discerning the nature of disasters’ (Helmer

and Hilhorst, 2006, p. 2). Thus, as the intensity

and frequency of disasters increases, it becomes a

requirement for DRR and CCA also to increase resi-

lience (Helmer and Hilhorst, 2006, p. 3).

The IPCC Fourth Assessment Report (AR4)

(2007) identifies the usefulness of taking a risk

perspective in order to identify synergies to

‘promote sustainable development, reduce the

risk of climate-related damage, and take advan-

tage of climate-related opportunities’. For years,

the UNISDR was internally attempting to link

CCA and DRR and until recently was largely

unsuccessful. On 29 September 2008, the UN

Secretary General Ban Ki-Moon made the follow-

ing statement at a ministerial meeting he

specially convened in New York:

If we are too slow to adapt to climate change,

we risk making disasters even more catastrophic

than they need to be. We must draw on the

Hyogo Framework for Action and disaster risk

reduction knowledge to protect the world’s

most vulnerable populations against climate

change (Ban Ki-Moon, 2008).

This meeting officially linked the UN programme

areas of CCA and DRR at the international level.

Furthermore, at this meeting the Secretary

General called on ministers to lead the way at

the UNFCCC negotiations by championing

DRR as a core element of CCA. This was a critical

step for developing countries and has opened

the door for collaboration between the two

disciplines to share much-needed resources,

ultimately leading towards more effective pro-

tection of the most vulnerable populations.

While DRR is relatively new and constantly

developing new methods, CCA is even younger.

At this early stage of development, the inte-

gration of these two fields holds significant

potential to address the impacts of climate

change and reduce vulnerable populations’ risk

from disaster.

Most importantly though, while there have

been some notable exceptions, few research

initiatives are actually aimed at answering prac-

titioner questions (Helmer and Hilhorst, 2006).

We defer to Kellenberg and Mobarak (2008) to

illustrate an exception that addresses an impor-

tant practitioner concern. The authors show

that previous literature and understanding on

the negative relationship between income per

capita and measures of risk from natural disasters

missed an important point: behavioural changes

at the microlevel in response to increasing

income may lead to a nonlinear relationship

between aggregating incomes and disaster

damages, where risks increase with income

before they decrease. This suggests that the dual

goals of DRR and economic development

cannot be assumed to be complementary for all

forms of natural disasters, specifically flooding,

landslides and windstorms. Extreme temperature

events and earthquakes seem to follow the tra-

ditional thought more closely. This has signifi-

cant policy and practical implications for
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developing, and particularly least developed,

countries. To again elucidate the link to CCA,

those divergent disasters (i.e. flooding, landslides

and windstorms) are all hazards that projections

show will increase with climate change (IPCC,

2007).

3. Resilience as a dynamic systems concept

A detailed body of literature over previous

decades has shown that many of the world’s eco-

logical problems originate from social problems,

especially under dominant and hierarchal socio-

political regimes. Consequently, in order to

understand and deal with ecological problems,

societal problems must be addressed. In consider-

ing socio-ecological systems, socio-economic resi-

lience may be considered to have a higher impact

than biophysical resilience (Young et al., 2006).

Traditionally, research on adaptation to

environmental change has been centred on the

responses of different social entities to environ-

mental stimuli. Alternatively, the resilience

approach is based on a holistic perspective that

anticipates dynamic change and views adaptive

capacity as an essential characteristic of socio-

ecological systems. The resilience approach also

provides a framework through which CCA pro-

cesses can be analysed and policies can be ident-

ified. The approach allows for greater flexibility in

CCA, since it envisions the possibility of change

in the state of systems itself. Thus, the approach

fosters the prevalence of those characteristics that

allow the system to assimilate perturbations

without losing their autonomy (i.e. function, net-

works, social capital, etc.) in a dynamic environ-

ment (Nelson et al., 2007). Folke states:

The implication for policy is profound and

requires a shift in mental models toward

human-in-the-environment perspectives, acc-

eptance of the limitation of policies based on

steady-state thinking and design of incentives

that stimulate the emergence of adaptive gov-

ernance for social-ecological resilience of land-

scapes and seascapes (Folke, 2006, p. 263).

The term resilience has been used metaphorically

in a socio-ecological context since the 1970s.

Almost four decades later, there seems to have

been little clarity attained in regard to what

makes a system resilient or how resilience can

be enhanced (Klein et al., 2003). Some theorists

use this term to refer to the ability of certain

societies to adapt and cope with external

shocks. In fact, in development practice it is

widely assumed that a more resilient system is

less vulnerable to hazards (Klein et al., 2003).

Holling (1973) first introduced the concept of a

resilient ecosystem by defining it as a measure of

the ability of ecosystems to absorb change and

persist beyond that change. This work is highly

valuable in that it contrasts the concept of resili-

ence with that of stability. A stable ecosystem is

one considered to return to a state of equilibrium

after a temporary disturbance (Holling, 1973).

Accordingly, a stable ecosystem would return to

equilibrium quickly without major fluctuations,

whereas a resilient system may reach high

points of instability and fluctuation in a path

towards dynamic change. This conceptualization

is essential for applicability purposes, given the

fact that systems, as we define them today, are

dynamic and in constant change as they

respond to both external and internal influences

(Klein et al., 2003).

Carpenter et al. (2001) define resilience as the

magnitude of disturbance that can be tolerated

before a socio-ecological system moves into a

different region of state-space controlled by a

different set of processes. Accordingly, resilience

may be considered in multiple contexts: in

relation to sustainability, as a property of

dynamic models and as a quantifiable variable

that can be assessed through location-specific

field studies. In order to accomplish this last

point, there must be a general understanding of

the socio-ecological system and disturbances

must be identified (Carpenter et al., 2001).

As these ideas developed from an ecosystem

perspective, resilience became a concept of

value for economic and social studies as well.

Certain ecological economists who considered

resilience to be key to sustainability addressed
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the issues of a resilient society to climate change,

hence linking resilience to vulnerability

(Common, 1995; Klein et al., 2003).

The resilience concept was convergently devel-

oped in the context of disaster management. In

this context, resilience is defined as the ability

of a system (or one of its parts) to absorb and

recover from the occurrence of a hazard event.

Given the interest in the field of DRR to identify

the qualities that minimize fatalities, Dovers

and Handmer (1992) work within the conceptua-

lization that resilience is critical. The authors

distinguish between reactive and proactive resili-

ence. In the former, a society aims to strengthen

its status quo by promoting and enforcing the

system’s present characteristics. In the latter,

change is integrated as an inevitable and intrinsic

characteristic of systems, henceforth aiming

efforts at creating a system that will be able to

withstand change by adapting to the new con-

ditions (Klein et al., 2003). As a result of these

studies, Dovers and Handmer (1992) similarly

identify the importance of resilience to the field

of DRR in planning for and coping with disasters.

4. Linking resilience, vulnerability and
adaptation

We have previously discussed synergies between

CCA and DRR. Here, we attempt to further link

the two fields through the complementary con-

cepts of resilience and vulnerability. Resilience,

vulnerability and adaptive capacity are mutually

linked. As described by Smit and Wandel (2006),

vulnerability of the system to a particular hazard

is reflective of the system’s exposure, sensitivity

to the hazard and its resilience to the hazard.

Adaptive capacity, or the ability of a system to

adapt, defines the nature and state of adaptation

towards a particular hazard. Thus, adaptive

capacity of a system is closely dependent upon

the resilience of the system.

Significant discussions on these concepts exist

in the literature. While Turner et al. (2003) attri-

bute coping capacity and adaptive capacity as

separate dimensions of resilience, Smit and

Wandel (2006) lump them together. To Smit and

Wandel (2006), adaptive capacity is equivalent

to resilience. Similarly, Dovers and Handmer

(1992) suggest that proactive resilience is what

should be termed as adaptive capacity, and Gallo-

pı́n (2006) concludes that resilience is related to

the capacity to respond. Despite important

differences, in all these examples resilience is

non-trivially related to adaptive capacity. Since,

ultimately, CCA is a resultant of adaptive

capacity, then the resilience of a system will

certainly influence the CCA outcome.

In the context of DRR, conceptualizations of

risks and disasters, including the pressure and

release (PAR) model (Blaikie et al., 1994; Wisner

et al., 2004), identify the environmental stresses

of hazards and the progression of social forces

that contribute to vulnerability, including those

that relate to adaptive capacity. This view of

socio-ecological coupled systems that specify

the role of human adaptive responses is further

developed in the vulnerability framework of

Turner et al. (2003) and the access model of

Wisner et al. (2004).

When addressing resilience, however, there

are important questions to be addressed. For

example, what is kept and what is lost when

adapting? What is it, specifically, that should

be resilient? Other questions in the literature

emerge in respect to governance in socio-

ecological systems. In particular, for whom is resi-

lience to be managed, and for what purpose?

(Lebel et al., 2006, p. 1). We refer to Lebel et al.

(2006, p. 33), as they suggest that ‘In our roles

as analysts, facilitators, change agents, or stake-

holders, we must ask not only: the resilience of

what, to what? We must also ask: for whom?’

5. Uncertainty and iterative risk management

One of the greatest obstructions in understanding

and combating climate change is the multitude of

uncertainty surrounding climate change issues.

From indentifying underlying drivers of vulner-

ability, to understanding the biophysical dynamics

of the complex climate systems, to predicting and
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anticipating a variety of climate futures, one thing

that is certain is that nothing will be certain when

research agendas must be set, practical action must

be applied and policy decisions must be made.

It is also important to recognize that systems

consist of nested dynamics operating at multiple

organizational scales. Thus, sub-systems exist

within a given system and can have significant

influence on overall resilience or vulnerability.

This idea stresses the notion that socio-ecological

systems are highly interconnected, forming net-

works of interaction at multiple scales.

In an attempt to understand such networks,

Armitage et al. (2007) link the concepts of

co-management and adaptive management to

present a framework for both research and

practice with a new term called ‘adaptive

co-management’. The authors state:

The co-management narrative has been prima-

rily concerned with user participation in

decision making and with linking commu-

nities and government managers . . . [while]

the adaptive management narrative has been

primarily about learning-by-doing in a scienti-

fic way to deal with uncertainty (Armitage

et al., 2007).

Dynamic approaches to adaptive systems and

complexity have catalysed insights in resource

management and socio-ecological systems

(Capra, 1996; Levin, 1999). Although adaptive

co-management was primarily designed for

natural resource management, we see it of equal

importance to CCA and DRR, complementary at

its roots to ideas of iterative risk management.

Armitage et al. (2007) further assert of the break-

down of past assumptions in natural resource

management that they:

Are yielding to new developments and trends,

including: (1) the imperative of broad-based

participation when devising management

strategies that respond to change; (2) the need

to emphasize knowledge, learning and the

social sources of adaptability, renewal and

transformation; and (3) and understanding

of change and uncertainty as inherent in

social-ecological systems.

This statement strongly reflects the convergent

aspects of CCA and DRR. We see significant inter-

sections in these fields, providing substantial

opportunity to develop holistic, dynamic

systems approaches to socio-ecological resilience.

The above supports the need for resilience

approaches for institutional diversity. Iterative

risk management is neither exclusively top-

down nor bottom-up, but requires participatory

approaches at all levels to gain a better under-

standing of a system. Specifically, iterative risk

management should include both assessed risk

and subjective risk. Furthermore, risk perception

from local communities is essential for develop-

ing appropriate resilience-building strategies

and participatory approaches that ensure local

inclusion.

However, Ostrom et al. (2007) stress the

importance of avoiding panaceas in community-

based management, or any institution for that

matter, to address issues of resilience. Allen

(2006) similarly urges that community-based

disaster preparedness (CBDP), which can be

included in iterative risk management, cannot

be treated as a panacea for disaster management.

Both Ostrom et al. (2007) and Allen (2006),

however, provide insightful works that highlight

the merits and challenges of governance and

community-based approaches to natural resource

management and disaster preparedness. We

suggest that these lessons can also be applied

to iterative risk management and the resilience

approaches to CCA and DRR.

Focusing on institutions while developing resi-

lience strategies through iterative risk manage-

ment raises an important complication. In

particular, while institutional diversity and effec-

tiveness can strengthen resilience, practitioners

should be wary of and scientists should look for

institutional forms that, although they may

increase institutional performance, actually

hinder resilience (Janssen and Anderies, 2007).

We propose that iterative risk management,

and risk in general, is the appropriate lens
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through which to view uncertainty. IPCC (2007),

similarly, concludes that iterative risk manage-

ment is an appropriate approach to address

climate change. However, there is still little infor-

mation about what this means practically. Here,

we attempt to elucidate what this means, and

more importantly, how it might be implemented.

5.1. Risk and economic resilience

In a world where climate variability, extreme

hazard events, robust ecosystem services and

global financial markets are more and more

uncertain, protecting financial assets in countries

and communities becomes an imperative to

ensure resilient societies. Economic and/or finan-

cial vulnerability can be reduced through a

variety of mechanisms in terms of preparing for

climate change. Some examples include promot-

ing alternative livelihood awareness, developing

income-generating adaptation efforts, conduct-

ing countrywide risk assessments that include

financial vulnerability models, strengthening

poverty reduction strategies, encouraging dual

economies for local resource users and utilizing

insurance schemes. By no means is this list

exhaustive or are these concepts mutually exclu-

sive. Below, we highlight how two of these

approaches can strengthen economic resilience

through iterative risk management.

ISDR (2009) recently released a report entitled

Risk and Poverty in a Changing Climate that iden-

tifies three primary drivers of risk: (1) deficient

urban and local governance, (2) vulnerable rural

livelihoods, and (3) declining ecosystem services.

Thus, to return to our earlier stated question,

‘Why, with all the efforts of disaster relief, devel-

opment intervention and local resource manage-

ment, are communities still so vulnerable?’ The

ISDR (2009) report stressed that while disaster

preparedness and response are reducing mor-

tality, progress in tackling these three drivers of

risk is insufficient.

We suggest that one approach to addressing

these drivers is to link CCA and DRR with insur-

ance mechanisms and other financial tools.

There is a significant body of literature exploring

insurance for CCA and DRR (e.g. Kunreuther,

1996; Kunreuther and Michel-Kerjan, 2007) and

insurance under uncertainty (e.g. Kunreuther,

1976; Schoemaker and Kunreuther, 1979;

Hogarth and Kunreuther, 1985). However, there

are also many challenges to effectively imple-

menting insurance mechanisms for CCA and

DRR, which Warner et al. (2009) identify as low

awareness levels, lack of reliable information on

risk pricing, accessibility, affordability and

the potential for insurance to incentivize mal-

adaptation. In many cases, direct investment

(e.g. restoring mangroves) may be cheaper than

insurance payouts. To overcome many of these

challenges, we propose that countries, regions

and insurers could make risk reduction activities

a prerequisite to accessing insurance.

Insurance is largely based on the ‘risk transfer

principle’, a fundamental tool for risk insurance

schemes, especially for CCA in developing

countries. Insurance companies spread conse-

quences of a hazard event more evenly across an

insured community. This explains why having

large insured pools can make insurance more

affordable and more effective. However, if losses

resulting from climatic events become too fre-

quent, intense, or severe, and all members of a

community suffer damage, then there are no

non-victims to share the burden. Insurance then

becomes insolvent. For this reason, one goal of

insurance companies is to ensure that damage

does not become the norm. Therefore, CCA and

DRR merged with insurance schemes could play

an important role when discussing financial vul-

nerability and managing risks for governments

and communities.

Understanding resilience and vulnerability is

more complex than looking at risk, and there

are strengths and weaknesses to this approach.

As such, another challenge inherent to insurance

is that of the ‘moral hazard’. This occurs when the

insured partake in risky behaviours instead of less

risky behaviours because they feel protected by

insurance. When intervening in communities

that are hazard-prone, experience from insurance

schemes shows that mechanisms should be put in
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place to avoid moral hazards. In the case of CCA

and DRR insurance, one such mechanism, as

suggested previously, is to make risk reduction a

prerequisite for access to insurance. For resilience

and vulnerability approaches, other mechanisms

might include community empowerment, capa-

city building and awareness building.

After perturbations to a system, some commu-

nities have been forced to change their liveli-

hood strategies, which are usually connected to

an increase in risk. This was evident after the

1994 eruption of Mt Merapi in Central Java,

Indonesia. A number of factors, including demo-

graphics, politics and the global economy, con-

tributed to the village of Turgo shifting from a

system wherein livestock supported subsistence

agriculture to a system where agriculture sup-

ported market-oriented livestock husbandry

(Dove and Hudayana, 2008). While this usually

would increase risk because households

become more dependent on external factors, in

the case of the village of Turgo, risk was miti-

gated because market participation was limited

to the sale of commodities and not the purchase

of the inputs used in their production. As Dove

and Hudayana (2008, p. 742) note, ‘To continue

reliance on local resources for agricultural pro-

duction (viz. land, labor, livestock, vegetation)

represents a significant buffer against market

uncertainty and volatility’. By keeping one foot

in traditional local subsistence living and one

in global markets, the community created a

dual economy that was able to mitigate risks

associated with changing livelihoods after the

eruption of Mt Merapi and subsequent govern-

ment interventions. Thus, this duel economy

increased the resilience of the socio-ecological

system.

Yet, on a larger scale, there is the lack of a link

to policy-relevant work with the inherent com-

plexity of resilience and vulnerability. While

there are relatively straightforward processes of

doing risk planning, this is not the case for resi-

lience planning. Therefore, we propose a

nested approach at multiple scales, integrating

iterative risk management within a resilience

framework.

6. Information transfer and knowledge networks

A need has arisen to effectively utilize policies,

programmes and institutional structures which

are presently available, or which could be trans-

ferred from one sector to another, to strengthen

the ability of societies to link CCA and DRR.

This strongly relies on effective communication

of information to be transferred and knowledge

networks to be formed, both formally and infor-

mally. This can be accomplished through pro-

cesses of social learning. According to Pelling

et al. (2008), social learning has been interpreted

within the literature to mean both individual

learning that is conditioned by its social environ-

ment, and learning in the sense that social collec-

tives such as organizations and institutions can

‘learn’ in their own right. These are distinct but

complementary aspects of learning within organi-

zations. The authors discern that since collabora-

tive learning among peers facilitates learning,

there is a possibility that informal ‘communities

of practice’ can allow for knowledge to be diffused

more efficiently and be more open (or in some

cases, more constrained), thus impacting on the

collective adaptive capacity of institutions, organ-

izations and communities (Pelling et al., 2008).

An important component of social learning

is facilitating useful knowledge networks and,

moreover, identifying existing networks in order

to support them through capacity building.

Experience has shown that by making existing

local networks more robust, a community,

instead of outside ‘experts’, can sustain a project

or programme more easily than a new network

created by outside knowledge and expertise.

Many communities have both formal institutions

and networks such as government bodies, com-

munity organizations and customary laws, as

well as informal networks that prove to be very

effective during a disaster.

Special attention should also be given to

the ‘shadow systems’ within organizations and

communities, which allow individuals to affect

organizational dynamics in an informal manner.

Shadow systems, also referred to as ‘informal

institutions’, are informal systems that are not
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regulated, do not represent formal roles, but often

are dominant drivers of systems. These informal

networks may imply that an organization could

almost dissolve and still retain the original func-

tion of the organization. By enhancing the under-

standing of how these shadow systems and other

institutional factors promote resilience, insti-

tutions and organizations could be reorganized

and/or adjusted to accomplish our goals of

strengthening systems resilience. Stacey (1996)

and Shaw (1997) argue shadow systems signifi-

cantly contribute to learning and innovation in

organizations. A challenge is for organizations

to support, without managing, these informal

systems (Stacey, 1996; Shaw, 1997). This can

also apply to shadow systems outside institutions

and organizations, such as the shadow systems in

local communities.

Few researchers have investigated the relation-

ships between learning, communication and

adaptive capacity. Yet, those that have argue that:

Relational attributes of organizations and

policy regimes allow individuals or sub-groups

within organizations to experiment, imitate,

communicate, learn and reflect on their

actions in ways that can surpass formal pro-

cesses within policy and organizational set-

tings . . . offering a potential method for

measuring adaptive capacity that focuses on

process rather than output, enabling proactive

adaptation (Pelling et al., 2008).

Studies further identify components of these con-

cepts as (1) learning by doing, (2) integrating

knowledge systems, (3) increasing collaboration

and equity among community, regional and

national levels, and (4) creating greater flexibility

in management techniques (Olsson et al., 2004;

Armitage et al., 2007). Again we see these propo-

sals as complementary to the influence of social

learning, knowledge networks and iterative risk

management in linking CCA and DRR. Further-

more, we propose institutional changes, namely

the creation of ‘boundary organizations’ as an

important component of such efforts. Likewise,

we suggest the development of innovative and

layered institutions that facilitate learning

through change and complexity (as do Dietz

et al., 2003).

We now return to the earlier question of

‘why are communities still so vulnerable?’ We

propose another possible response, linked to our

previous discussion. The use of iterative risk man-

agement, the efficient transfer of knowledge and

development of knowledge networks described

in the preceding sections, as well as the develop-

ment of boundary organizations and insti-

tutional changes described in the following

sections, all foster growth in underlying determi-

nants of adaptive capacity. These range from gov-

ernance issues, to recognizing and using human

social capital, to understanding causal links and

spreading risk to promote resilience, just to

name a few. If the weakest link hypothesis pro-

posed by Tol and Yohe (2007) holds true, then

all these components are necessary to strengthen

socio-ecological resilience. Up to now, disaster

relief and development interventions have

focused on one episode or one component at a

time, ameliorating effects and events but not

building support to lower vulnerability to future

events. In short, weaknesses elsewhere have pre-

vented increases in resilience because capacities

have not increased.

7. Developing boundary organizations

The world has faced huge disasters over the last

few decades and concerns have been expressed

by nearly all international agencies involved

that there is a scarcity of managerial skills to

deal with the mitigation and management of dis-

asters (Silva, 2001; APA, 2005; IRC, 2005; WHO,

2005; MacFarlane et al., 2006; UN Commissioner

for Refugees, 2006). These skills are needed in

both science and practice. We suggest that

boundary organizations can fulfil this niche and

are essential to achieve many objectives necessary

to link CCA and DRR, such as utilizing iterative

risk management and adaptive co-management,

using a dynamic systems approach to socio-

ecological resilience, and considering multiple

scales when designing CCA and DRR strategies.
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Yet, to date there is a lack of fluidity between

research, policy and practice.

The term ‘boundary organization’ is not a new

one. It has previously been used in the social

sciences and environmental sciences, most

often referred to as ‘intermediate organizations’

(Guston, 1995; 2001; Cash et al., 2002; 2006;

Hellstrom and Jacob, 2003; Brooke, 2008). The

Harvard University Global Environmental Assess-

ment (GEA) Project defines such organizations as

‘institutions that straddle the shifting divide

between politics and science . . . It is hypothesized

that the presence of boundary organizations

facilitates the transfer of usable knowledge

between science and policy’ (Guston, 2001).

Several examples of such institutions include

the Sea Grant Program in the US, the Subsidiary

Body for Scientific and Technological Advice

(SBSTA) of the UNFCCC, the Stockholm Environ-

ment Institute, and ProVention Consortium of

the World Bank.

Pointing out that science was traditionally kept

separate to protect its legitimacy, Jasanoff’s (1990)

work on the advisory relationship between scien-

tists and regulatory agencies demonstrated that

blurring the boundaries between science and

politics could lead to more productive policy

making than could be achieved by maintaining

intentional separation. While boundary organi-

zations have not been extensively researched for

CCA or DRR, there are some emerging exceptions.

Brooke (2008) argues that ‘boundary organi-

zations – organizations or institutions that

bridge different scales or mediate the relationship

between science and policy – could prove useful

for managing the transdisciplinary nature of

adaptation to climate change, providing com-

munication and brokerage services and helping

to build adaptive capacity’ in regards to biodiver-

sity conservation and CCA. Another notable

exception is Ludwig et al. (2009), who assert

that ‘climate-proofing requires, like other

environmental problems, clearly (re)defined and

negotiated boundaries between science and

policy . . . problem-defining, policies and research

agendas need to be mutually constructed in

boundary organizations, which may also lie

outside the traditional domain of water resources

management’ (Ludwig et al., 2009, p. 119). While

related to CCA and DRR, these views of boundary

organizations still seem to focus on science and

policy, not science and practice. Thus, we argue,

while human capital is improving, ‘applicable’

human capital lags behind.

The small difference between these previous

definitions of boundary organizations and our

current proposal is that Guston (2001) focuses

on how science can guide policy making while

not becoming politicized and Brooke (2008)

focuses on biodiversity conservation and CCA

and argues that non-governmental organizations

are the appropriate actors to fill this niche because

they tend to be active across the areas of science,

policy and practice. Here, we propose the use of

boundary organizations specifically to link CCA

and DRR while arguing that a variety of existing

institutions could be reorganized to fill this

niche. We see boundary organizations as necess-

ary to catalyse fluid communication and infor-

mation transfer between science, policy and

practice, not just science and policy. As Vogel

et al. suggest:

. . . Where the science–practice interaction is

not taken seriously or carefully designed, a

number of disconnections can emerge that

frustrate otherwise well-meaning measures to

reduce vulnerability and enhance resilience

. . . thus, although there is a growing body of

knowledge on vulnerability, adaptation, and

resilience, and a variety of pressing application

opportunities for that knowledge, all too often

still silos of knowledge get produced that fail to

help make systems and communities more

robust to extremes and to change (Vogel

et al., 2007, p. 352).

Additionally, it seems that most of the existing

work on boundary organizations focuses on sys-

tematically incorporating scientific advice into

the decision making of Western, democratized

governing bodies and organizations. Further-

more, this body of work has focused heavily on

formal institutions with multiple stakeholders

in the Global North. Thus, emphasis has not
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been placed on the complex knowledge networks

and informal institutions of communities in

developing countries. We, therefore, see a need

to extend these ideas to those institutions, com-

munities and socio-ecological systems in the

Global South.

8. Conclusions

Even though substantial discussion is taking place

at the academic and policy levels in terms of incor-

poration and interaction of various concepts like

CCA, DRR and socio-ecological resilience, very

little has actually happened on the ground. We

propose an urgent need for a dynamic systems

approach to socio-ecological resilience as a

primary objective for CCA and DRR. We further-

more suggest an immediate need for scholarly

research to address the needs and concerns of prac-

titioners on the ground. We have discussed two

primary mechanisms to catalyse change in the

fields of CCA and DRR. These include an increased

use of iterative risk management for adaptive

decision making and the establishment of bound-

ary organizations and institutional changes that

increase the transfer of knowledge between

science, policy and practice.

As the boundaries between disciplines are

linked, the traditional methods of quality

control and scientific reward systems appear

increasingly outdated. The conventional scienti-

fic institutional structures might require signifi-

cant adjustment as researchers and practitioners

attempt to cross disciplinary boundaries and the

boundaries between science and practice. A

dynamic systems approach to socio-ecological

resilience may provide a significant opportunity

to restructure institutions to fulfil this role.

Embedding boundary organizations into aca-

demic institutions might be one way to deal

with the institutional obstacle.

The Forum held on 23–24 April 2009 at the

Yale School of Forestry and Environmental

Studies, entitled ‘A Dynamic Systems Approach

to Socio-ecological Resilience and Disaster Risk

Reduction: Prioritizing the Gaps in a Changing

World’, identified innovative and interdisciplin-

ary scientific work as a key contributor to past

and future resilience work. All participants in

the Forum agreed that academic institutions

and young scholars, respectively, provide signifi-

cant opportunity to develop boundary organiz-

ations, as well as individuals who can work

between disciplines and substantially increase

communication between science, policy and

practice.

Promoting a dynamic systems approach to

socio-ecological resilience might provide the

perfect opportunity to restructure the scientific

institution, pave the way for a new generation

of scholars, and increase collaboration between

the young and the seasoned within academic

institutions, development and relief organiz-

ations and government. We see this path,

embedded in adaptive and iterative risk manage-

ment, as the way forward for CCA and DRR.
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United States hurricane landfalls and damages: Can one- to
five-year predictions beat climatology?
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This paper asks whether one- to five-year predictions of United States hurricane landfalls and damages improve upon a baseline
expectation derived from the climatological record. The paper argues that the large diversity of available predictions means that
some predictions will improve upon climatology, but for decades if not longer it will be impossible to know whether these
improvements were due to chance or actual skill. A review of efforts to predict hurricane landfalls and damage on timescales of
one to five years does not lend much optimism to such efforts in any case. For decision makers, the recommendation is to use
climatology as a baseline expectation and to clearly identify hedges away from this baseline, in order to clearly distinguish
empirical from non-empirical justifications for judgements of risk.

Keywords: economic damage; hurricanes; insurance; prediction; uncertainty

1. Introduction

The answer to the question posed in the subtitle

is, unfortunately, no. This paper explains why

skilful prediction of US hurricane landfalls and

damages is not possible in the short term,

defined here as a time period of one to five

years. A ‘skilful’ prediction is one that improves

upon expectations derived from the statistics of

the long-term historical record.

More precisely, this paper argues that the range

of predictive methodologies available, and the

corresponding diversity of predictions, mean

that it is guaranteed that some prediction(s) will

beat climatology, but it will be many decades if

ever before we can know if that performance

was due to chance or actual skill in the prediction

methodology. On the timescales of decision

making, decision makers must therefore proceed

under irreducible uncertainties and fundamental

ignorance. There may be many reasons for

decision makers to hedge their judgements of

risk in various directions, and there is ample

science available to support virtually any

hedging strategy. The paper concludes with a dis-

cussion of the implications of the lack of skilful

prediction for decision making related to expec-

tations of future storms and their impacts.

2. Methods and data

The methods employed in this paper are restricted

to those that seek to identify strong signals using

simple methods. This is for two reasons. First,

strong signals identified using simple methods

are most likely to have direct applications. There

are countless studies that have sought to extract

weak signals in messy hurricane data using

complex methods, and such studies can indeed

be of scientific value. However, for purposes of

shaping expectations of hurricane behaviour on

timescales of one to five years into the future,

such studies are of little use if the signals identified
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are dependent upon methodological choices or if

the signal is small when compared to uncertainties

or variability.

At times, when one reads studies seeking to

identify patterns or causality in geophysical time

series, one may be tempted to invoke the old saw

about how tortured data will inevitably confess.

But at the same time there may indeed be scienti-

fically meaningful signals in the data that

complex methods are able to extract. Regardless,

it seems straightforward that the more difficult it

is to identify a signal in messy data the less practi-

cally useful is that knowledge. In practical terms,

on timescales of decision making a signal that

cannot be seen is indistinguishable from a signal

that does not exist. Second, there are a number

of studies that have sought to use complex

methods to identify patterns and relationships in

the US hurricane landfall record. Those studies

will be referenced here, but not replicated.

The data on the economic losses from US land-

falling hurricanes comes from Pielke et al. (2008),

which sought to adjust historical losses as

recorded by the US National Hurricane Center

to estimate the damage that each historical

storm would have produced had it made landfall

in 2005. Pielke et al. (2008) presented two

methods for adjusting past losses. The data used

in this paper are based on the method first intro-

duced in Pielke and Landsea (1998), and have

been updated through the 2008 hurricane

season.1 The data used here do not include

damage from storms that made landfall at less

than hurricane strength, though such damage is

considered in Pielke et al. (2008).

The data on landfalling hurricanes is from the

National Oceanic and Atmospheric Adminis-

tration’s Hurricane Reanalysis Project.2 Various

other data used in the analyses presented below

will be cited as they are used. Information on land-

falling hurricanes is generally recognized as being

more reliable as long as a century ago and earlier

because large tropical cyclones would have been

difficult to miss as the coastline was becoming

increasingly populated. However, in the Pielke

et al. (2008) dataset there are six storms prior to

1940 which made landfall at hurricane strength

yet had no recorded damages. Logically, the

chances that a landfalling storm was missed

increases as one goes further back in time.

However, the general convention is to assume

that all landfalling hurricanes have been identified

since 1900 (cf. Elsner and Jagger, 2006).

2.1. Landfall and damage records

Decision makers in a range of settings have con-

siderable interest in the ability to anticipate hurri-

cane landfalls in the USA and the losses associated

with those impacts. Such expectations are key

inputs to the pricing of homeowners’ property

insurance, the structure of complex financial

transactions between global reinsurance firms

and the movement of prices on commodities

markets. Anticipation of hurricane landfalls can

take the form of a prediction of a specific

number of landfalls or the probability (risk) of

landfalls. Judgements of risk are a form of

prediction.

The US hurricane landfall record is shown in

Figure 1 for the period 1851–2008 (reiterating

that it is judged to be most accurate for the

period since 1900, e.g. Landsea, 2007). The most

important statistical feature of the record, since

at least 1920, is its stationarity both in the

number of storms making landfall (cf. Elsner and

Bossack, 2001; Elsner et al., 2003; Nzerem et al.,

2008; Smith, 2008) and also in the intensity of

storms at landfall (Landsea, 2005). This means

that the time series of landfalls has not shown

any secular change although it has shown con-

siderable variability. Thus, landfall statistics have

been effectively modelled in various forms of a

Poisson process (e.g. Elsner et al., 2003; Lu and

Garrido, 2005). The damage record shows no

trend since 1900 (Pielke et al., 2008). Average

annual damage is USD11.3 billion (see Figure 2),

and the median value is USD1.2 billion (updated

to 2008 values); Pielke et al. (2008) provide a wide

range of additional summary statistics and analysis

of the normalized loss dataset.

The lack of trend in the landfall or damage

record means that efforts to develop skilful
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predictions must necessarily be able to anticipate

variability, as well as any future non-stationarities

not evident in the historical record. If variability

is to be anticipated then there must be relation-

ships between those variables that can be

accurately predicted and landfall frequency.

Consequently, considerable scientific effort has

been devoted to developing statistical and

dynamic models of hurricane activity with the

goal of offering skilful predictions of landfall

and thus impact. The following section reviews

this literature.

3. Efforts to make connections

An ability to anticipate hurricane landfalls

reliably on short timescales, such as five years or

less, would be of considerable value to decision

makers. Unfortunately, despite notable advances

FIGURE 1 US hurricane landfalls, 1851–2008

FIGURE 2 Normalized damages 1900–2005 for all landfalling tropical cyclones

Source: Reproduced from Pielke et al., 2008.
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in scientific understanding as well as some indi-

cations of skilful in-sample explanatory power

(i.e. retrodictions or hindcasts), no methodology

has yet shown skilful out-of-sample predictions of

US hurricane landfalls or damage, on timescales

of one to five years, in the form of real-time fore-

casts provided to decision makers.

3.1. Landfall and North Atlantic Basin activity

Perhaps the most intuitive relationship to be

explored is that between the total number of

storms in the North Atlantic (NATL) and the

number that make landfall. This relationship,

however, is not straightforward. A simple corre-

lation between the number of named storms

(i.e. storms that reach tropical cyclone strength)

and landfalling hurricanes is 0.46, explaining

about 21 per cent of the variation in hurricane

landfalls (for the period 1966–2008, which

coincides with the satellite observational era;

Landsea, 2007). Using only storms that reach hur-

ricane strength in the correlation with landfalls

offers a little improvement. Table 1 shows a

range of simple correlations between basin

activity, hurricane landfalls and damage.3

Logically, and as would be expected, corre-

lations with damage improve as one moves to

smaller subsets of the data, including intense

hurricanes which historically have accounted

for about 85 per cent of all damage (Pielke et al.,

2008). The number of landfalling hurricanes

shows a strong relationship with damage,

explaining about half the variation and under-

scoring the importance of skilful landfall predic-

tions. But at the same time, even a perfect

prediction of the number of landfalling hurri-

canes leaves a considerable amount of uncer-

tainty about damage, due to the nonlinear

impacts of storms of different hurricane intensi-

ties, as well as the differential levels of population

and development along the US coast.

Over decades it is clear that storm seasons with a

greater number of named storms also have more

landfalls and greater damage. From 1966 to

2008 hurricane seasons with 11 or more named

storms (i.e. above the period average of 10.8

storms, which occurred in 23 of 43 years), there

was an average of 2.1 US hurricane landfalls

causing median damage of USD 2.3 billion. In

seasons with 10 or fewer named storms (below

the average of 10.8 storms, which occurred in 20

of 43 years) there was an average of 1.0 named

storms causing median damage of USD640

million. However, the relationship between

overall activity and landfalls is not nearly as pro-

nounced in years with more than 11 named

storms. The 13 years during the period 1966 to

2008 with 13 or more named storms had an

average of 2.3 landfalling hurricanes, while the

10 years with 11 or 12 named storms had an

average of 1.8 landfalling hurricanes. Each value

falls well within the other’s standard deviation,

helping to explain why the overall number of

named storms explains only a small portion of

the variability in landfalls.

3.2. Landfall rates and proportion

Table 2 shows for three different periods – 1900–

2008, 1951–2008 and 1979–2008 – the frequency

of annual landfalls in the first and second half of

each of the periods. A few curiosities stand out.

The 54 years prior to 1954 saw 21 of 54 years

(39 per cent) with zero or one landfall, whereas

TABLE 1 Correlations between various measures of activity,
US landfalls and damage

Hurricanes in

basin

Landfalling

hurricanes

Damage

Named storms in

basin

0.87 0.46 0.27

Hurricanes in

basin

* 0.52 0.42

Intense

hurricanes in

basin

* 0.58 0.45

Landfalling

hurricanes

* * 0.71

Note: Correlations with damage are computed as Spearman (rank)
correlations. The time period of the analysis is 1966–2008, which
coincides with the satellite observational era (Landsea, 2007).
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the 54-year period 1954–2008 saw 35 years (65 per

cent) with zero or one landfall. The 15-year period

1979–1993 saw four years with two or more land-

falls, whereas the 15-year period 1994–2008 saw

eight years with two or more landfalls. Damage

from equal periods from 1901 to 2008 shows no

evidence of secular changes in landfall numbers,

overall damage or damage per landfall, as shown

in Table 3 (cf. Pielke et al., 2008).

Efforts to anticipate future hurricane activity

has primarily focused on developing seasonal pre-

dictions (i.e. for lead times of less than one year)

of NATL basin activity, with yearly forecasts pro-

vided by teams from Colorado State University

and the National Oceanic and Atmospheric

Administration, along with a range of scientists,

private firms and consultants offering their own

predictions (for a review, see Camargo et al.,

2007). Even though such forecasts are announced

with much fanfare, widely reported on in the

media and considered by many decision makers,

they have thus far offered very little insight to

the subsequent season’s landfall or damages.

Nonetheless, the changing number of storms

in the NATL basin since 1995 as compared to a

much quieter period from 1970 to 1994 has led

to a vigorous scientific debate over hurricane

landfalls. The data record for named storms in

the NATL basin, unlike the landfall record, does

indicate statistical non-stationarity over the

20th century and the latter half of the 19th

century. Specifically it shows a long-term increase

in the overall number of storms, punctuated

by periods of greater and lesser activity (e.g.

Holland and Webster, 2007; see also Briggs,

2008). The data record has led to several compet-

ing interpretations to explain why the basin stat-

istics would show an increase while the landfall

statistics would not.

The net result of the different behaviour of

basin-wide activity and landfalling hurricanes is

a decrease in the overall proportion of storms

that make landfall, as shown in Figure 3, with a

best fit linear trend. From at least 1950 there is

no trend in the landfall proportion but consider-

able variation, ranging from 0 to about 55 per

cent of named storms.

3.3. Spatial distribution of hurricane activity

One explanation for the different statistical

behaviour of the basin and landfall data is that

the increase observed in the overall basin activity

is the result of changing observational practices

rather than changes in storm activity. This line

of argument posits, uncontroversially, that the

number of landfalling storms is one of the most

reliable hurricane time series. It then assumes,

controversially, that the overall basin numbers

are proportional to the number of landfalling

TABLE 2 Number of years with indicated number of landfalls
for three periods, each divided into halves

Hurricane

landfalls

1900–

1953

1954–

2008

1951–

1979

1980–

2008

1979–

1993

1994–

2008

Zero 10 10 4 7 3 4

One 11 25 15 11 8 3

Two 17 7 3 4 1 3

Three 11 7 6 4 2 3

Four 3 0 0 0 0 0

Five 2 0 0 0 0 0

Six 0 3 0 3 1 2

Total years 54 54 29 29 15 15

TABLE 3 Landfalling hurricanes, total normalized damage
and damage per landfall for four equal periods

1901–

1927

1928–

1954

1955–

1981

1982–

2008

Landfalling hurricanes 48 54 37 48

Total normalized

damage (USD billion)

296 296 205 349

Damage per landfall

(USD billion)

6.2 5.5 5.5 7.3

Note: The data shown in Table 3 above are sensitive to choice of interval,
given that large damaging events lead to a large fraction of the damage
for any particular period. However, the choice of comparison period does
not alter the perspective of a long-term stationarity in landfall and damage
statistics. For instance, the 54-year period 1901–1954 saw USD592 billion
in normalized damage from 101 landfalls and the 54-year period
1954–2008 saw USD554 billion in normalized damage from 83 landfalls.
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storms, and thus arrives at corrections which can

be applied to the historical basin-wide data

(examples of this line of argument can be

found, for example, in Solow and Moore, 2002;

Landsea, 2007).

A second line of argument is that the relatively

small number of landfalls in the entire record

leads to a meaningful chance that landfall

numbers have indeed changed, based on the

changes to overall basin activity, but that those

changes cannot be detected at a statistically signifi-

cant level. As Nzerem et al. (2008) argue, ‘one

cannot conclude from the lack of detectable

change-points in the landfall series that this

series isn’t changing’ (cf. Elsner et al., 2003). A

similar line of argument was invoked by Emanuel

(2005) in response to the observation that neither

landfalls nor damage had increased since 1990

(Pielke, 2005). From the perspective of decision

making, this argument is rather academic, as

changes that cannot be detected can hardly be

claimed to have much practical significance.

Both of these lines of argument miss an impor-

tant factor in understanding the differential pat-

terns seen in basin and landfall statistics, and

that is the spatial distribution of trends in the

NATL basin (see Pielke et al., 2008 for discussion).

Specifically, if one looks at the increasing activity

in the basin the increase has occurred in the east-

ernmost part of the basin, far from land. The

activity in areas where landfall takes place

shows very similar trends to the landfall data.

Figures 4a and 4b show these data.

Thus one need not invoke either the vagaries of

chance or flawed data to explain the different

statistics observed in the basin and for landfall.

Instead, what needs to be explained is why the

easternmost portion of the basin (i.e. the two

most eastern quadrants in Figure 4b) has seen an

increase in storm activity. This question will

once again lead to thus-far unresolved questions

about data quality and causality. However,

because the activity in this part of the basin

is not highly correlated with landfalls (Pielke and

McIntyre, 2007), the debate is not particularly

relevant to questions related to landfall prediction.

Because landfall proportions vary a great deal,

even with a perfect prediction of basin activity,

predictions of landfall will have limited skill.

Thus, any prediction of landfall that assumes a

constant landfall proportion (e.g. Coughlin

et al., 2009) necessarily leads to a poor prediction

of landfall activity. For instance, consider a pre-

diction made starting in 2000 using data since

1950. If one compares a prediction of landfall

based on simply the climatological average

(from 1950 to the year before the predicted year)

with a prediction using a perfect basin forecast

assuming a constant landfall proportion (e.g.

from 1950 to 1999, the average proportion was

15.6 per cent), the use of the perfect basin forecast

method would improve upon climatology in only

five of the subsequent nine years, indistinguish-

able from chance.4 Because overall basin activity

predictions are not perfect, this is the idealized

best case scenario.

To summarize, over periods less than a decade

(perhaps even several decades), and certainly

on the timescale of years, the total number of

named storms offers little if any advantage over

climatology for anticipating landfalling hurri-

canes. There are three main reasons for this con-

clusion. First, even though landfall proportions

cannot be shown to have changed since at least

FIGURE 3 Proportion of named storms making landfall as hurricanes, 1900–2008
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1950, the extremely large variability in this

metric alone (see Figure 3) complicates any pre-

diction of landfall based on first predicting the

overall basin activity. Second, changes observed

in the overall basin activity are not spatially

uniform; increasing activity has occurred far

from land. Finally, because the skill of existing

seasonal predictions of basin activity is modest

at best (e.g. Owens and Landsea, 2003), efforts

to predict landfall rates on longer timescales

based on NATL basin activity are unlikely to be

forthcoming in the near term. Practically useful

forecasts of landfall at timescales of one to five

years will require the use of variables other than

the number of storms in the basin.

3.4. El Ni ~no: Southern Oscillation and landfall

Because there is no simple way either to predict

overall basin activity or its annual relationship

with landfalling hurricanes, scientists have

looked for ways to explain the patterns of variabi-

lity in storm activity. Many of such studies focus

on NATL basin activity, but some also focus on

landfalling hurricanes. The most well documen-

ted and strongest relationship is that between

the El Niño-Southern Oscillation (ENSO,

measured via the Southern Oscillation Index or

temperatures of the equatorial Pacific Ocean)

and storm landfalls.

Figure 5 shows the number of US hurricane

landfalls in different states of ENSO from 1950

to 2007. Over this period there were fewer hurri-

cane landfalls during El Niño years than during

La Niña years.

Pielke and Landsea (1999) showed a relation-

ship between ENSO and normalized damages

(cf. Katz, 2002), and this relationship continues

to hold through 2008 as shown in Table 4. Pre-

dictability of the state of ENSO shows skill only

on timescales of less than a year, and even then

the skill is not particularly large (Camargo et al.,

2007). Thus, while ENSO has a significant

FIGURE 4 (a) NATL basin divided into five quintiles, each with an equal number of observations from the HURDAT dataset.

(b) Measures of activity in each quartile: total number of storm days (left panel) and total number of hurricane days (right panel);

trends are computed and shown (upper left, best fit line) from 1900

Source: Figures provided courtesy of S. McIntyre.
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relationship with landfalls and damage, the ability

to skilfully predict ENSO events more than a

season or two in advance limits its use as a guide

to landfalls and damages on a timescale of one to

five years, leading scientists to explore other

relationships.

3.5. Sea surface temperatures, climate
oscillations, solar cycles and more

Scientists have published widely on the relation-

ships of hurricane activity and sea surface

temperatures (SSTs), Pacific Decadal Oscillation

(PDO), North Atlantic Oscillation (NAO), Atlantic

Multidecadal Oscillation (AMO), Atlantic Multi-

decadal Mode (AMM) and even more exotic

relationships such as with the Quasibiennial

Oscillation (QBO), Cold Tongue Index (CTI),

African dust and rainfall, Asian and North Amer-

ican smog, sunspot activity and more. Some of

this literature was reviewed by an international

working group of the World Meteorological

Organization (World Meteorological Organiz-

ation, 2006; more recently, see Bogen et al., 2007).

Other studies have been developed by research-

ers at Florida State University, seeking to identify

relationships of ENSO, NAO and AMO on landfall-

ing storms and damage (e.g. Elsner and Jagger,

2006; Jagger et al., 2008). Elsner and Jagger

(2008) find a relationship between the solar cycle

and US hurricane counts, after accounting for

SSTs, wind shear and steering currents.

Saunders and Lea (2005) use a metric of tropo-

spheric winds to develop a model of landfalling

activity, which its lead author characterized as

TABLE 4 Replication of Table 2 in Pielke and Landsea (1999)
using updated statistics on normalized damage and ENSO
(including 2007)

Median damage

(USD billion)

Mean damage

(USD billion)

Std dev

(USD billion)

La Niña 6.6 9.2 10.5

Neutral 0.4 12.7 30.4

El Niño 0.4 7.7 14.5

FIGURE 5 Average US landfalls by state of ENSO, 1950–2007. The SST data is from the NOAA Climate Prediction Center and is

a three-month running mean for August, September and October of ERSST.v3 SSTanomalies in the Niño 3.4 region (i.e. 58 N–58

S, 1208–1708 W); available at www.cpc.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml. An El Niño year is

defined by NOAA as an anomaly of 0.58C or larger and a La Niña year is defined by an anomaly of –0.58C or less. From

1950 to 2007 there were 18 La Niña years, 22 neutral years and 18 El Niño years

194 Pielke

ENVIRONMENTAL HAZARDS



‘the first to offer precision which is high enough

to be practically useful’ (Saunders, 2005).5 The

methodology was used subsequently in 2006–

2008, resulting in a prediction issued each

August for the current hurricane season, and in

each case predicting landfall numbers to be

above average. For these three years the

number of landfalls was well below the historical

mean in 2006 and 2007 and above average in

2008 (TSR, 2009). In stark contrast, Swanson

(2008) suggests that the relationship between

atmospheric winds and hurricane activity is in

fact in the opposite direction, with the hurri-

canes perturbing the wind fields. Regardless of

the direction of causality, there is no evidence

that atmospheric winds can be predicted on

timescales of a year or more.

The very public and sometimes acrimonious

debate over climate change includes some who

posit a straightforward relationship between

increasing SSTs and increasing storm activity

(e.g. Holland and Webster, 2007). If there is such

a simple relationship, then increasing SSTs

would be accompanied by increasing storm

activity, landfalls and damage. Others have

suggested a much more complicated relationship,

even leading to suggestions of decreasing storm

counts in the NATL (e.g. Emanuel et al., 2008;

Knutson et al., 2008). Vecchi et al. (2008) show

how different, legitimate views on the science

lead to vastly different projections for future

NATL activity. Presently, and indeed for the fore-

seeable future, debate over the effects of climate

change on hurricane activity will remain con-

tested (Pielke et al., 2005).

Risk Management Solutions (RMS) Ltd, a

leading catastrophe modelling firm, has used a

range of models coupled with expert elicitation

to develop five-year forecasts of US hurricane

landfall activity that it utilizes in its models

used widely in the insurance and reinsurance

industries (Lonfat et al., 2007; Jewson et al.,

2009).6 The RMS methodology resulted in an

estimated 2.1 landfalling hurricanes and 0.9

landfalling intense hurricanes each year from

2006 to 2010. The actual values for 2006–2008

(i.e. the first three years of the forecast) are 1.3

hurricane landfalls and zero landfalling intense

hurricanes per year. The long-term climatology

would have suggested 1.5 hurricane landfalls

and about 0.6 intense hurricane landfalls. To

improve upon climatology for the five-year

period of the forecast would require seven hurri-

cane landfalls in 2009 and 2010, five of which

are intense hurricanes.7 The RMS estimates

have been controversial because when incorpor-

ated into their catastrophe model as a ‘short-

term’ outlook on activity, they lead directly to

increased insurance rates, with corresponding

financial benefits for many of the clients of

RMS (see Hunter and Birnbaum, 2006).

Although much has been learned about tropi-

cal cyclones and various modes of climate, none

has thus far resulted in knowledge that has been

shown to provide skilful predictions of out-of-

sample (i.e. in real time) US landfalls or damage

on timescales of one to five years (cf. Karen

Clark and Company, 2008). One reason for this

is that the track record of such forecasts is not

long. However, the experience that is available

to date does not suggest optimism. Even so,

those who may differ with the conclusions

reached here can support their view by issuing

predictions shown to be skilful on timescales of

one to five years, and sustain accurate enough

performance over time to show skill. But demon-

strating such skill will probably impossible for at

least several decades, and the next section

explains why this is so.

4. The impossibility of demonstrating skilful
predictive capabilities in the near term, or
how the guaranteed winner scam meets the
hot hand fallacy

Upon seeing efforts to establish relationships

between various climate variables and NATL hur-

ricane activity one is tempted to quote John von

Neumann who said of fitting relationships with

various parameters, ‘with four parameters I can

fit an elephant, and with five I can make him

wiggle his trunk’ (as related in Dyson, 2004).

Indeed, my own research shows a correlation of
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0.33 between the total score in the UK Football

Association’s (FA’s) annual Cup Championship

game and the subsequent hurricane season’s

damage, without even controlling for SSTs,

ENSO or the Premier League tables. Years in

which the FA Cup championship game has a

total of three or more goals have an average of

1.8 landfalling hurricanes and USD11.7 billion

in damage, whereas championships with a total

of one or two goals have had an average of only

1.3 storms and USD6.7 billion in damage.

I am sure that no one would believe that there is

a causal relationship between FA Cup champion-

ship game scores and US hurricane landfalls, yet

the existence of a spurious relationship should

provide a reason for caution when interpreting

far more plausible relationships. Two simple

dynamics associated with interpreting predictions

help to explain why fundamental uncertainties in

hurricane landfalls will inevitably persist.

The first of these dynamics is what might be

called the ‘guaranteed winner scam’. It works

like this: select 65,536 people and tell them that

you have developed a methodology that allows

for 100 per cent accurate prediction of the

winner of next weekend’s big football game. You

split the group of 65,536 into equal halves and

send one half a guaranteed prediction of victory

for one team, and the other half a guaranteed

win on the other team. You have ensured that

your prediction will be viewed as correct by

32,768 people. Each week you can proceed in

this fashion. By the time eight weeks have gone

by there will be 256 people anxiously waiting

for your next week’s selection because you have

demonstrated remarkable predictive capabilities,

having provided them with eight perfect picks.

Presumably they will now be ready to pay a

handsome price for the predictions you offer in

week nine.

Now instead of predictions of football match

winners, think of real-time predictions of hurri-

cane landfall and activity. The diversity of avail-

able predictions exceeds the range of observed

landfall behaviour. Consider, for example,

Jewson et al. (2009) which presents a suite of

20 different models that lead to predictions of

2007–2012 landfall activity to be from more

than 8 per cent below the 1900–2006 mean to

43 per cent above that mean, with 18 values

falling in between. Over the next five years it is

virtually certain that one or more of these

models will have provided a prediction that will

be more accurate than the long-term historical

baseline (i.e. will be skilful). A broader review of

the literature beyond this one paper would

show an even wider range of predictions. The

user of these predictions has no way of knowing

whether the skill was the result of true predictive

skill or just chance, given a very wide range of

available predictions. And because the scientific

community is constantly introducing new

methods of prediction the ‘guaranteed winner

scam’ can go on forever with little hope for

certainty.8

Complicating the issue is the ‘hot hand fallacy’

which was coined to describe how people misin-

terpret random sequences, based on how they

view the tendency of basketball players to be

‘streak shooters’ or have the ‘hot hand’ (Gilovich

et al., 1985). The ‘hot hand fallacy’ holds that the

probability in a random process of a ‘hit’ (i.e. a

made basket or a successful hurricane landfall

forecast) is higher after a ‘hit’ than the baseline

probability.9 In other words, people often see pat-

terns in random signals that they then use, incor-

rectly, to ascribe information about the future.

The ‘hot hand fallacy’ can manifest itself in

several ways with respect to hurricane landfall

forecasts. First, the wide range of available predic-

tions essentially spanning the range of possibili-

ties means that some predictions for the next

years will be shown to have been skilful. Even if

the skill is the result of the comprehensive ran-

domness of the ‘guaranteed winner scam’ there

will be a tendency for people to gravitate to that

particular predictive methodology for future fore-

casts. Second, a defining feature of climatology is

persistence, suggesting that nature does some-

times have a ‘hot hand’. However, this too can

lead one astray. Consider that following the

record number of landfalls and damage of 2004

and 2005, global hurricane activity dropped to

extremely low levels (Maue, 2009). Distinguishing
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between a true ‘hot hand’ and a ‘winner’s scam’

can only occur over a period substantially

longer than the timescales of prediction.

As a result of these dynamics, robust predictive

skill can be shown only over the fairly long term,

offering real-time predictions and carefully

evaluating their performance. The necessary

time period is many decades. Judgements of

skilful predictive methodologies on shorter time-

scales must be based on guesswork or other

factors beyond empirical information on predic-

tive performance.

5. Conclusion: What is a decision maker to do?

This paper has argued that efforts to develop

skilful predictions of landfalling hurricanes or

damage on timescales of one to five years have

shown no success. It has further argued that,

given the diversity of predictions now available

on these timescales, inevitably some will appear

skilful in coming years. However, despite the ten-

dency to view these predictions as actually skilful,

a much longer perspective than the timescale of

the predictions will be needed to robustly evalu-

ate their performance. This sets up a frustrating

situation where decision making must be made

under conditions of irreducible uncertainty and

ignorance.

So what might a decision maker concerned

about hurricane landfalls or damage over the

next one to five years actually do?

The recommendation here is to start with the

historical data as a starting point for judging the

likelihood of future events and their impacts.

Figure 6 shows the frequency of landfalling hurri-

canes per year for the period 1851–2008 (other

time periods are shown in Table 2, and decision

makers may wish to use a record that starts in

1900 for data quality reasons). Similarly,

Figure 7 shows the same data but for running five-

year periods from 1851 to 2008.

A decision maker may have reasons to hedge

his or her views of these distributions in one

way or another, and (s)he will certainly be able

to find a scientific justification for whatever

hedge (s)he prefers (see Murphy, 1978).

However, it is important to recognize that any

decision to adjust expectations away from those

in the historical record represents a hedge.

Reasons for hedging might include risk aversion

or risk-seeking behaviour, a gut feeling, trust in

a subset of the expert community, a need to

justify decisions made for other reasons and so

on. But at present, there is no single, shared scien-

tific justification for altering expectations away

from the historical record. There are instead

many scientific justifications pointing in differ-

ent directions.

Starting with the historical record allows for

a clear and unambiguous identification of

hedging strategies and justifications for them.

An ability to distinguish between judgements

that can be made based on empirical analysis

and those that are based on speculation or selec-

tivity is an important factor in using science in

decision making. Such a distinction can also

help to identify the role that financial or other

FIGURE 7 Histogram of running five-year number of land-

falls, 1851–2008

FIGURE 6 Histogram of annual number of land-

falls, 1851–2008
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interests play in the choice of relevant science in a

particular decision process.

Given that the climate system is known to be

non-stationary on various timescales, there are

of course good reasons to expect that uncertain-

ties may be larger than the variability observed

in the past, given that the climate system can

assume modes of behaviour not observed over

the past century and a half. Each decision maker

should carefully evaluate how unknown unknowns

might influence their judgements. In addition to

decision making under conditions of uncertainty,

decision makers need also to make judgements

under conditions of ignorance, where uncertain-

ties cannot be known with certainty.

Decision makers will continue to make bets on

the future and, just like in a casino, some bets will

prove winners and some will be losers. But over

the long term those who do the best in the

business of decision making related to hurricane

landfalls and their impacts will be those who

best match their decisions to what can and

cannot be known about the uncertain future.

And such wisdom starts with understanding the

historical record and why the scientific commu-

nity cannot produce skilful forecasts of future

landfalls and damage for the foreseeable future.
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Notes

1. The choice of dataset does not influence the results

presented here, as the two methods lead to very

similar results. The data used here express losses in

constant 2008 US dollars, under the assumption

that loss potentials plus inflation have increased by

4 per cent per year since 2005, leading to a 12.5 per

cent increase in the normalized data from the 2005

baseline. 2006 had no hurricane landfalls, and thus

no damage. 2007 had one landfall, with USD500

million in damage (see Blake, 2007). 2008 had

three hurricane landfalls with an estimated

USD16.6 billion in total losses, made by doubling

the estimates of onshore insured losses provided by

the Insurance Services Office for Louisiana and

Texas in the third quarter of 2008 (see Insurance

Services Office, 2008).

2. See www.aoml.noaa.gov/hrd/hurdat/Data_Storm.

html.

3. All correlations with damage are expressed using the

rank (Spearman) correlation.

4. This conclusion is identical using data from 1966,

the start of the geostationary satellite era.

5. A team of researchers at Colorado State University

has also issued landfall forecasts in recent years (see

CSU, 2009).

6. This author participated in the 2008 elicitation

process.

7. Because RMS issues a new five-year forecast each

year, they are now in the interesting situation

where the most recent five-year forecast is inconsist-

ent with the one issued from 2006–2010 as they

imply different rates of occurrence for the period of

overlap.

8. What if the nature of relationships and processes in

the global atmosphere is non-stationary on time-

scales less than that required to demonstrate skill

with certainty? See Pielke (2009) for a discussion.

9. The ‘gambler’s fallacy’ is also relevant here. It posits

that the odds of a miss are higher after a run of ‘hits’.
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The 2008 Climate Change Act commits the UK to a legally binding emissions target for 2050. The Act also puts in place a new
institutional architecture to ensure this long-term objective is achieved. UK emissions will be controlled through a series of
statutory five-year carbon budgets, the first three of which were set in Spring 2009. Recommending the targets and overseeing
compliance with them is a new independent body, the Committee on Climate Change (CCC). This paper summarizes the
inaugural report of the CCC, published in December 2008, and explains the analytical basis behind its recommendations: a
long-term reduction in all greenhouse gas emissions of at least 80 per cent, relative to 1990, by 2050, and an initial cut in
emissions of 34 per cent over the first three budgets (2008–2022), potentially rising to 42 per cent in the context of a new
international agreement post-2012.
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1. Background

Climate change is arguably the biggest environ-

mental hazard of our time. It is also one of the

most difficult environmental problems to solve.

Tackling climate change requires an unprece-

dented level of global environmental cooperation

and a sustained, multi-decade commitment to the

decarbonization of the economy. The techno-

logical and economic solutions of doing so are

emerging, but maintaining a long-term, global

commitment is difficult institutionally in national

systems geared toward the short and medium term.

In November 2008 the British Parliament

passed a progressive piece of legislation which

may help to overcome this problem in the UK.

The Climate Change Act, which had overwhelm-

ing support from all political parties, breaks new

institutional ground in at least three respects.

First, it sets a legally binding long-term emissions

target. The Act obliges the UK to reduce its green-

house gas emissions by at least 80 per cent by

2050. Many policy makers have advocated such

long-term targets, not least the leaders of the

G8 nations at their 2009 summit. However, the

UK is the first country to put the commitment

into law.

Second, the Act puts into place a framework

through which the long-term target will be

achieved. It commits the UK to a series of legally

binding five-year carbon budgets leading towards

the long-term goal. The purpose of the budgets is

to provide a clear benchmark against which the

country’s emissions performance can be

measured and tracked. The budgets also send a

strong signal to investors about the UK’s carbon

policy, which should facilitate low-carbon invest-

ment and help to reduce regulatory uncertainty.

research article

B *Corresponding author. E-mail: s.fankhauser@lse.ac.uk

ENVIRONMENTAL HAZARDS 8 (2009) 201–208

doi:10.3763/ehaz.2009.0020 # 2009 Earthscan ISSN: 1747-7891 (print), 1878-0059 (online) www.earthscanjournals.com



Budgets are set sufficiently far in advance to

provide medium-term certainty without redu-

cing the scope for mid-term corrections. The

first three budgets covering the period 2008–

2022, for example, were announced in April

2009. The five-year time horizon is thought to

be long enough to absorb short-term fluctuations

in emissions, for example due to weather

extremes or variations in the business cycle.

Third, the Climate Change Act establishes a

new independent body, the Committee on

Climate Change (CCC), which advises the gov-

ernment on carbon budgets and monitors pro-

gress in meeting them in an annual report to

government. Applying a transparent, evidence-

based approach to setting and meeting budgets,

the CCC is intended to support the development

of robust carbon strategies and increase the like-

lihood of meeting the ambitious emissions

reduction targets it helps to set. The legal frame-

work requires the discussion of CCC advice and

of its annual progress reports in Parliament. This

lends the CCC considerable leverage to hold the

government to account.

The CCC, which had been active in shadow-

form since February 2008, issued its first set of

recommendations in October 2008, when it

advocated a long-term emissions reduction objec-

tive for the UK of 80 per cent, relative to 1990, and

the extension of the target to all greenhouse

gases, not just CO2. These recommendations

were subsequently adopted and incorporated in

the Climate Change Act.

In December 2008, the Committee published

its first full report (CCC, 2008), which elaborates

on the reasoning behind the 80 per cent rec-

ommendation and proposes emissions targets

for the first three carbon budgets (2008–2012,

2013–2017 and 2018–2022). It recommends

that by 2020 UK greenhouse gas emissions

should come down by 42 per cent as part of a

stringent international agreement that builds on

the current Kyoto commitments. Until such an

agreement is reached the UK should commit to

a 34 per cent unilateral cut.

The report also discusses a number of

additional issues, such as the role of international

carbon trading and the wider social and econ-

omic consequences of the proposed targets,

including the likely cost to the economy, the

impact on competitiveness and fuel poverty,

the effect on energy security, fiscal implications

and the consequences for the devolved

administrations.

This paper provides a summary of the CCC’s

inaugural report, which centred on the appropri-

ate medium- and long-term targets to contain

climate change risks, and discusses the analytical

underpinnings of its recommendations. The

focus is on the two main recommendations of

the report: the target for 2050, discussed in

Section 2, and the first three carbon budgets, dis-

cussed in Section 3. The final section outlines the

CCC’s future work programme.

2. The UK's long-term target (2050)

The Climate Change Act was not the first policy

document to propose a long-term emissions

target for the UK (although it was the first to put

it into law). In 2000 the Royal Commission

on Environmental Pollution (RCEP, 2000) had

recommended a 60 per cent reduction target for

CO2 only. This number was subsequently

adopted in the 2003 Energy White Paper (DTI,

2003). The 60 per cent number also featured as

a minimum requirement in early drafts of what

eventually became the Climate Change Act.

In the event, the Act adopted, at the rec-

ommendation of the CCC, a much tighter and

also broader target. The 2050 reduction target

was increased from 60 per cent to at least 80 per

cent and the scope was extended to cover not

only CO2 but the full basket of Kyoto greenhouse

gases (CO2, CH4, N2O, HFCs, PFCs and SF6).

The target applies to the economy as a whole

and not to individual sectors or gases. That is, it

is possible for some sectors to remain above the

overall target as long as this is compensated for

by additional reductions elsewhere.

The inclusion of all Kyoto gases in the target

was a fairly uncontroversial adjustment that

underlines the importance of controlling all
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greenhouse gases. In the same spirit the target was

extended to also include the international trans-

port sector (aviation and shipping). The only

reason to exclude some activities would have

been measurement and accounting issues.

Although these are valid, particularly in the case

of international transport, the CCC felt that

they can and should be overcome before 2050.1

The switch from a 60 to 80 per cent target

reflects two important developments since the

Royal Commission issued its recommendation.

The first is an increased concern among scientists

about the speed and severity of climate change.

The faster-than-expected pace of observed

climate change, a better understanding of feed-

back effects and a greater awareness of potentially

abrupt or irreversible change have led to a

re-evaluation of climate change risks (see

Solomon et al., 2007).

The second development is that global emis-

sions and atmospheric concentration levels

have grown faster than anticipated a few years

ago. An important factor in this trend has been

the rapid economic development in countries

like China and India, whose emissions have

grown much faster than expected. The acceler-

ated growth in concentrations – even if it slows

temporarily as a result of the current economic

crisis – means measures to reduce emissions

have to be brought forward.

In devising its recommended target, the CCC

worked backwards, first defining an acceptable

global temperature goal, then calculating emis-

sions trajectories consistent with that goal and

finally setting the UK’s contribution to the

global trajectory. The process was strongly

evidence-based and made extensive use of

model results, but it was not an integrated,

model-based optimization. The recommen-

dations are ultimately judgemental.

There is an intensive and ongoing debate about

the globally optimal greenhouse gas emissions

trajectory, and the different points of view are

backed up by a variety of economic, ethical and

environmental arguments. The Intergovernmen-

tal Panel on Climate Change (IPCC), for example,

distinguishes five ‘reasons for concern’, which all

imply different climate policies. They include

concern about aggregate economic impacts, the

unfair distribution of these impacts, the threat

to unique natural systems, the danger of passing

irreversible impact thresholds and the costs

associated with increased climate variability

(Smith et al., 2001; 2009).

The CCC considered these approaches and in

particular studied carefully the lessons from inte-

grated assessment models (Sura and Golborne,

2008) and the Stern Review (Dietz, 2008). In the

end it decided on a risk-based approach, arguing

that climate policy is ultimately an issue of risk

and that there is still too much uncertainty in

climate models to set precise policy targets.

The CCC adopted two benchmark objectives.

The first was to keep the central warming projec-

tion (mode) as close as possible to 28C above the

1990–2000 average. Although 28C is not a firm

threshold it was felt that the global danger zone

will start somewhere above 28C. The second

benchmark was to minimize the risk of a

catastrophic outcome. This latter objective was

specified to mean a less than 1 per cent

probability of surpassing 48C. These benchmarks

will be reviewed as the science evolves, for

example when setting the fourth carbon budget

(2023–2027) at the end of 2010. Setting targets

is an ‘act-learn-react’ process.

The MAGICC model2 was then used to derive

emission trajectories consistent with this goal.

The model runs suggested that, to have a reason-

able chance of meeting the two objectives, global

emissions would have to peak within the next

decade or so and then decline by at least 3 per

cent annually. This result is broadly consistent

with the literature (e.g. Meinshausen et al., 2006).

The final step was to decide on the UK’s contri-

bution to the global trajectory. A wide range

of burden-sharing arguments have been put

forward in the literature, some emphasizing per

capita emissions (e.g. contraction and conver-

gence), others the carbon efficiency of an

economy (e.g. triptych), but all based broadly

on the UNFCCC principle of ‘common but differ-

entiated responsibilities’ (see the discussion in

CCC, 2008).
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The CCC did not make an ethical choice

between those methods. Instead it argued prag-

matically that it is difficult to imagine a global

deal that would not ask developed countries

to reduce their per capita emissions to global

average levels. Allowing some large emitters to

remain above the global average would require

other emitters to remain below it, and agreement

on such an outcome is unlikely.

This argumentation, first put forward by Stern

(2008), implies a roughly 80 per cent reduction in

UK emissions from currently just over 10 tCO2e

per capita to around 2–2.5 tCO2e per capita. In

absolute terms, the UK would have to reduce emis-

sions from 695 MtCO2e in 2006 to 159 MtCO2e in

2050 (see Figure 1). The 80 per cent target is in line

with a growing international consensus on, and

commitment to, long-term emission cuts by devel-

oped countries. The target is formulated as a

minimum requirement, leaving open the option

of further cuts if required (for example in the light

of new scientific evidence).

Despite framing climate change as a risk issue,

the CCC did not ignore the issue of mitigation

costs, which is central to economic assessments.

Considerable effort went into ascertaining that

the proposed targets are technically feasible and

can be achieved at reasonable cost. They can.

The CCC’s modelling results, based on MARKAL,

concur with the IPCC fourth assessment (Barker

et al., 2007) that cutting emissions by four-fifths

would cost no more than 1–2 per cent of GDP in

2050 (see AEA, 2008).

A key plank of the long-term abatement strategy

would have to be the decarbonization of the elec-

tricity sector, through a combination of renewable

energy, nuclear power and carbon capture and

sequestration (CCS). On the back of a decarbo-

nized electricity sector, large-scale emission

reductions would also become feasible in two

other important sectors, heating and transport.

In the short term, significant contributions

would have to come from increased energy effi-

ciency in buildings, transport and industry.

Although it endorsed the free trade in carbon emis-

sions, the CCC also noted that the majority of the

80 per cent cut would in the long term have to be

achieved via domestic action.

3. The first three carbon budgets (2008–2022)

Theintroductionoffive-yearcarbonbudgets isargu-

ably the key institutional innovation of the Climate

Change Act. From a political economy point of

view, the budgets allay concerns that without inter-

mediate milestones action toward the mid-century

target would be delayed and they allow for the

objective and transparent monitoring of perform-

ance. The budgets also increase policy certainty

and send a strong signal to industry, encouraging

business to undertake the large-scale investments

needed to create a low-carbon economy.

Each carbon budget constitutes a distinct five-

year target. However, the CCC used the year

2020, the mid-point of the third budget period,

to take a ‘sighting shot’ at appropriate budgets

for periods one to three. The CCC recommended

a two-track approach with two state-contingent

targets (see Figure 2):

B An interim target of –34 per cent, relative to

1990, to which the UK should commit unilat-

erally; and

FIGURE 1 Current UK emissions and the 2050 target

Source: CCC (2008).

Note: UK emissions in 2006 (including transport) were 16% lower

than in 1990. Hence an 80% emissions cut relative to 1990

translates into a (120.20/0.84) ¼ 77% reduction from today.
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B An intended target of –42 per cent, relative to

1990, which the UK should adopt if a mean-

ingful successor to the Kyoto Protocol can be

agreed.

Consistent with the long-term target, the carbon

budgets cover all Kyoto gases, despite uncertainty

in the measurement of non-CO2 emissions, par-

ticularly in agriculture. However, the CCC rec-

ommended the exclusion of emissions from

international aviation and shipping until a trans-

parent and sensible way could be found to allo-

cate international emissions to the national

level. The CCC recognized the importance of

international transport emissions, however, and

will monitor them in its annual progress

reports. It also argued that the level of ambition

in the budgets should reflect likely progress in

reducing emissions in these sectors.

In recommending the three carbon budgets

the CCC was guided by three main concerns:

(1) the need for consistency with EU-wide energy

and climate change policy, (2) the need to be con-

sistent with the 2050 objective and make an ade-

quate early contribution to the 2050 target; and

(3) the need for budgets that are ambitious but

technically and economically feasible.

The distinction between an interim and

intended budget was a direct result of EU policy

approach, which also distinguishes a ‘unilateral’

target (a 20 per cent EU-wide emissions cut) and

a ‘global cooperation’ target (a 30 per cent emis-

sions cut). The CCC felt this was an appropriate

way to approach the international negotiations

for a post-2012 agreement. The targets proposed

for the UK are roughly consistent with the obli-

gations that the EU-internal burden sharing

methodology imposes on the UK.

Similarly, the budgets set the UK on course

to reach its 2050 target. Meeting the intended

budget target would require a decrease in UK

greenhouse gas emissions of 2.8 per cent per

annum between 2007 and 2020. This would have

to increase to 3.5 per cent per annum between

2020 and 2050. Although the initial reduction

rate is lower than the long-term average, the

CCC felt it was adequate. In an environment of

high uncertainty, the proposed targets also

provide the flexibility required to make cost-

effective mid-term corrections should new infor-

mation become available (Watkiss et al., 2008).

Although consistency with EU policies and the

long-term target is crucial, by far the most effort

went into the third consideration – ascertaining

that the proposed targets are technically and

economically feasible. The CCC systematically

assessed the emission reduction potential in the

main sectors – electric power, transport, build-

ings and industry, and the non-CO2 sectors.

Detailed marginal abatement cost curves were

derived for all relevant sectors to identify

emission reduction opportunities through a

bottom-up process. About half of the UK’s emis-

sions are covered by the EU Emissions Trading

Scheme (ETS). The CCC estimated that EU-wide

compliance with the EU ETS could be achieved

for a carbon price of £40 per tonne by 2020. In a

first instance, the same cut-off price of £40 per

tonne was then used for emission reduction

options outside the EU ETS (in the non-traded

sector). However, in many cases more expensive

measures were ultimately also included based

on their ‘dynamic efficiency’ – that is, their long-

term potential for deep emission cuts later on – or

to start driving down the costs of promising

technologies.

A distinction was made between the theoreti-

cally feasible potential and the realistically

FIGURE 2 CCC recommendation for the 2008–2022 carbon

budgets

Source: CCC (2008).
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achievable potential, which takes into account

barriers in the uptake of measures. The realistic

potential reflects a judgement on the prevailing

policy framework, how it might be strengthened

and the incentives it gives to take up theoretically

feasible abatement options. In this respect, the

CCC distinguished between three policy scen-

arios (CCC, 2008):

B The current ambition scenario includes

measures which cost less than the £40 per

tonne cut-off, or which are covered by

existing policies, but is cautious about their

realistically achievable potential. The scen-

ario includes significant progress towards

low-carbon electricity generation, and some

progress on improving fuel efficiency in

new cars.

B The extended ambition scenario includes ‘more

ambitious but still reasonable assumptions’

about the realistic reduction potential of

existing policies, plus a number of measures

which would cost more than £40 per tonne,

but which are ‘important stepping stones on

the path to 2050’. The scenario is ‘broadly in

line’ with policies to which the government

or the EU are committed in principle, but

which have yet to be implemented.

B The stretch ambition scenario adds further abate-

ment options for which there is no policy com-

mitment at the moment, for example ‘more

radical new technology deployment and

more significant lifestyle adjustments’.

The conclusion of this analysis is that the

‘extended ambition’ scenario would be sufficient

for the UK to meet the interim budget target.

For the intended target, ‘extended ambition’

would have to be combined with an increased

reliance on carbon offsets or additional measures

envisaged under the ‘stretch ambition scenario’.

However, the existing policy framework will

have to be strengthened to reach ‘extended

ambition’ level or more.

The CCC looked in detail at the wider social

and economic implications of the proposed

budgets – on competitiveness, energy security,

fuel poverty, the fiscal balance and for the

devolved administrations. It found that they

were on the whole manageable, although comp-

lementary measures may be needed to mitigate

some of them, for example in the case of fuel

poverty and the competitiveness of selected

sectors. Overall, the CCC concluded that the UK

could meet the proposed carbon budgets at a

cost of less than 1 per cent of GDP.

4. The road ahead

The initial work of the CCC was about setting

targets, both over the long term (2050) and

more immediately for the first three carbon

budgets (2008–2022). The CCC’s recommen-

dations on the long term were adopted straight

away and are part of the Climate Change Act.

In spring 2009 the government also adopted

the CCC’s 34 per cent interim target for 2008–

2022. The government did not endorse the

intended target of 42 per cent, but acknowl-

edged the interim target will have to be revised

once there is a new international agreement.

The CCC will be asked for an updated rec-

ommendation once the details of the new agree-

ment are known.

With advice on the fourth budget not due

until 2010, the focus of the CCC is shifting to

monitoring. Checking adherence to the carbon

budgets is an important part of the remit of

the CCC, which will assess progress in this

respect in its annual reports to government.

The immediate challenge for the 2009 annual

report, due in October, will be to devise a frame-

work of indicators that reveal, with sufficient

lead time, whether the UK is on track in

meeting its carbon budget obligations. Such

lead indicators are likely to cover policy develop-

ments (e.g. changes to the renewable energy fra-

mework), implementation issues (e.g. uptake of

new incentive schemes), investment (e.g. clean

generation capacity under development), inno-

vation (e.g. progress on CCS pilots) and techno-

logical change (e.g. the carbon efficiency of new

cars). Particularly salient in the current
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economic environment will be the need to dis-

tinguish between structural, policy-induced

change and temporary effects due, for example,

to fluctuations in the business cycle.

The CCC will also seek to deepen its under-

standing of sectors and mitigation options

that have not been fully covered in the first

report. This includes, for example, the issue of

agricultural emissions, technology options in

the heating sector, demand-side measures in

the transport sector and the impact of a

large-scale shift to low-carbon technologies on

the functioning of the electricity market.

There is also the question of how to tackle

airline emissions and bring international avia-

tion and shipping into the carbon budgeting

system. The role of aviation will be the subject

of an aviation review carried out in 2009.

Finally, the CCC will also start looking at adap-

tation with the creation of an adaptation

sub-committee.

These questions are not new, and many of

them will occupy analysts and policy makers for

years to come as we seek to mitigate the risks of

climate change. The work of the CCC, like the

challenge of building a low-carbon economy,

has only just started. But with the Climate

Change Act the UK has put in place an insti-

tutional framework through which it can begin

to tackle climate change.

Notes

1. However, concern about country allocation and

accounting issues led the CCC not to recommend

the inclusion of international aviation and shipping

in the 2008–2022 budgets.

2. See www.cgd.ucar.edu/cas/wigley/magicc.
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Natural disasters have increased in frequency and severity during the last few decades, causing considerable economic damage
and loss of life. A combination of climate and socio-economic change is likely to augment disaster loss trends in the future,
creating the need for more sophisticated disaster risk management. A resilient risk management strategy for uncertain low-
probability, high-impact risks comprises a package of measures focused on disaster risk prevention, damage mitigation and
arrangements for efficient risk sharing. Possible implications of climate change on future risks and risk management policies are
outlined. It is argued that financial arrangements such as insurance can play an important role in an adaptation strategy aimed at
limiting and ameliorating socio-economic impacts of natural disasters.
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risk perception

1. Introduction

Recent extreme weather events have demon-

strated the vulnerability of various countries to

natural disasters (Munich Re, 2009). Economic

losses caused by such disasters can be of such

magnitude that individuals and businesses may

be unable to carry them and could risk bank-

ruptcy unless they are financially compensated.

In the face of a projected rise in the frequency

and severity of natural disasters due to socio-

economic developments and climate change the

question arises of how to design policies that

limit exposure to and ameliorate impacts of

natural disasters. The role of financial arrange-

ments for natural disaster risk is important in

this respect, since an often-raised question is

who should pay for the elevated risks faced (Kun-

reuther et al., 2008). Apart from simply compen-

sating for damage, financial arrangements such

as insurance may contribute to the adaptation

of societies to increasing risk and enhance econ-

omic resilience to disasters (Mills and Lecompte,

2006; Botzen and van den Bergh, 2008). This is

not an easy task for the insurance sector, given

the problems with insuring low-probability, high-

consequence (correlated) disaster risk. As an

example, in the USA several major insurance

companies retreated from some hazard-prone

areas, such as State Farm in Florida, where hurri-

cane risks are very high, as they were incapable

of limiting exposure to rising risk (von Ungern-

Sternberg, 2009).1

During the last few decades a considerable

increase in the frequency and economic damage

of natural disasters occurred worldwide (Kun-

reuther and Michel-Kerjan, 2007). Figure 1

shows an upward trend in overall and insured

losses caused by great natural disasters since

1950. Natural disasters, such as major storms,

floods and earthquakes, have devastating conse-

quences for societies around the globe with
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especially large impacts on developing countries,

while effects on insurers are concentrated in

developed countries (Freeman et al., 2003). In

particular, natural disasters may cause many

deaths with a single event, resulting in the

spread of diseases in affected areas, and have

major adverse economic consequences caused

by damage to property, both direct and indirect,

such as business interruption and productivity

losses. Some examples of major events in the

last decade indicate the diversity of threats

posed by nature and their global character.

Major events in Europe were the 2002 floods in

Central Europe, the 2003 heatwave that caused

35,000 deaths, and river floods in the UK in

2007. The tsunami in Asia in 2004 was a large cat-

astrophe causing more than 283,000 deaths while

a major earthquake in China caused at least

70,000 deaths in 2008 (Lay et al., 2005; Munich

Re, 2009). The USA was hit by a series of destruc-

tive hurricanes in 2005 – hurricanes Katrina,

Rita and Wilma killed over 1,500 people and

resulted in USD180 billion of compensation pay-

ments – followed by hurricane Ike in 2008 (Kun-

reuther et al., 2008). Damaging wildfires occurred

in Greece in 2008; major forest fires in Australia in

2009 killed over 200 people and damaged large

pieces of land with devastating effects on wildlife.

The sharp increase in tempo and severity of the

recent disasters made some leading academics

suggest that we have entered a new era of

natural catastrophes (Kunreuther et al., 2008).

Because of their disruptive impacts2 natural cata-

strophes are often well publicized in the media

and are an important issue for governments,

international organizations, such as the World

Bank and the United Nations, and the broader

research community. A question that often

arises is how to design effective policies that

limit the rise in natural disaster losses and

reduce their impact on human societies. This

paper provides some insights into this subject

from an economics perspective and indicates

the role financial arrangements can play in limit-

ing exposure to natural disasters. The insurance

sector, which is the world’s largest industry in

terms of revenues, could be a major partner in

promoting climate change adaptation (Mills,

2007). In this respect climate change does not

only pose a threat to insurers but also entails the

development of new business opportunities

(Mills, 2007; Botzen et al., 2009a).

FIGURE 1 Overall and insured losses caused by great natural disasters between 1950 and 2008

(2008 values)

Source: Munich Re (2009).
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The remainder of this paper is structured as

follows: Section 2 outlines the influence of socio-

economic developments and climate change on

natural disaster risk; Section 3 discusses expert

assessment of risk and households’ perceptions

and behavioural responses to risk; Section 4 pro-

vides some strategies of managing extreme

weather risk; and Section 5 examines the role

financial arrangements can play in natural disas-

ter risk management.

2. Future natural disaster risk under climate
and socio-economic change

2.1. Impact of socio-economic developments
on natural catastrophe damage

Human-induced developments are a major deter-

minant of the occurrence and consequences of

natural disasters. Natural hazards such as

storms, flash floods, heat waves and storm

surges are natural phenomena. However, the

damage caused by them is to a great extent influ-

enced by human activities. A natural disaster is

usually defined as the impact of a natural event

on human societies, for example, in terms of

loss of lives or economic costs (Bočkarjova,

2007). A certain threshold of economic damage

or loss of life generally needs to be exceeded

before an extreme weather event is defined as a

natural disaster. Important in this respect are

also the abilities of societies to prepare for and

manage the economic disruption caused by the

disaster, which depend on the countries’ level of

economic development (Rose, 2003). A major

part of the increased damage due to natural disas-

ters around the globe can be explained by socio-

economic developments such as an increased

population and concentration of wealth in areas

that are vulnerable to natural hazards (Chang-

non, 2003; Muir-Wood et al., 2006; Crompton

and McAneney, 2008; Miller et al., 2008). For

example, the large rise in hurricane damage in

the USA that has been observed in the last

decades is mainly due to increased human settle-

ments at coastal locations where hurricanes often

make landfall, such as Florida (Pielke et al., 2008;

Schmidt et al., 2009). In the future, urbanization

in hazard-prone areas such as coastal agglomera-

tions is projected to continue, which enhances

vulnerability to weather extremes, posing chal-

lenges for the management of natural disaster

risk (Bouwer et al., 2007).

2.2. Climate change and the frequency and
severity of natural disasters

In addition to socio-economic developments,

climate change may increase the intensity and

severity of weather extremes and contribute to

an increasing loss burden of natural disasters in

the future (Mills, 2005; IPCC, 2007; Botzen et al.,

2009a). Anthropogenic climate change is caused

by the emissions of carbon dioxide and other

greenhouse gases such as methane which have

accumulated in the earth’s atmosphere since the

industrial revolution (mainly since the late 19th

century), predominantly due to the burning of

fossil fuels, deforestation and other land use

changes. These rising levels of greenhouse gases

result in increases in surface air temperature,

because the greenhouse gases in the atmosphere

trap heat (e.g. Pierrehumbert, 2004). The Intergo-

vernmental Panel on Climate Change (IPCC) pro-

jects a rise in global average surface temperatures

between 1.1 and 2.98C in 2100 for a low-emission

scenario and between 2.4 and 6.48C in 2100 under

a high-emission scenario (IPCC, 2007). Several

positive feedback mechanisms of climate change

may increase greenhouse gas concentrations in

addition to human-induced emissions and, there-

fore, result in more warming than anticipated by

climate models (Stern, 2007). Examples are

releases of methane due to melting of permafrost

and a reduced uptake of carbon as a result of the

weakening of natural carbons sinks, such as the

Amazon forest3 (Heimann and Reichstein, 2008;

Kennedy et al., 2008).

Climate change is likely to result in an intensi-

fied water cycle, which implies that existing

regional patterns of scarcity and abundance of

water are amplified, increasing the risk of
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droughts and floods. In particular, rainfall and

floods are likely to increase in high latitude

regions, while southern arid regions are expected

to have considerable reductions in rainfall in

both hemispheres. In other parts of the world,

warmer air and oceans could cause more intense

storms, such as hurricanes and typhoons. In

addition, climate change is expected to cause a

rise in the mean sea level due to expansion of

warmer oceans and melting of glaciers and ice

caps. The IPCC (2007) projects a global rise in

sea levels of 0.2–0.6 m by 2100. An irreversible

melting of Greenland ice4 or a collapse of the

West-Antarctic Ice Sheet (which has a low prob-

ability of occurring) could cause a substantial

rise in sea level of about 5–12 m globally,

although this is very uncertain and could only

occur in the course of several centuries (Rapley,

2006; Wood et al., 2006). Sea level rise will inun-

date many unprotected low-lying areas, and

may increase the likelihood of flooding due to

storm surges, which could have considerable con-

sequences for small island states and countries

with extensively populated deltas and coastal

areas, such as the Netherlands, Vietnam and

Bangladesh.

The IPCC (2007) states that global temperatures

have increased by approximately 0.768C since

1900 while sea levels rose by about 20 cm. There

is also evidence that some of these expected

effects of climate change on extreme weather

have already materialized. The IPCC (2007) indi-

cates that it is likely that both heatwaves and

heavy precipitation events increased in frequency

during the late 20th century over most areas and

that it is more likely than not that humans con-

tributed to the observed trend. Moreover, an

increased incidence of extreme high sea levels

has been observed over this time period and it is

more likely than not that humans also contributed

to this trend. According to the IPCC (2007) there

has been evidence of an increase in the average

intensity of tropical cyclones such as hurricanes

and typhoons in the North Atlantic and some

other regions since the 1970s and that it is more

likely than not that the trend has been influenced

by anthropogenic climate change. A recent study

by Elsner et al. (2008) shows that upward trends

for wind speeds of strong hurricanes can be

observed in each relevant ocean basin.

There is, however, still debate in the scientific

community about whether the upswing in hurri-

cane activity is caused by anthropogenic climate

change, meaning that it is likely to persist in the

future, or natural climate variability related to

the Atlantic Multidecadal Oscillation (Kerr,

2006). Some research suggests that global

warming has already resulted in an increased

intensity or frequency of hurricanes, and that

this may have been caused by higher sea surface

temperatures (e.g. Emanuel, 2005; Webster

et al., 2005; Hoyos et al., 2006). Saunders and

Lea (2008) estimate the contribution of sea

surface temperature on hurricane frequency and

activity for the USA and conclude that a 0.58C
increase in sea temperature is associated with a

40 per cent increase in hurricane frequency and

activity. However, it has been argued that

current observation databases are insufficiently

reliable to analyse trends of hurricane activity

due to subjective measurement and variable pro-

cedures over time. Also, time periods used may be

too short to draw definite conclusions about

climate change (Landsea et al., 2006; Michaels,

2006). This is likely to remain an active and very

relevant area of research in the near future,

given the high insured and economic costs hurri-

canes may cause (e.g. Höppe and Pielke, 2006).

Climate change may be seen as an externality of

economic activities, since individuals and

businesses that pollute the atmosphere with

greenhouse gas emissions, for example, through

electricity generation, driving, flying and destruc-

tion of forests, do not pay for the costs of climate

change that are caused by increased atmospheric

greenhouse concentrations. Internalizing these

costs for economic agents around the globe via

taxes, regulation or emissions trading systems is

complicated by the public good and global

nature of the atmosphere and resulting problems

with free-riding behaviour. For these reasons, it is

difficult to reach the stringent international

agreement on greenhouse gas emissions that is

required for stabilizing or reducing atmospheric
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concentrations of greenhouse gases. Future green-

house gas emissions may rise rapidly due to the fast

industrialization of Asian economies with increas-

ing demands for energy (Botzen et al., 2008).

Nevertheless, even in the unlikely case that emis-

sions could be reduced to zero, warming would

continue for several decades because of the lag in

response time of the climate system caused,

among others, by the past emissions that persist

in the atmosphere for a very long time. This high-

lights the necessity of examining the effects of

climate change on extreme weather events and

resultant damage and designing adequate adap-

tation policies to manage potential changes in

these risks (Pielke et al., 2007).

3. Assessing natural catastrophe risk

3.1. Expert modelling of natural disaster risk

Assessments of future risk are inherently difficult

because of the uncertainties associated with the

impacts of climate change and socio-economic

development on future natural disaster risk

(IPCC, 2007). Considerable uncertainty and

ambiguity is associated with both the frequency

of a disaster occurring and the damage that it

will cause. Constructing different scenarios of

climate and socio-economic change and estimat-

ing their influence on risk may be a useful first

step in assessing future risk. Statistical models

can be used to assess how frequencies and severi-

ties of natural disaster or disaster damage relate to

variability in climate (e.g. Saunders and Lea,

2008; Schmidt et al., 2009). Extrapolations of

such historical relations under changes in

climate conditions may then provide insights

into future risks (e.g. Botzen et al., 2009b). More-

over, catastrophe models are commonly used to

assess exposure to natural disaster risk (Grossi

and Kunreuther, 2005). Such computer-based

models estimate the loss potential of catastrophes

by overlaying the properties at risk and the poten-

tial sources of natural hazards in a specific geo-

graphical area with the use of Geographic

Information Systems (GIS).

Figure 2 shows a schematic overview of the main

components of catastrophe models (Grossi and

Kunreuther, 2005). The natural hazard module

of a model characterizes the physical character-

istics of the hazard, such as the location of a

flood, flood depth and flow velocities of water,

wind speeds, and frequency of occurrence of the

hazard. The portfolio of properties at risk com-

ponent of the model can include various charac-

teristics of assets, such as the location, age and

type of buildings or land use. The vulnerability

component of the model quantifies the impact

of the natural hazard on the properties at risk,

which may be done by the use of damage curves

that describe the relation of physical parameters,

e.g. flood depth, with damage to the inventory,

such as flood damage to buildings (e.g. Merz

et al., 2004). The resulting damage to the portfo-

lio of properties is computed based on these vul-

nerability measures and may consist of direct

losses, indirect losses or both. The output of

such models may be represented as exceedance

probability curves that indicate the probability

of a certain loss being surpassed or geographical

maps that show levels of risk (Bouwer et al.,

2009; de Moel et al., 2009). Examples of users of

catastrophe models are insurers who use them

to assess their financial exposure to natural

hazards and governments that are interested in

evaluating the geographical exposure to risks or

the effectiveness of protection measures, such as

dikes or building codes.

Over time, catastrophe models need to be

updated due to socio-economic developments

and climate change. In case climate change

increases the frequency or severity of extreme

weather, the ‘natural hazard’ component of the

model needs to be adjusted to reflect increased

risks. Socio-economic developments, such as

FIGURE 2 Main components of catastrophe models

Source: Adapted from Grossi and Kunreuther (2005)
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increased urbanization in hazard-prone areas,

may require changes in the ‘portfolio of proper-

ties at risk’ component over time.

As an illustration, Aerts et al. (2008a) have esti-

mated the independent influence of climate

change and socio-economic developments on

flood risk, defined as probability* damage, in the

Netherlands until the year 2100. Two extremes

were studied in order to gain insights into the

effect of urban growth on the one hand and

climate change on the other.5 Effects of climate

changeweremodelledusingthreesealevelrisescen-

arios of 60, 85 and 150 cm per 100 years, which

influence the flood probability (‘natural hazard’

component in Figure 2). Furthermore, changes in

urban development were assessed using two

scenarios, namely low economic growth (RC) and

high growth (GE) and corresponding changes in

the ‘portfolio of properties at risk’ module of

Figure2werebasedona landusemodelof theNeth-

erlands (Janssen et al., 2006). The results shown in

Figure 3 indicate that a moderate rise in sea level of

60 cm results in a similar increase in potential

damage as a high economic growth scenario.

Climate change effects only dominate for very

high increases in sea level. These results indicate

the importance of directing adaptation policies to

limit both a possible rise in probabilities and

damage caused by natural disasters (see Section 4).

3.2. Households' assessments of risk and
behaviour

3.2.1. Individual risk perception

In evaluating hazards people commonly rely on

intuitive risk judgements, known as risk percep-

tions, which often differ considerably from

expert assessments (Slovic, 1987; 2000). The

understanding of risk perception of individuals

is very important in designing adaptation pol-

icies. Household risk judgements can determine

the perceived legitimacy as well as compliance

with land-use planning and other adaptation pol-

icies (Peacock et al., 2005). Moreover, individual

perceptions of hazards are important factors

behind decision making under risk with respect

to insurance purchases and the undertaking of

self-protective measures (Burn, 1999; Flynn

et al., 1999; Botzen et al., 2009c).

Individuals often use simple rules when they

assess risks, which may be described as heuristics

(Kahneman et al., 1982). Individuals may use

the ‘availability heuristic’ in judging natural

hazard risk, which implies that they judge an

event as risky if it is easy to imagine or recall.

For example, individuals who have experienced

a disaster may find it easier to imagine that the

disaster will happen again in the future and

therefore indicate a higher perceived risk than

individuals without this experience. Individuals

often rely on affective feelings when they judge

the level of risks, which may deviate from pure

logical and analytical reasoning (Loewenstein

et al., 2001; Slovic et al., 2004). Individuals

may have a higher risk perception if natural

hazards are associated with negative feelings,

which may have been caused or reinforced by

experiences with damage caused by natural

hazards or evacuation because of disaster (Finu-

cane et al., 2000; Keller et al., 2006). Often

natural disasters have very low frequencies of

occurrence so that individuals may have a very

low risk perception or even neglect the risk

altogether (Botzen et al., 2009d). Governments

can undertake information campaigns if individ-

ual risk perceptions deviate considerably from

expert risk judgements.

FIGURE 3 Assessment of future flood risk in the Nether-

lands under a range of climate change and socio-economic

scenarios

Source: Aerts et al. (2008a)
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3.2.2. Individual behaviour under risk

Economists commonly use the expected utility

framework in analysing individual decision

making under risk, such as insurance purchases.

However, in many cases this framework fails to

adequately describe behaviour in practice,

especially in the case of low-probability, high-

impact risks such as natural disasters (e.g.

Mason et al., 2005). A reason for this is that indi-

viduals often deviate from rational behavioural

principles when they make decisions under risk

(Kahneman, 2003). In particular, a common

observation is that individuals either overesti-

mate or neglect low-probability risk (Tversky

and Kahneman, 1992). This processing of risk

poses some difficulties when applying the tra-

ditional expected utility framework of individual

decision making under risk (von Neumann and

Morgenstern, 1947), which assumes that individ-

uals correctly assess the likelihoods of adverse

events and that individuals process probabilities

linearly. The descriptive failure of expected

utility theory in explaining individual behaviour

under risk is well documented (Camerer, 1998).

Alternative theories that allow for the modelling

of individual attitudes toward probabilities or

‘probability weighting’ may be more suitable to

model individual behaviour. Important examples

are prospect theory and rank-dependent utility

theory (Kahneman and Tversky, 1979; Quiggin,

1982; Schmeidler, 1989; Tversky and Kahneman,

1992). Allowing for ‘bounded rationality’ or

limitations in individuals’ perceptive and cogni-

tive capabilities is fundamental in correctly

anticipating individual responses to risky

events, such as demand for insurance coverage

against natural disasters (Botzen and van den

Bergh, 2009a).

4. Managing natural hazards risks

4.1. Economic resilience to natural disasters

A potentially important concept in managing

natural disaster risk is the notion of resilience,

even though its broad meaning has obstructed

its use in risk management (Klein et al., 2003).

As Bočkarjova (2007) and Rose (2007) discuss,

resilience has been defined differently in various

disciplines, such as ecology (from where the

concept originates), engineering and economics,

as well as between various authors. Resilience

has two main interpretations, namely the time

necessary for a disturbed system to return to its

original state (Pimm, 1984) and the amount of

disturbance a system can absorb before moving

to another state (Holling, 1973; 1986). Rose

(2004b), who defines resilience from an econ-

omics perspective, relates resilience to the time

needed for recovery in the aftermath of a disaster

in the sense that a higher level of resilience allows

the economy to recover faster at lower costs.

Moreover, Rose (2004a; 2006) regards resilience

as a post-disaster characteristic that comprises

the inherent and adaptive responses to disasters

that result in the avoidance of potential losses.

In his definition, resilience encompasses the

ability of societies to limit or prevent losses

during and after a disaster, and emphasizes inge-

nuity and resourcefulness applied.

In the context of climate change Timmerman

(1981) defines resilience as the capacity to

absorb and recover from the occurrence of a

hazardous event. Resilience is related to adap-

tation, which comprises adjustments ex ante of

the occurrence of a disaster aimed at creating con-

ditions within the human system that enhance

this system’s resistance to disasters and its

capacity to respond to, and cushion impacts of,

a disaster (Handmer and Dovers, 1996; Bočkar-

jova, 2007). Bočkarjova (2007) adds to the defi-

nition of resilience the ability of the

human-induced system to exhibit learning so as

to improve its protective mechanisms (adap-

tation) in the face of disasters. Resilience may be

spatially dependent and differ between regions

within the same country. For example, Porfiriev

(2009) argues that megacities may have a higher

resilience capacity than small towns, because

the latter often lack economic resources to ame-

liorate impacts of a disaster. Climate change

increases the need for resilience since it may

lead to more disturbances of the human system
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due to an increased frequency and severity of

weather extremes. Improving resilience (accord-

ing to the aforementioned definitions) and adap-

tive capacity may thus be seen as a desirable

policy instrument to manage natural disaster

risks (Tobin, 1999).

4.2. Risk management strategies

4.2.1. Hazard prevention to reduce the probability

of suffering damage and expected costs of

damage

Preventing the hazard from occurring and redu-

cing the probability or expected costs of suffering

damage is an effective strategy for limiting risk of

certain natural hazards, such as flooding, while it

may be more difficult for others, such as storms.

Examples of strategies that limit the probability

of suffering damage are the creation of dams for

flood control, dikes, storm surge barriers and relo-

cation of property out of hazard-prone areas.

Investments in hazard prevention are usually

undertaken by governments because of the

public good characteristics of protection of infra-

structure. There seems to be considerable scope to

improve cost-effective prevention or damage

mitigation strategies worldwide. It has been

suggested that worldwide investments of USD40

billion in disaster preparedness, prevention and

mitigation would have reduced global economic

losses by USD280 billion during the 1990s

(IFRC, 2001).

Public support for large investments in protec-

tion infrastructure often only arises after a disas-

ter has occurred. For example, strategies to

prevent flood damage are well developed in

countries around the North Sea and in Japan,

where flooding claimed many lives until the

middle of the 20th century. After a catastrophic

flood in 1953 the Dutch built their famous Delta-

works; a series of dams, sluices, dikes and storm

surge barriers constructed between 1958 and

1997 in the south-west of the Netherlands (Aerts

and Botzen, 2009). This flood protection infra-

structure was successful in ensuring high safety

standards that in some areas protect against

storm surges with a recurrence interval of 1 in

10,000 years. Cost–benefit analysis may guide

the determination of safety standards and protec-

tion investments, as has been done in the Nether-

lands (van Dantzig, 1956; Jonkman et al., 2004). A

drawback of hazard prevention with engineering

infrastructure is that it may be perceived by

households and companies that the risk is elimi-

nated instead of reduced, which can encourage

economic development in hazardous areas (Vis

et al., 2003).

Once in place, a continuous updating of pro-

tection infrastructure is needed, notably in areas

that are impacted by a rapid increase in the fre-

quency of hazards due to climate change or by

an increase in potential damage that may be

caused by socio-economic developments in the

protected areas. A proactive or anticipatory

approach that reduces vulnerability before

climate change results in adverse impacts, such

as floods, may be desirable (Klein et al., 2003).

The success of measures limiting risk will

depend on the magnitude and rate of change of

the climate; large changes that occur rapidly

may be difficult to accommodate. Large regional

variations exist in climate change impacts indi-

cating that a variety of strategies needs to be

implemented in different areas that may be

affected by higher flood, drought or storm risks

(IPCC, 2007).

Current prevention measures may be

inadequate to deal with climate change. For

example, at this moment, the storm surge barriers

of the Deltaworks in the Netherlands are insuffi-

ciently prepared for (further) rises in sea level

and are likely to require adjustments in the

future. A cost–benefit analysis performed by

Aerts and Botzen (2009) of the ‘Haringvliet’

barrier that is part of the Deltaworks indicates

that adapting the barrier to climate change

instead of replacing it completely is a good invest-

ment. Unfortunately, adjusting the construction

of some barriers to sea level rise is not possible.

In designing hazard prevention or damage miti-

gation measures it is, therefore, advisable to con-

sider flexible infrastructure that allows for

adjustments to climate change, especially given
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the considerable uncertainty that is associated

with sea level rise projections (IPCC, 2007).

4.2.2. Mitigation of damage at the household level

The undertaking of measures that mitigate

damage at the household level may be an effec-

tive strategy to reduce risks. Such mitigation

measures could prevent or limit damage once a

natural hazard takes place. Examples are anchor-

ing roofs to withstand strong winds, creating flex-

ible buildings that do not collapse during

earthquakes, or investing in water barriers or

‘flood proofing’ of houses. Several studies

suggest that cost savings of mitigation can be

considerable.

Kunreuther et al. (2008) model hurricane

damage in New York, Texas, South Carolina and

Florida in situations with and without mitigation

according to recent building code standards. The

results for a 100-year hurricane indicate that miti-

gation could reduce potential losses by 61 per

cent in Florida, 44 per cent in South Carolina,

39 per cent in New York and 34 per cent in

Texas. Savings in Florida alone due to mitigation

would result in USD51 billion for a 100-year and

USD83 billion for a 500-year event. Experience

of flooding in Europe also indicates that house-

holds avoided considerable flood damage due

to the implementation of damage mitigation

measures. The damage incurred by the 2002 flood

in the river Elbe in Germany could be limited by

changing the buildings’ design and mode of use.

This implies that cellars and storeys exposed to

flooding are not used intensively, waterproof con-

struction materials are used and easily movable fur-

niture is placed on the lower floors (Kreibich et al.,

2005; Thieken et al., 2005; 2006). In particular, use

of buildingsand interiorfitting adapted toflooding

reduced damage to buildings by 46 and 53 per cent,

and damage to contents by 48 and 53 per cent,

respectively (Kreibich et al., 2005).

Given the efficiency of mitigation in managing

natural disaster risk, further research should focus

on identifying cost-effective mitigation measures

and how individuals can be stimulated to invest

in mitigation, which is likely to depend, among

other things, on risk perception. Insurance

arrangements could be useful in achieving the

latter, as will be elaborated upon in Section 5.

4.2.3. Damage compensation

Governments are often under considerable

pressure to compensate households and

businesses financially after natural disasters (e.g.

Downton and Pielke, 2001). Compensation for

such damage can facilitate the process of econ-

omic recovery after a catastrophe. It can also

accelerate the rebuilding of damaged property

and prevent bankruptcy of individual households

and firms, thereby adding to continuity of

business operations and stimulating rebuilding

of the capital stock. An efficient financial arrange-

ment for compensation of disaster damage may

therefore contribute to economic resilience

(Pelling, 2003; Rose, 2007).

However, compensation for flood damage may

also provide incentives to take risk instead of

reducing it, if a compensation arrangement is

inadequately designed. Incentives to settle in

safe areas instead of risk-prone areas are

minimal in cases where governments compen-

sate damage unconditionally against the risk

taken by households who settle in risky areas. In

the same venue of a moral hazard effect, incen-

tives for households to limit losses and invest in

mitigation measures are minimal in cases

where governments generously compensate

the damage caused by natural disasters (e.g.

Priest, 1996). Moreover, uncertainty associated

with ad hoc compensation schemes that exist

in some countries, such as the Netherlands,

may be undesirable from the perspective of

welfare of risk-averse individuals (Botzen and

van den Bergh, 2008). Well-designed insurance

arrangements for compensating natural disaster

losses may overcome such complications (see

Section 5).

4.2.4. Diversification of risk management

strategies

The combination of climate and socio-economic

change that will influence future natural disaster
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losses results in inherently uncertain changes in

risks. A characteristic of a resilient system is that

it is diverse, meaning that a number of function-

ally different components protect the system

from various threats in a diversified portfolio

(Godschalk, 2003). Hence, a resilient natural

hazard risk management strategy necessarily

involves a package of actions (de Bruijn et al.,

2007). De Bruijn and Klijn (2001) and Vis et al.

(2003) argue that resilient flood risk management

aims at both lowering the probability of the

hazard occurring and reducing its possible

impact, i.e. damage. The latter authors suggest

that implementing strategies that aim at lowering

flood damage in the Netherlands via compart-

ments and green rivers that allow for water

storage during peak discharges are a useful and

resilient strategy for long-term flood risk manage-

ment. The objective for policy makers is to find an

optimal portfolio of protection measures that

prevent and limit damage during and after

events. Aerts et al. (2008b) examine this for

investments in flood control in the Netherlands

using a portfolio framework that aims for the

highest mean and lowest variance in return

(avoided damage). Combining investments in

dikes to reduce the probability of inundation

with investments in flood proofing provides for

reduction in risk of extremely large damage com-

pared with investments in dikes alone.

5. Role of insurance in adaptation to natural
disasters

5.1. Climate change impact on the insurance
sector

The insurance sector covers a considerable part of

weather-related risk, especially in developed

countries (Hoff et al., 2005).6 Future insurance

claims may increase considerably if climate

change projections and socio-economic develop-

ments result in an increased frequency and mag-

nitude of natural disaster damage (Dlugolecki,

2000; 2008; Vellinga et al., 2001; Mills, 2005).

From an insurer’s perspective the time pattern of

losses due to socio-economic developments is

likely to cause fewer problems than the effects

of climate change on disaster damage. The

reason is that a rise in population and wealth

which increases the monetary value insured auto-

matically results in a similar rise in premium rev-

enues, thereby balancing expected insurance

payouts and premium revenues.

In contrast, if climate change increases risks

then premium income will lag behind payouts

of claims, unless premiums are adjusted (Mills

et al., 2002). The best strategy for insurers would

be to incorporate expected changes in probabil-

ities of weather extremes in assessing exposure

to, and pricing and management of, risk (Botzen

et al., 2009a). In practice, this may be difficult

since the low-probability nature of extreme

weather events complicates the assessment of

climate change impacts on loss trends. Moreover,

considerable uncertainty is associated with pro-

jected effects of climate change on natural disas-

ters and resulting damage (IPCC, 2007). After

the experience of the devastating hurricane

season in 2005 in the USA the question arose

whether climate change caused an increase in

hurricane activity and frequency, requiring insur-

ance premium adjustments, or whether average

hurricane frequencies had not changed and the

2005 hurricane season reflected natural climate

variability (see Section 2). One of the main cata-

strophe modelling firms, Risk Management Sol-

utions (RMS), projected an increase in hurricane

frequency and severity and advised increased pre-

miums. Insurance regulators resisted this adjust-

ment in premiums, arguing that rates should be

based only on historical losses and not reflect pre-

dictions (Kunreuther et al., 2008).

In general, one should not constrain the ability

of insurers to adjust premiums according to

changes in risk since this could impair the econ-

omic viability and solvency of insurers in the

face of climate change. The flexible nature of

the insurance business with short-term contracts

and the ability to change premiums and coverage

over time is a desirable characteristic to ensure

resilience of the sector to climate change

impacts (Vellinga et al., 2001).
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Regional assessments of insurers’ exposure to

natural hazards and regional climate change pro-

jections of extreme weather risks can be useful

information for premium setting and the risk

management of insurance companies. The insur-

ance sector could also play an important role in

stimulating and promoting adaptation policies,

which limit risks, as we will elaborate upon

below. Indeed, climate change is not only a

threat for insurers but presents new profitable

business opportunities, such as offering insur-

ance products for greenhouse gas mitigation

technologies and projects (Mills, 2007).

5.2. Demand for financial coverage in a changing
climate

Homeowners usually demand financial compen-

sation for damage caused by natural hazards,

which can be provided by government relief or

insurance arrangements. Consumers’ willingness

to pay (WTP) for financial coverage via insurance

schemes is expected to increase if climate change

results in an increased frequency or severity of

natural hazards (Botzen and van den Bergh,

2009a). If changes in households’ WTP under

climate change develop in line with changes in

expected losses of the insurance, premium

changes may have little impact on levels of insur-

ance penetration. Quantitative modelling of

insurance demand provides insights into effects

of risk and premium changes on market shares

of insurers (Botzen and van den Bergh, 2009b).

In modelling insurance demand under climate

change it is important to account for bounded

rationality and the commonly observed failure

of expected utility theory in the context of low-

probability, high-impact risk (see Section 3). In

addition to changes in demand for existing insur-

ance arrangements, climate change may also raise

demand for new financial arrangements. Valu-

ation techniques of consumers’ preferences,

such as surveys with contingent valuation and

choice modelling methods (Mitchell and Carson,

1989), can be useful means to assess demand for

new insurance products. For example, Akter

et al. (2009) estimated demand for crop insurance

against flood damage in Bangladesh using the

contingent valuation method. Their results indi-

cate that crop insurance is (marginally) commer-

cially viable in riverine flood plain areas, since

expected WTP values exceed expected payouts

of insurance. Such studies of insurance demand

provide important information to policy makers

and insurers about the feasibility of introducing

new financial arrangements against natural

hazard risks.

5.3. Role of insurers in managing natural
disaster risk

It is useful to explore the role that insurance

arrangements can play in managing natural disas-

ter risk and promoting adaptation to possible

increases in risk of extreme weather due to

climate change (Botzen and van den Bergh,

2008). Insurers collect premiums from many indi-

viduals to be able to pay for damage caused by

natural disasters that is very large for individual

households and companies. In this way, insur-

ance arrangements reduce individual loss

exposures and thus spread risks. Primary insurers

may further pool such natural disaster risk with

other types of risk they insure and hedge risk by

buying reinsurance coverage from reinsurance

companies that spread risk on large geographical

markets or hedge risk on capital markets using

weather derivatives, such as catastrophe bonds,

options and futures (Michel-Kerjan and

Morlaye, 2008). This risk-spreading function of

insurance may be welfare-enhancing for

risk-averse individuals since it improves financial

security (Botzen and van den Bergh, 2009a).

Indeed, research on the effects of flood disasters

on reported life satisfaction in 16 European

countries indicates that decreased levels of life

satisfaction usually observed after flood events

are not present in regions with flood insurance

(Luechinger and Raschky, 2009).

In addition to providing financial security,

insurance arrangements may contribute to limit-

ing damage caused by natural disaster by acting as
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a price signal for risk and promoting the under-

taking of mitigation measures (Kunreuther,

1996; Botzen and van den Bergh, 2008). A necess-

ary condition for this is that insurance premiums

reflect the risk faced by the insured property (Kun-

reuther et al., 2008). Risk-based insurance pre-

miums could act as a price signal for settling in

an area and thus stimulate development in less

risky areas and restrain development in hazard-

prone areas, since premiums would be higher in

the latter. Moreover, insurance can provide incen-

tives to homeowners to invest in measures that

mitigate damage. This is very relevant since prac-

tical experience shows that, although mitigation

measures could be useful to manage risks, individ-

uals rarely undertake them (Kunreuther, 2006a).

Insurance can require the undertaking of mitiga-

tion in policy conditions or reward insured who

invest in mitigation measures with premium dis-

counts or increased levels of coverage (e.g. Klein-

dorfer and Kunreuther, 1999; Kunreuther and

Pauly, 2006; Botzen et al., 2009c). Further

research could explore whether such economic

incentives are effective in encouraging invest-

ments that mitigate damage.

Several characteristics of natural disaster risk

complicate insurance in (pure) private markets

(Freeman and Kunreuther, 2003). The low-

probability nature of natural hazard risk makes

it difficult to assess the frequency of hazards and

resulting damage and to determine adequate pre-

miums. Catastrophe models may aid rate setting

by insurers, but involve uncertainties, too. More-

over, natural hazards are correlated and impacts

can be very large, so that insurees may face

many losses when a disaster occurs that could

be beyond the capacity of insurers to reimburse.

For these reasons public–private partnerships in

covering natural disaster risks could be explored

in which governments cover part of the extreme

tail of the loss distribution (Kunreuther, 2006b;

Michel-Kerjan and de Marcellis-Warin, 2006;

Botzen and van den Bergh, 2008). In designing

such partnerships it is important that the afore-

mentioned desirable characteristics of insurance

in managing disaster risk and fostering adap-

tation are preserved.

6. Conclusions

The recent upswing in natural disaster occurrence

and resulting damage illustrates the vulnerability

of human societies to extreme weather events,

such as storms, floods and droughts. Consider-

able research efforts have been devoted to exam-

ining whether trends in past losses have been

influenced by climate change and concluded

that socio-economic developments were the

main cause behind the rapid increase in

damage. Nevertheless, climate change projec-

tions indicate that in the future an increased fre-

quency and severity of weather events may

further increase losses, requiring innovative

adaptation policies to manage risks. Regional pro-

jections of climate and socio-economic change

and modelling of future changes in natural disas-

ter risks are needed to steer adaptation and risk

management strategies. An understanding of

households’ perceptions of risk is important in

this respect as well. Perceptions may deviate

from expert assessments and influence risk man-

agement of households, such as investments in

precautionary measures or insurance purchases.

A combination of investments in damage mitiga-

tion measures by households and prevention

undertaken by the public sector is likely to

result in well-diversified risk management strat-

egies that enhance economic resilience to natural

hazards.

The experience of the insurance sector in asses-

sing, managing and spreading risks may be useful

in fostering adaptation of modern societies to

climate change. Well-designed financial compen-

sation arrangements can speed up the recovery

process after natural disasters have struck and

can contribute to overall economic resilience.

Moreover, insurance with risk-based premiums

can provide economic incentives to limit

damage by acting as a price signal of risks. Evi-

dently, insuring climate change risks will not

solve the adverse economic impacts of a higher

frequency of natural disasters in the future,

but it may ameliorate them. A main message of

this article is that it is worthwhile exploring the

complementary role that financial arrangements
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can play in designing comprehensive climate

change adaptation policies that comprise risk

prevention, reduction and efficient risk-sharing

strategies.
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Notes

1. The largest property insurer of Florida, State Farm,

announced on 27 January 2009 that it will not

renew its property insurances in the state, and

halted all sales. This announcement followed the

disapproval by regulators of a proposed premium

increase by State Farm of 47 per cent to cover

increased hurricane risks (www.statefarm.com).

2. Some authors argue that effects of catastrophes are

minor in macroeconomic terms, even though natural

catastrophes have considerable local impacts (Albala-

Bertrand, 2006).

3. Deforestation may also increase the vulnerability to

disasters caused by climate change, for example,

because of soil erosion and landslides resulting

from more frequent and severe rains and floods.

4. The surface mass balance of the Greenland Ice Sheet

may turn negative at a global average warming larger

than 1.9–4.6ºC, which could result in its complete

elimination over a very long time period (IPCC,

2007).

5. In this study it is assumed that no preventative

measures will be undertaken to highlight the relative

importance of socio-economic vs. climate change

(Aerts et al., 2008a).

6. The insurance sector is here broadly defined as com-

prising both primary insurers and reinsurance com-

panies. Reinsurance companies, such Munich Re

and Swiss Re, are often the ‘last resort’ carriers of cat-

astrophe risk. Potential effects of climate change are

likely to be passed on from reinsurance companies to

primary insurers in the form of higher reinsurance

prices or reduced reinsurance coverage.
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Responsibility framing in a `climate change induced' compounded
crisis: Facing tragic choices in the Murray–Darling Basin
EVA-KARIN OLSSON*

Crismart/Swedish National Defence College, Drottning Kristinas väg 37, Box 27805, 115 93 Stockholm, Sweden

Crises impose vast demands on political leaders’ communicative abilities in terms of explaining the causes of the problem at
hand as well as showing a plausible way out of the situation. These challenges become even more complex in connection
with climate change induced compounded crises. These crises touch upon a broad range of issues, such as economic,
environmental, social and energy policies. Drawing upon previous research on political crisis communication, this article aims to
examine political actors framing strategies in connection with compounded crises and how these are affected by the media
context in which they are communicated. The study rests on a case study examining The Australian’s reporting of the drought in
the Murray–Darling Basin in terms of how various actor groups portrayed in the reporting framed crisis responsibility. The article
ends by proposing propositions for further research on responsibility framing in climate change induced compounded crises.

Keywords: climate change; crisis communication; drought; environmental communication; responsibility framing

1. Introduction

According to Beck (2002, p. 41) the world risk

society is facing three fundamental conflicts

or predicaments: global financial crises, global

terror networks and ecological conflicts. Even

though crisis communication scholars have

acknowledged the role of political communi-

cation and ‘meaning making’ in acute crises

(see, for example, Boin et al., 2005), research has

only begun to address communication challenges

posed by new types of transnational and com-

pounded crises such as terrorism (Norris et al.,

2003; Papacharissi and de Fatima Oliveira,

2008); pandemics (Buus and Olsson, 2006; Shih

et al., 2008; Ungar, 2008) and climate change

(McComas and Shanahan, 1999; Weingart et al.,

2000; Berglez, 2008; Olsson and Paglia, 2008).

This article aims to add to the growing literature

by examining responsibility framing in connection

with the media coverage of the prevailing crisis in

the Murray–Darling Basin in Australia during

2008, as an example of a ‘climate change

induced’ compounded crisis inheriting ecologi-

cal, social, economic and political predicaments.

The historic drought affecting Australia is

sometimes said to be the developed world’s first

climate change crisis. As a drought-prone

country with massive fossil fuel resources, and

with important economic sectors such as agricul-

ture and tourism vulnerable to climate shifts,

Australia stands to lose from both the effects of

climate change and any measures aimed at miti-

gation through carbon limitations. Besides the

longer-term effects of climate change, the

drought is at the same time an acute crisis in its

own right, with three million Australians directly

depending on its water. However, a prolonged

drought in the area does not only have economic

and social effects at the local level but also at the

national level where the agriculture industry

depending on the Basin is worth more than

AUD9 billion per annum (www.environment.

gov.au/water/mdb/index.html).

research article

B *E-mail: eva-karin.olsson@fhs.se

ENVIRONMENTAL HAZARDS 8 (2009) 226–240

doi:10.3763/ehaz.2009.0019 # 2009 Earthscan ISSN: 1747-7891 (print), 1878-0059 (online) www.earthscanjournals.com



In relation to crisis management, compounded

crises are of special interest, as noted by Porfiriev

(2000), since they override the dichotomy

between slow-burning (see, for example, ’t Hart

and Boin, 2001) and fast-burning crises (which

has been the main focus in crisis management

studies). The melting together of risk and crisis

is also evident in the media coverage of climate

change, where research in the field has demon-

strated how the discourse on climate change has

moved beyond its previous occupation with

scientific certainty/uncertainty into a more tra-

ditional political discourse, forcing political

leaders to take a clear stance on global warming

(Weingart et al., 2000; Andreadis and Smith, 2007).

We are entering a period when careful

interpretation and communication of the

economic, political and social dimensions of

climate change will be vital. Failure to tell

these aspects of the story could have even

greater significance than the painfully slow

arrival at the basics of science (Andreadis and

Smith, 2007, p. 53).

This basically means that leaders have to be able

to communicate a phenomenon that is in

essence scientific, global in its nature and non-

visible in its appearance. As argued by Beck

(2005), in order to tell the story of ecological

predicaments these invisible and slow changes

have to be attached to visible and measured

‘impacts’, which often need a cultural resonance.

The need to attach invisible risks looming in the

future to concrete events is also evident in the

reporting of climate change, which has been

found to correlate with increased temperatures

(Ungar, 1992; McComas and Shanahan, 1999),

peak events such as the 1997 Kyoto conference

(Krosnick et al., 1998), or extreme weather

events (Weingart et al., 2000). In describing

extreme weather events as ‘critical discourse

moments’, Carvalho and Burgess (2005, p. 1466)

point to the crucial role they play for media cover-

age of global warming, which changed the whole

discourse in 1999–2000 when it became attached

to a new sense of urgency. The general sense of

urgency in today’s environmental media

coverage is also what makes Cox (2007) call for

the understanding of environmental communi-

cation as a ‘crisis discipline’. Taken together,

these calls and findings motivate the study of

‘climate change induced’ crises from a communi-

cative perspective. However, the blurring of

the traditional distinction between slow- and

fast-burning crises poses the question of

whether compounded crises can accurately be

examined by applying traditional theories in the

field. In line with this, the article at hand is an

attempt to modify and discuss crisis communi-

cation theories, focusing on responsibility

framing in connection with a ‘climate change

induced’ compounded crisis.

The starting point is that compounded crises

challenge the foundations of crisis communi-

cation theories which have been developed

based on a notion of crises as the consequence

of a single cause, confined to one organization,

characterized by a clear beginning and end

(Seeger et al., 2003, pp. 86–87). Turning to the

research on political crisis communication,

there is a similar tendency to focus exclusively

on rhetorical devices applied by political actors,

at the expense of other stakeholders such as

business and various interest groups, when com-

municating in an acute crisis (see, for example,

Brändström and Kuipers, 2003; de Vries, 2004;

Brändström et al., 2008). In line with this, previous

literature has shown a general lack of research that

takes into account the general media context in

which the framing contest takes place (Hallahan,

1999; Ihlen and Nitz, 2008). This is troublesome,

given the extensive bulk of research showing

that the media play a pivotal role in society’s

framing of political issues (Goffman, 1974;

Graber, 1988; 1993; Edelman, 1988; McLeod

et al., 1994; Semetko and Valkenburg, 2000;

Entman, 2003). The article bridges the two

research traditions in examining responsibility

framing in a media context, taking into account

all actors involved in the ‘framing contest’ (see

Gamson and Stuart, 1992; Wolfsfeld, 1998;

Gamson, 2004; Boin et al., 2008). Based on the

notion of framing contests, this article then aims

to examine political actors framing strategies in
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compounded crises and how these are affected

by the media context in which they are communi-

cating. In drawing upon previous literature in the

field, the following research questions have guided

the study: how and by whom are the situation, its

causes and solutions framed? Based on the analy-

sis, the article ends by proposing propositions for

further research on responsibility framing in

‘climate change induced’ compounded crises.

1.1. Responsibility framing

In general, framing theory can be seen as a combi-

nation of different aspects of content analyses,

ranging from agenda setting to discourse theory.

The power of frames depends on their ability to

categorize and connect bits of information into

a coherent whole (Gamson, 1992). Frames can

be studied at different levels of detail, where scho-

lars such as Semetko and Valkenburg (2000) and

Iyengar (1991) argue for the study of so-called

meta-frames. This article does not examine the

meta-framing of the drought but concentrates

on various frames applied by actor groups

quoted in the coverage. In line with Gurevitch

and Levy (1985, p.19) framing is here understood

as a contest or power struggle between different

actors where media perform a vital function in

acting as a battlefield for politicians, social

groups, institutions and ideologies. Media

research on responsibility framing has tradition-

ally focused on common overarching frames

employed by journalists such as: diagnostic

frames (which identify the problem and diagnose

the cause of the problem); prognostic frames

(which provide information on what ought to

be done); and motivation frames (which suggest

remedies) (Gamson, 1992; Gerhards and Rucht,

1992; Entman, 2003). An underlying notion of

all three frames is journalists’ power to assign

legitimacy to actors. This process can be

thought of in terms of ‘status conferral’, which

means that journalists mediate status to actors

by connecting them with certain issues and

values. Simonson (1999, p. 109) states that ‘Via

the status conferral function, media contribute

to the social process of confidence by boosting

the public standing of the ideas, institutions,

and people they portray.’

Moving away from media research, crisis com-

munication scholars take the perspective of crisis

managers, particularly political actors (’t Hart,

1993; Brändström and Kuipers, 2003; Boin

et al., 2008) or corporate actors (Marcus and

Goodman, 1991; Siomkos and Shrivastava,

1993; Coombs, 1998; 2007; Massey, 2001;

Coombs and Holladay, 2002) when studying

communication. Generally speaking, this strand

of research tends to regard crisis communication

as a game, eventually won by the actor applying

the most successful rhetorical devices. Following

Boin et al. (2005), one of the primary tasks for

leaders in a crisis situation is to explain the situ-

ation and to justify actions taken, so-called

meaning making. In order to be successful,

leaders must be ‘communicating a persuasive

story line (a narrative) that explains what hap-

pened, why it had to be that way, what its reper-

cussions are, how it can be resolved, who can be

relied upon and who is to blame’ (Boin et al.,

2005, p. 70). In order to win the ‘blame game’

over political opponents, decisions along the fol-

lowing three lines have to be made: how severe is

the crisis, how could it happen, and who is

responsible.

Managers in general strive to frame the crisis as

a natural event, allowing it to be placed outside

the scope of political responsibility. The worse

possible outcome would be if the crisis is framed

as caused by political leaders (on a personal or

policy level) (Brändström and Kuipers, 2003; de

Vries, 2004). Due to the erosion of the traditional

distinction between crises as ‘man-made’ and

‘acts of God’, establishing crisis causes is to a

large extent a question of the actors’ framing

ability (Rosenthal et al., 2001, p. 6). According

to Beck (2002, p. 40), if ‘pre-modern dangers

were attributed to nature, gods and demons

risks in modern times are rather about control

and political decision-making’. Following this,

‘nature’ has moved from being understood as an

uncontrollable force to an object that can

be controlled by scientific and technological
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advances (Dear, 2006). It should thus be noted

that some crises are more suitable for blame

games, such as wars, which have an inherent

potential for enemy constructions, whereas com-

pounded and structural problems (such as econ-

omic recessions or environmental problems) are

less suitable for blame games and responsibility

framing (Edelman, 1988). This is because they

are harder to explain by personal and straightfor-

ward causes, which complicate political attacks

or crisis exploitation. On the contrary, political

actors are often tempted to downplay the pro-

blems, and thereby in the long run risk coming

off as paralysed (Edelman, 1988, p. 82). According

to Beck (2002), the fundamental problem in

ascribing liability in connection to financial or

ecological crises is that they ‘are mainly due to

the combined effects of the actions of many indi-

viduals’ (Beck, 2002, p. 41). It should also be

noted that the framing of the event as severe

does not necessarily pose a threat to political

actors but might well be an opportunity to show

action and to push through a new set of policies

(see Boin et al., 2009 on ‘crisis exploitation’).

In this article I examine various actors’ framing

as played out in the media. Journalistic framing of

an issue is one very significant factor that influ-

ences actors’ framing opportunities. When the

media give prominent coverage to certain

actors, in the end it greatly affects the possible

positions for the other actors. The framing

contest around the Murray–Darling crisis will

be examined by applying the three dimensions

pivotal to responsibility framing, i.e. how severe

is the crisis, how could it happen and who is

responsible. However, in contrast to previous

research on crisis communication, the framework

will be applied to the media coverage as a whole,

including all groups of actors.

1.2. Analytical framework

For a start, framing severity relates to the framing

of the situation as such, in terms of its character.

As stressed by Boin et al. (2005) there is a vital

difference in labelling a situation as an incident,

an accident, a crisis, a disaster or a tragedy

(p. 83). In connection to climate change induced

crises, Olsson and Paglia (2008) show that

severity framing requires actors to position

themselves on a scale of uncertainty/certainty in

relation to causes and outcomes, and that

despite scientific uncertainty, political actors are

forced to take a stance on the issue. This frame is

important since how an event is labelled has sig-

nificant implications for the proposal of potential

solutions; that is, whether a top-priority or a

simple routine response is issued (Boin et al.,

2009).

Framing the nature of the crisis is further

closely connected to the second aspect in the fra-

mework, that is, where to locate the origin of the

event which, according to previous research on

responsibility framing, is pivotal for assigning

responsibility. Accordingly, so-called blame

games depend on the actors’ ability to ascribe

the crisis to exogenous factors (located outside

the realm of the responsible actors) or to

endogenous factors (where responsible actors

are the very source of the problem). Framing

crises as exogenous makes it easier for political

actors to make authoritative statements and

to remain in control of the information flow,

whereas events framed as endogenous run the

risk of undermining confidence in actors and

of creating an opening for criticism (Coombs,

1998; 2007; Massey, 2001, p. 158; Coombs and

Holladay, 2002; Boin et al., 2008; Brändström

et al., 2008).

From a political perspective, a crisis does not

end with leader’s communicative devices in

terms of accepting (or not) responsibility for

what has happened but also requires an ability

to show a way out of the current problems. Politi-

cal crisis communication will therefore not only

be a blame game but also an opportunity game,

where actors have to play the delicate game of

matching their labelling of the event to adequate

policies. As with the other two themes, we can

expect a variety of actors to engage in proposing

solutions. As argued by Boin et al. (2008), actors

get involved under different conditions where

actors without the power to actually implement
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the proposed policies have more freedom to come

up with solutions, in contrast to governmental

actors. Governmental representatives further

have to balance between proposing solutions

and reassurance that the system is solid in

essence. Three potential outcomes can be

expected in the policy game: ‘fine tuning’,

which means instrumental and incremental

adaptations without any change of political

values; ‘policy reform’, which relates to major

policy principles being changed that otherwise

would be hard to change under normal circum-

stances; and finally ‘paradigm shift’, which

occurs when ‘entire policies, organizations or

even fundamental normative aspects become

subject to abdication’ (Boin et al., 2008, p. 17).

It should be noted that the aim of the paper is

not to examine policy change, but rather the

framing of different policy alternatives as they

are played out in the media reporting.

2. Methods and material

The paper rests on a case study of how the

national Australian newspaper The Australian

reported the Murray–Darling Basin crisis

between 5 August and 31 October 2008. The

newspaper was chosen due to its national

outlook and reach as a way to examine responsi-

bility framing at the national level (that is,

without regional biases). The articles included

in the study have been selected from a period

when The Australian ran a special series under

the heading ‘Special report: the Murray–Darling

crisis’. Altogether 57 newspaper articles were pub-

lished in this series and each of them has been

included in my analysis. The articles have been

analysed by a combination of quantitative and

qualitative analyses. The quantitative analysis

consisted of counting the groups of actors

quoted in the news coverage. Based on an induc-

tive approach, actors were coded into five groups

which were found to be of relevance to the

framing of the crisis. These were governmental

actors, federal opposition political actors, state

actors, scientists and affected actors (including

individual farmers as well as business interests

related to farming and communities in affected

areas). It should be noted that actors were only

counted once for each article, which means that

the measure does not account for the actual

space provided to the actors or the number of

times an actor was mentioned in one article.

The qualitative analysis was deployed in order

to describe the main arguments and rhetoric

strategies applied by the actor groups. The analy-

sis was conducted by categorizing statements

from various actor groups according to the three

themes described in the analytical framework.

The most important expressions, keywords and

key messages were coded, based on Entman’s defi-

nition of frames: ‘the presence or absence of

certain keywords, stock phrases, stereotyped

images, sources of information and sentences

that provide thematically reinforcing clusters of

facts and judgments’ (Entman, 1993, p. 52). The

aim of the analysis was to find common features

in how actor groups framed the three themes.

Due to the focus on actor groups in the analysis,

the framing contest is not primarily understood

as taking place within groups, but rather

between them.

2.1. Case description

The Murray–Darling Basin is a catchment area for

the Murray and Darling rivers and their tribu-

taries. It extends from Queensland to South Aus-

tralia, including three-quarters of New South

Wales and half of Victoria. The basin generates

39 per cent of the national income derived from

agriculture production: 53 per cent of Australian

cereals grown for grain, 95 per cent of oranges,

and 54 per cent of apples. In addition it supports

28 per cent of the nation’s cattle herd, 45 per cent

of sheep, and 62 per cent of pigs. The Basin is

home to more than 2 million residents. In Austra-

lia, irrigated land is just 0.6 per cent of total agri-

cultural land and the proportion in the Basin is 2

per cent, making up 65 per cent of Australia’s total

irrigated agricultural land. Furthermore, the

Basin is vital from a natural resource perspective,
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with extensive wetlands which perform essential

hydrological, biological and chemical functions

and which support and maintain the productivity

and health of the river systems. A number of the

Basin wetlands are recognized under the Conven-

tion on Wetlands of International Importance.

In the last 100 years, life in the Murray–Darling

Basin has been transformed by the construction

of major water storages on the rivers. The total

volume of publicly managed water storage

capacity in the Basin is just under 35,000 gigalitres.

Of that, the Murray–Darling Basin Authority –

with major storages at the Dartmouth Dam,

Hume Dam, Lake Victoria, Torrumbarry Weir,

the Menindee Lakes and other river regulatory

structures – is responsible for about one-third.

The storages have made it possible to store water

to be released in summer time or in times of

drought.

It should be noted that the case is complex

because it touches upon broad policy areas invol-

ving water management and climate change,

policy areas that are highly politicized in the Aus-

tralian context, and as such involve many twists

and turns in which the states depending on the

Basin for water supply (New South Wales,

Queensland, South Australia, the Australian

Capital Territory and Victoria) play a vital role.

One example of initiatives undertaken by the

Kevin Rudd government to deal with the pro-

blems of the Basin is the Murray–Darling Basin

Authority (MDBA) established on 15 December

2008, which for the first time ever made one

single agency responsible for water management

in the Murray–Darling Basin. According to the

Water Act 2007, MDBA should prepare a plan in

consultation with the Basin states and the com-

munities. The first plan is intended to commence

in 2011. The main tasks will be: to limit the

amount of water that can be taken from the

Basin on a sustainable basis; to identify risks to

Basin water resources such as climate change as

well as strategies to manage these risks; to make

sure that state water resource plans comply with

the Act; to follow an environmental watering

plan and the salinity management plans; and to

comply with rules about trading water rights in

relation to the Basin resources. However, due to

the perceived urgency of the problems, the

Murray–Darling Basin Program has already been

launched. Under the Water for the Future

Program, the government has secured AUD21.9

billion to develop more efficient water use by

finding new sources of water and to buy back

water entitlements from willing sellers (AUD3.1

billion). The main task is to acquire water licenses

from willing sellers in order to use the allocated

water for the environment. The first AUD50

million water buyback in 2007/2008 aimed to

secure 35 billion litres of water, and another was

announced on 8 September 2008 in the northern

part of the Basin (www.mdba.gov.au/).

3. Empirical analysis

3.1. Framing the situation

First, which actor groups were quoted framing

the situation and which frames were deployed?

Figure 1 shows the number of quotes made by

each of the actor groups in terms of framing the

situation (that is, what kind of situation this is).

As can be seen from the figure, there were few

statements altogether describing the situation

(even though many of the scientist quotes were

lengthy – at times almost taking up the whole

article in question). The most frequently quoted

actors were scientists, followed by government

and affected actors.

FIGURE 1 Numbers of quotes in the coverage framing the

situation distributed across actor groups
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How did the actors quoted frame the event?

Starting with the scientists, the outlook painted

for the Murray–Darling Basin is grim. The termi-

nology used to describe the situation stressed the

gravity of the problem, using expressions such as

‘ecological disaster’, ‘crisis’, ‘collapse’, ‘one of the

major inland problems of our time’ and ‘tragedy’.

The severity of the situation was beyond any

doubt. ‘It is so far off the scale ecologically that it

is a crisis – and that is not overstating it’ (The Aus-

tralian, 12 August 2008). ‘The river systems and the

agriculture systems are collapsing’ (The Australian,

21 August 2008). Politicians were framed as facing

a tragic choice: letting the lower lakes of the river

acidify or flooding the lakes with seawater in

order to prevent acidification and consequently

changing the entire ecosystem. The severity

of the situation was further emphasized by

the description of decisions as ‘irreversible’. The

framing of the situation as a tragic choice

set the tone of the reporting and underlined both

the complexity and the urgency of the situation.

The framing, in which available alternatives were

all attached to major irreversible changes in eco-

systems, posed new challenges to crisis communi-

cation insofar as it questioned the traditional

underpinning of crisis communication as a

means to returning to ‘normalcy’ (Seeger et al.,

2003).1 Further, the frame underlined the notion

of decision making in risk society as based on ‘cal-

culating the incalculable’ (Beck, 2002, p. 40). This

leads us to the question of how the situation was

framed by the political actors who had to balance

ecological concerns with other societal needs.

The government’s assessment of the situation

followed the scientific framing in describing the

ecological system as ‘highly stressed’. No compet-

ing views were directly provided by other political

actors. As could be seen above, political

opponents were not particularly active in

framing the situation and when they did, they

stressed the underlying risk for the whole ecosys-

tem (emphasizing the need for swift action).

However, in contrast to the government, they

mentioned the desperate situation for farms and

communities affected by the drought – pointing

out that there were not only ecosystems in

danger but also the livelihoods of the people

who depended upon the Basin. For example, the

South Australian Premier Mike Rann declared

that ‘anyone “treacherously” diverting water

from the Murray–Darling system illegally would

be committing “an act of terrorism against the

Australian people”’ (The Australian, 16 August

2008). The desperation was echoed throughout

farming society and interest groups connected

to farming. The articles in the sample can be

divided into two types: articles describing the

effects upon communities at risk of disappearing,

and articles depicting individual farmers who

had been living on their farms for genera-

tions. Examples of the latter category of

coverage include: ‘“Gone from thriving to just

surviving” – Ken Brain’s property looks a lot differ-

ent today than it did a decade ago’ (The Australian,

3 September 2008), and ‘Water dries up life on the

land – Randall Crozier stands in the barren

paddock, frowning at the drought-bleached

desert sand’ (The Australian, 13 September 2008).

To sum up, the scientists were the main actors

quoted in framing the severity of the situation,

although all quoted actors framed the situation

as an urgent crisis. Yet there is an underlining

value conflict in the coverage between saving

the ecosystem or farming communities where

different actors took somewhat different

stances. For example, the scientists tended to

emphasize the need for reconfiguration of the

water allocation systems and the agriculture

sectors, whereas the farming communities advo-

cated the loss of towns and businesses in the

Murray–Darling area. The politicians were

caught in between these two frames, where the

tendency for the government was to follow the

scientists’ framing in terms of reconfiguration of

water management systems, whereas the Opposi-

tion was more inclined towards framing the situ-

ation in favour of affected communities.

3.2. Framing the cause of the event

As discussed in previous sections, the allocation

of crisis causes (to exogenous or endogenous
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factors) is to a large extent a matter of framing,

which turns phenomena such as droughts into

potential political issues. Figure 2 illustrates the

number of quotes made by each of the actor

groups in terms of framing the cause of the event.

If politicians were sparsely quoted in framing

the situation, they were even less active in

framing the causes of the crisis. According to pre-

vious research, the framing of causes is the most

important factor in the process of politicizing

and assigning blame in connection to crises.

However, Figure 2 shows that both scientists

and affected actors played a major role in

framing causes. This might well be an effect of

the compounded character of the crisis, which

according to Edelman (1988) is harder to

explain by personal and simple identified causes.

Starting with politicians, both the government

and the opposition framed the crisis as caused

by mismanagement of the river system. This

reminds me of Beck and Lau’s (2005) observation

that the recognition of risks as human-made

results in political actors being both problem

producers and solvers at the same time. In

relation to this it is interesting to note that the

government emphasized the time perspective in

referring to the mismanagement of the Basin.

An example is when Kevin Rudd said, ‘I do not

want to say that there is some magic solution.

It is very difficult in the space of six months

to turn back decades of neglect’ (The Australian,

14 August 2008), or when he said, ‘I am trying

to turn around a situation which has evolved

over many years’ (The Australian, 15 August

2008). In doing so, the government tried to

downplay expectations by juxtaposing the

long history of mismanagement with the acute

crisis management expected from the govern-

ment. Yet they did not downplay the problem

as such.

Further, as argued by Olsson and Paglia (2008),

a vital component of framing causes in climate

change induced crises is the link between

climate change and the local/national acute

crisis. Actors basically confront two framing

options: acknowledging the link to climate

change (endogenous factors) or arguing that the

drought is caused by nature (exogenous factors).

From a political perspective, the latter option

would get actors off the responsibility hook,

which would then be the preferable outcome

for politicians who do not want to (or are

unable to, due to previous policies in the area)

exploit the crisis (Boin et al., 2009). In this

actual case, the government advocated the link

between the drought and climate change

whereas the then-leader of the opposition

Brendan Nelson first denied the link, only to

take it back shortly after (saying the two might

well be linked but that the debate was irrelevant).

However, the reluctant stance towards how to

tackle climate change, proposing that Australia

should wait with a national emissions trading

scheme before international action was taken,

was overruled by the Liberal Party, who decided

to introduce an Australian emissions scheme in

2012. As a result, Brendan Nelson lost his position

to Malcolm Turnbull2 (Sydney Morning Herald, 16

September 2008). On the other hand, ever since

it came to power in 2007, the government has

been advocating the risk of climate change and

in accordance proposed a ‘cap and trade system’

on carbon dioxide in Australia. Linking the

Murray–Darling Basin crisis with climate

change would accordingly enhance the govern-

ment’s policies on climate change.

The most heated political debates and blame

gaming took place at the state level, among the

states depending on the Murray–Darling area

for water, rather than at federal level. The state

FIGURE 2 Numbers of quotes in the coverage framing the

cause(s) of the event distributed across actor groups
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foremost framed as the villain was Queensland,

which was blamed for taking too much water

out of the system, in particular by South Australia,

which was the most badly affected state. As an

example, Queensland Water Minister Craig Wal-

lence was quoted as saying, ‘pointing the finger

at state’s irrigators was not going to ease the

national emergency’ (22 August 2008), whereas

South Australian Premier Mike Rann said that

even if Queensland irrigators had acted legally,

it ‘doesn’t mean to say it’s right’ (22 August

2008). In contrast to the scientific framing, the

framing among the state politicians as well as

the affected groups had more of a practical

here-and-now perspective, and the main debate

centred around how to distribute water along

the river. Many strong opinions were expressed

and a fierce blame game was played out in the

media where, for example, actors argued that:

farmers should not be blamed (‘farmers don’t

have any water’, 5 August 2008); or certain

states ought to be blamed for taking a dispropor-

tional amount of water (‘we have significant over-

extractions in Queensland’, 21 August 2008); or

debating the existence of big irrigation farms

(‘Cubbie was developed in the wrong spot’,3 22

August 2008). Consequently, the individual

states and farmers tried to defend themselves.

For example, the rice farmers in their defence

pointed the finger back at the government and

claimed that ‘the area was designed by the gov-

ernment to put food on tables. We went out and

did that. We produce the most efficient rice in

the world’ (The Australian, 3 September 2008).

As in framing the character of the crisis, scien-

tists played an important role in framing causes.

Interesting to note in relation to the political

framing contest over the link with climate

change is an article quoting two scientists, one

of them the former ‘Australian of the Year’, Pro-

fessor Tim Flannery. The two jointly describe, in

connection with the political struggle over the

link with climate change, the debate as ‘fruitless’.

Instead of arguing about this, surely we need to

sit down and say: ‘What are we going to do if

the worst case develops? What we’ve had is

ten years of catastrophic low flows – what do

we do if this is the future?’ That’s a much

more interesting question (Flannery, 4 Septem-

ber 2008).

This quote illustrates the intriguing implications

of climate change in connection with responsibil-

ity framing where its global nature might lead to

apathy at the national level (as suggested by Beck,

2002) and/or lead to politicians getting off the

responsibility hook (as suggested by, for

example, Brändström and Kuipers, 2003). It

should thus be noted that even though the scien-

tists referred to above were pointing to the risk of

climate change being taken hostage by the poli-

ticians, it should not be read as if the groups of

scientists were denying climate change. On the

contrary, climate change was in general men-

tioned as one of the underlying causes, besides a

general over-allocation of water and mismanage-

ment of the river system. According to their

frame, the mismanagement was caused by the

fact that there was no national water manage-

ment authority (The Australian, 21 August 2008)

or by the fact that the irrigation structure was

simply too big to be supported by the river (The

Australian, 6 September 2008). Causes were in

general framed at the system level, and only on

one occasion was blame assigned more directly,

which was done in relation to a report published

in 2006, calling for ‘significant and urgent inter-

vention’. According to one of the quoted

authors of the report, ‘It is a tragedy that the

warning bells that we sounded very loudly way

back then were seemingly ignored’ (The Austra-

lian, 12 August 2008). In contrast to political

actors, scientists framed the crisis as caused by

structural problems such as the lack of a federal

water management system and general over-

allocation of water. This points to the fact that

the more scientists involved in framing a com-

pounded crisis, the less personal blame gaming

will take place.

Based on what has been said above, causes were

framed in different ways by the actor groups. On

the federal level, the only issue touching political

nerves was the connection with climate change,
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whereas the most heated blame game was con-

centrated at the state level. It thus seems that

the closer to the actual problem, the more

intense blaming is centred on concrete causes

(such as who is taking the most water) rather

than more complex structural problems (such as

global warming or a total overhaul of the irriga-

tion system).

3.3. Framing measures

The last frame deals with the actions taken and

proposed by the actors. As can be seen in

Figure 3, this is the frame that received most

media coverage. In contrast to the two other

themes explored above, the affected groups were

the most frequently quoted actor group, followed

by the government, closely followed by scientists.

As is evident from the figure, this was the frame

that caught the most intense media attention.

The debate was, in general, focused on the gov-

ernment’s two main propositions to deal with

the crisis: the Water Act and the Murray–

Darling Basin Program. The framing from the

government’s perspective, except for promoting

actions taken in the area, was to downplay expec-

tations by stressing the lack of ‘magic solutions’

(The Australian, 14 August 2008). As discussed in

the previous section, one main aspect of how to

cope with the event was to link the drought

with climate change. Denying the link enabled

the handling of the crisis with acute operational

measures. On the other hand, acknowledging

the link implied the need for long-term system

changes. In relation to this, the government

tried to use the crisis in order to promote their

policies on water management in the Murray–

Darling area as well as the Cap and Trade

Carbon Pollution Reduction Scheme.4 Even

though policies applied by the government in

the area ‘fitted’ into the framing of both the situ-

ation (crisis) as well as its causes (mismanagement

and climate change), they were not uncontested

by other actors. On the contrary, this was the

theme that provoked the most heated political

debate.

In contrast to the other two frames, the debate

had a technical overtone and focused on moves

and statements made by different actors. In fact,

the reporting was very much in line with the

media’s well-documented tendency to portray

politics as a game, focusing on conflicts and

often describing them in sporting metaphors

(Fallows, 1996; Jamieson, 2001). From an

environmental communication perspective,

Ihlen and Nitz (2008) concluded, on the basis

of a Norwegian case study, that media coverage

was heavily dominated by tensions between

actors and so-called ‘horse race frames’. Their

conclusions very much resembled the debate in

this frame where the main bulk of the reporting

focused on the government’s proposed measures

to deal with the problem and criticism from

other actors. Scientists, opposition and affected

groups argued that the buyback scheme (referring

to the government’s initiative to buy back water

entitlements) was ineffective. Likewise, the oppo-

sition made an issue out of the fact that they did

not trust the government’s estimation of how

much water there was in the system and called

for an inquiry. The government countered by

saying that people wanted action and did not

want an inquiry. For example, the scientists criti-

cized the buyback scheme for being ‘insignificant’

and claimed that it would ‘do nothing for the

Coorong’. 5 In a similar manner, the federal oppo-

sition argued that the buyback was ‘paper money’

that only risked ‘destroying communities’. Again

FIGURE 3 Numbers of quotes in the coverage framing

measures distributed across actor groups
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this was echoed by the affected actors saying that

the government was ‘buying water entitlements

not actual water’. The group of affected actors

was also blaming the government for ignoring

the broader impact of their policies:

Wouldn’t it be a tragedy if people in town

weren’t paid. If the farmer is paid to leave,

there would be no town. So it would just be a

ridiculous proposition to buy out the farmers

and not buy out the town (2 September, 2008).

In summary, it can be noted that this was the

most politicized frame of all, going against pre-

vious research primarily pointing out the causes

of the crisis to be the frame determining politici-

zation in crisis. One reason might well be that the

scientists, who in the two other frames were

allowed to make authoritative claims when defin-

ing the situation and its causes, had a less strong

role in this frame, thus opening up more of a com-

petition among other actors’ framing.

4. Discussion

The article has illustrated that responsibility

framing in connection with compounded crises

can significantly gain by considering not only

political actors’ framing of a situation but also

those other actor groups involved in framing a

crisis. Such an approach will provide a richer

understanding of constraints and opportunities

facing various actors. One conclusion to be

drawn from the analysis is that crisis managers

are facing basically two types of constraints affect-

ing their ‘communicative spaces’: external media

factors (actors’ own previous policies in related

areas) and internal media factors (other actors’

framing of the issue as it plays out in the

media). Actors are in general in control of the

first one (in which they are rather bound by

their own previous policy commitments),

whereas the latter depends on media coverage of

a particular event. Before moving on to the pro-

positions derived from the case in relation to

further research on communication in com-

pounded crises, it should be noted that this

discussion was based on a single case study and

that additional studies are needed in order to

further develop the general propositions below.

Starting with the external aspect affecting

actors’ communicative spaces, the case is a good

example of the coupling mechanism between

a concrete crisis and climate change that gives

‘climate change induced’ compounded crises

certain characteristics (see also Olsson and

Paglia, 2008). In this case, the coupling between

the actual crisis and related policies urges crisis

communication research to move outside the

domains of the crisis at hand by taking into con-

sideration the broader policymaking context. In

relation to the focus on single crisis communica-

tive settings in previous research, communicators

in compounded crises run the risk of having a par-

ticular crisis contaminated by related policy

issues, which limit the actors’ communicative

options. Or, from the other perspective, it can

be used to strengthen their case. It reminds me

of what Boin et al. (2009) refer to as ‘crisis exploi-

tation’, which means that political actors can

exploit crises in order to push through their pet

policies. In order for actors to be trustworthy,

they need to be consistent. In this case, that

means not only communicating in the actual

crisis but also in relation to what has been said

and done prior to the crisis in areas that are now

being linked to the crisis. This explains why the

government made the link between the

Murray–Darling crisis and climate change,

whereas the opposition first tried to downplay

the link. In summary, previous policy commit-

ments framed as being linked to the crisis at

hand will both enable and constrain the actors’

ability to communicate.

4.1. Proposition one: The communicative space
provided to political actors will be affected by
previous policies proposed in area(s) framed
as being linked to the acute crisis

As already argued, not only external policy com-

mitments but also media aspects will have an

impact on political actors’ crisis communication
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options. This is so because media coverage of

crises consists of a variety of actors involved in

framing the event. In the actual case, the scien-

tists and affected actors were given considerable

space on all three framing themes. As argued by

previous researchers in the field (Weingart et al.,

2000; Andreadis and Smith, 2007), climate

change coverage has moved beyond its previous

occupation with scientific uncertainty into

being reported as foremost a political issue.

However, as can be seen in the empirical analysis,

this does not mean that scientists are not partici-

pating in the debate. On the contrary, it can be

argued that scientists’ framing power becomes

even stronger when there is a consensus on a par-

ticular issue, since it poses limitations on other

actors’ framing options. The fact that the opposi-

tion leader Brendan Nelson came under heavy cri-

ticism for denying the link points to another

important aspect here, that the link between

climate change and extreme weather events has

become stronger, up to the point where it

simply cannot be questioned. Together, the dis-

cussion above stresses the notion that political

actors are constrained by the societal and political

discourse in which they communicate. Given the

strong role of scientists quoted in the news cover-

age, it seems fair to argue that other actors had

less space in framing the issue, as illustrated in

the figures in this analysis, in connection with

framing the severity of the crisis and its causes.

These two factors are vital to responsibility

framing since they limit the range of potential

measures aimed at curbing the crisis. On a more

specific level, there were also examples of when

scientists spoke more directly to politicians.

They were then acting in the capacity of ‘frame

guards’ determined by how other actors ought

to frame the crisis. One example was when the

scientists urged the political actors to stop

arguing over the link between the drought and

climate change for fear that the climate change

issue risked taking over the debate and being

used as an excuse for inaction. The second prop-

osition is then that the participation of other

actors in the media coverage had an impact on

the political actors’ communicative spaces.

More specifically, in relation to ‘climate change

induced’ crises, we can expect scientists to play

an important role in framing the situation and

its causes.

4.2. Proposition two: The strong role of scientists
in framing crisis severity and causes limits
political actors' framing options

Except for scientists, the second most frequently

quoted group was ‘affected actors’, especially

when it came to framing concrete measures. It

might well be the case that interest groups

always play a prominent role in framing measures

in relation to crises, but their strong presence in

this case might likewise rest on the specific cul-

tural Australian context in which farmers and

rural communities have a strong cultural sym-

bolic and economic value. As argued by

Goffman (1981, p. 63), frames are culturally

grounded, making them ‘a central part of a

culture’. According to Botterill (2003), drought

has to be understood as a social construction

and as such highly political in its nature.

However, as argued by West and Smith (1996),

drought is a national symbol of Australia, which

means that in contrast to climate change,

drought policies have not been a politically sensi-

tive issue in Australia, and have not been ques-

tioned in the media debate. Rather, the ‘bush’

and the rural areas have been presented as quin-

tessentially Australian – as an important part of

the national character. In the case study at hand

the actor groups, scientists and affected actors

were basically promoting two different frames

where the first focused on structural adjustments

and the latter on direct effects on rural commu-

nities. Whereas the scientific frame was focused

on long-term impacts and risk assessments, the

coverage of affected communities had much

more of an emotional tone. This was so especially

when individual farmers and their struggles were

being portrayed. This means that even though

the scientific frame had a strong impact in terms

of status and authority, the affected actors’

frame was equally powerful on an emotional
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level in relating to fundamental values such

as culture, identity and solidarity. The cultural

framing of measures to cope with the crisis

might then account for why no major policy revi-

sions in terms of what Boin et al. (2008) refer to as

paradigm shifts, involving the altering of funda-

mental normative values, were thoroughly dis-

cussed in the coverage. Rather, the political

framing connected to measures was rather

focused on technical aspects and not the long-

term implications of irrigation agriculture in a

drought-prone area like the Murray–Darling

Basin. This argument leads to the third prop-

osition in relation to responsibility framing of

‘climate change induced’ crises.

4.3. Proposition three: Affected actors with
strong cultural, economic and societal support
will further limit political actors' framing
options in terms of measures aimed at curbing
the crisis

In summary, this paper has argued for research on

crisis communication to take external (outside

the media coverage) as well as internal (inside

the media coverage) factors into account when

examining responsibility frames in connection

with compounded crises. In relation to the rec-

ommendations provided by Boin et al. (2005,

p. 70), stating that successful meaning making

requires the ability to communicate ‘a persuasive

story line that explains what happened, why it

had to be that way, what its repercussions are,

how it can be resolved, who can be relied upon,

and who is to blame’, the article at hand demon-

strates how these storylines are constantly ‘inter-

rupted’ by other actors. As illustrated in this

article, the weight given to each actor group

depends on the issue at hand, where

different groups dominated the frames related

to severity, causes and appropriate measures

respectively. Together, this means that political

actors’ own storylines will be mediated and

finally understood in the light of these other

actors’ framing. The dynamics of this framing

contest will probably look different in various

cultural settings. In order to further develop the

propositions above, additional studies will be

needed.

Notes

1. It should thus be noted that, for example, political

scientists Rosenthal et al. (2001, p. 20) open up a

more dynamic approach to crisis aftermaths,

proposing that ‘Crises mark the transition from

one stable pattern into one of many possible alterna-

tive futures. Actions taken during the crisis process

become defining elements for the (temporary) resol-

ution of that crisis, but at the same time, they

become steps towards the creation of the next crisis.’

2. The Australian reported that ‘Dr Nelson yesterday

denied that he had rejected a link to climate

change.’ ‘That is not what I said’, he told ABC

Radio in Adelaide. But in an interview with ABC pre-

senter Tony Jones on Monday night’s Lateline pro-

gramme, Dr Nelson was asked explicitly whether

he accepted that the Murray crisis was related to

climate change. Dr Nelson replied initially, ‘No, I

do not’ (ABC Radio, 4 September 2008).

3. Cubbie Station is a cotton farm in southern Queens-

land and is Australia’s biggest irrigator, which has

long been accused of taking too much water, in

doing so denying farmers downstream water (ABC,

24 February 2004, www.abc.net.au/7.30/content/

2004/s1052459.htm). In general, Australian cotton

is mostly (82.5 per cent) grown under irrigation.

‘From the growth of the first crop in 1961–62

near Wee Waa in the Namoi Valley cotton pro-

duction has expanded rapidly to become one of

Australia’s major agricultural industries. It now

makes a major contribution to the economies of

the growing areas and to the Australian economy

as a whole’, www.mdbc.gov.au/subs/eResource_

book/chapter3/p4.htm).

4. The connection between water management and

climate change was justified by the fact that Minister

Penny Wong was the minister for climate change

and water.

5. The Coorong Wetlands are one of the most impor-

tant wetlands in Australia. The wetland consists of

ocean beach, the mouth of the Murray River, lakes

and estuaries. This combination provides a wide

range of habitats that vary from freshwater to hyper-

saline and which are for the most part in a natural

state. The wetlands around the Coorong (including
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Lake Alexandrina and Lake Albert) cover 140,500 ha.

The Coorong is a long, shallow lagoon more than

100 km in length that is separated from the Southern

Ocean by a narrow sand dune peninsula. Lakes

Alexandrina and Albert form the mouth of the

Murray River and are comprised of fresh to saline

waters. The Coorong’s fragile ecology depends on

getting a mix of fresh water from the Murray River

and sea water from the ocean.

References

Andreadis, E. and Smith, J., 2007. Beyond the oozone

layer. British Journalism Review, 18(1). 50–56.

Beck, U., 2002. The terrorist threat: world risk society

revisited. Theory, Culture and Society, 19(4). 3–55.

Beck, U., 2005. Freedom for technology: a call for a

second separation of powers. Dissent, 42(4).

503–507.

Beck, U. and Lau, C., 2005. Second modernity as a

research agenda: theoretical and empirical explora-

tions in the ‘meta-change’ of modern society. The

British Journal of Sociology, 56(4). 526–557.

Berglez, P., 2008. What is global journalism? Journalism

Studies, 9(6). 845–858.

Boin, A., ’t Hart, P., Stern, E. and Sundelius, B., 2005. The

Politics of Crisis Management: Public Leadership Under

Pressure. Cambridge University Press, New York, NY.

Boin, A., McConnell, A. and ’t Hart, P., 2008. Governing

After Crisis: The Politics of Investigation, Accountability

and Learning. Cambridge University Press, Cam-

bridge, UK.

Boin, A., McConnell, A. and ’t Hart, P., 2009. Crisis

exploitation: political and policy impacts of

framing contests. Journal of European Public Policy,

16(1). 81–106.

Botterill, C. L., 2003. Uncertain climate: the recent

history of drought policy in Australia. Australian

Journal of Politics and History, 49(1). 61–74.
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