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PREFACE

In the 21st century, the fate of the environment has
become a critical issue in both developed and developing
countries throughout the world. Population increases
and technological advances are creating a burden on soci-
ety by requiring continued expansion and concomitant
resource use. Substantial evidence exists showing that
such development has led to detrimental impacts on the
environment. We also know that increased societal activ-
ities and demands are changing soil, water, air, climate,
and resources in unexpected ways. This in turn hasled to a
renewed interest in protecting the environment and has
focused attention on the concept of environmental moni-
toring and site characterization, including an evaluation
of the physical, chemical, and biological factors that
impact the environment. This information is necessary
for researchers, decision-makers, and the community as
a whole, to implement social changes needed to preserve
and sustain a healthy environment for future generations.

The purpose of this textbook is to document the latest
methodologies of environmental monitoring and site
characterization important to society and human health
and welfare. We know that the environment exists as a
continuum of biosystems and physio-chemical processes
that help sustain life on earth. Therefore environmental
monitoring should ideally consist of examining the inte-
grative nature of these processes. To this end, basic prin-
ciples of monitoring and characterization are described
for different environments, considering their most rele-
vant processes. Initially, sampling protocols are described,
followed by documentation of quality control issues and
statistical methods for data analysis. Methods for making
field measurements in soil, vadose zone, water, and at-
mospheric environments are described. This includes
real-time monitoring, temporal and spatial issues, and
the issues of scale of measurement. The book advances
the state-of-the-art by not only documenting how to

monitor the environment, but also by developing active
strategies that allow for efficient characterization of spe-
cific environments. In addition we provide approaches to
evaluate and interpret data efficiently, with significant
processes being documented via statistical analyses and,
where appropriate, model development. A particularly
unique feature of the text is the discussion of physical,
chemical, and microbial processes that effect beneficial as
well as detrimental influences on the environment. The
text also puts into perspective site-specific remediation
techniques that are appropriate for localized environ-
ments as well as full-scale ecosystem restoration. Finally,
the role of risk assessment and environmental regulations
in environmental monitoring is assessed.

In summary, this book attempts to answer these ques-
tions: “How should samples be taken, including why,
when, and where? How should the samples be analyzed?
How should the data be interpreted?”” This book should
be useful at the senior undergraduate level, as well as to
students initiating graduate studies in the environmental
science arena. The fact that contributions come from
national experts all located at the University of Arizona
ensures that the book is well integrated and uniform in its
level of content.

Key features of the book include:

e The concept of integrating environmental monitor-
ing into site characterization

e Numerous real-life case studies

e The use of numerous computer graphics and photo-
graphs

e The integration of physical, chemical, and biological
processes

e Key references relevant to each topic

e Examples of problems, calculations, and thought-
provoking questions
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THE ENVIRONMENT

Envivonmental changes occur naturally and are a part of
or the result of multiple cycles and interactions. Numer-
ous natural cycles of the earth’s environment have been
studied within the framework of three major scientific
disciplines: chemistry, physics, and biology. Environmen-
tal scientists study the dynamics of cycles, such as the
nitrogen and water cycles, and their relationships to soil-
geologic materials, surface waters, the atmosphere, and

ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

living organisms. The untrained observer may see the
atmosphere as being separated from the earth’s surface.
However, to the trained observer the environment is
composed of integrated and interconnected cycles and
domains. We now know that the environment is a con-
tinuum of physical, chemical, and biological processes
that cannot be easily separated from one another. Water,
for example, exists in three states and is found inside and
on the surface of earth’s crust, in the atmosphere, and
within living organisms. It is difficult to separate the
physical, chemical, and biological processes of water
within any particular environment, because water is trans-
ferred across boundaries.

Humans now have a more holistic view of the environ-
ment and recognize that many factors determine its
health and preservation. This in turn has led to the
new term biocomplexity, which is defined as “‘the interde-
pendence of elements within specific environmental
systems, and the interactions between different types of
systems.”” Thus, research on the individual components
of environmental systems provides limited information
on the system itself. We are now also concerned with
sustainable and renewable versus non-renewable natural
resources as well as with biodiversity in relation to our
own survival.
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ENVIRONMENTAL MONITORING

Environmental monitoring is the observation and study
of the environment. In scientific terms, we wish to collect
data from which we can derive knowledge (Figure 1.1).
Thus, environmental monitoring has its role defined in
the first three steps of the staircase and is rooted in the
scientific method. Objective observations produce sound
data, which in turn produce valuable information. Infor-
mation-derived knowledge usually leads to an enhanced
understanding of the problem /situation, which improves
the chances of making informed decisions. However, it is
important to understand that other factors, including
political, economic, and social factors, influence decision
making.

The information generated from monitoring activities
can be used in a myriad of ways, ranging from under-
standing the short-term fate of an endangered fish species
in a small stream, to defining the long-term management
and preservation strategies of natural resources over vast
tracts of land. Box 1.1 lists some recognizable know-
ledge-based regulations and benefits of environmental
monitoring.

Although Box 1.1 is not exhaustive, it does give an idea
of the major role that environmental monitoring plays
in our lives. Many of us are rarely aware that such regula-
tions exist and that these are the result of ongoing moni-
toring activities. Nonetheless, we all receive the benefits
associated with these activities.

Recently, environmental monitoring has become even
more critical as human populations increase, adding ever-
increasing strains on the environment. There are numer-
ous examples of deleterious environmental changes that
result from population increases and concentrated human
activities. For example, in the United States, the industrial
and agricultural revolutions of the last 100 years have
produced large amounts of waste by-products that, until
the late 1960s, were released into the environment with-
out regard to consequences. In many parts of the de-
veloping world, wastes are still disposed of without
treatment. Through environmental monitoring we
know that most surface soils, bodies of waters, and even
ice caps contain trace and ultratrace levels of synthetic
chemicals (e.g., dioxins) and nuclear-fallout components
(e.g., radioactive cesium). Also, many surface waters, in-
cluding rivers and lakes, contain trace concentrations of
pesticides because of the results of agricultural runoff and
rainfall tainted with atmospheric pollutants. The indirect
effects of released chemicals into the environment are also
arecent cause of concern. Carbon dioxide gas from auto-
mobiles and power plants and Freon (refrigerant gas)
released into the atmosphere may be involved in deleteri-
ous climatic changes.

Environmental monitoring is very broad and requires a
multi-disciplinary scientific approach. Environmental sci-
entists require skills in basic sciences such as chemistry,
physics, biology, mathematics, statistics, and computer
science. Therefore, all science-based disciplines are in-
volved in this endeavor.
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FIGURE 1.1 The staircase of knowing. Science-based observations and measurements improve our understanding of the environment and lead to
wise decision-making. (From Roots, E.F. (1997) Inclusion of different knowledge systems in research. In: Terra Borealis. Traditional and Western
Scientific Environmental Knowledge. Workshop Proceedings, Northwest River, Labrador 10 & 11 Sept. 1997. No. 1. Manseau M. (ed), Institute for
Environmental Monitoring and Research, P.O. Box 1859, Station B Happy Valley-Goose Bay Labrador, Newfoundland, AOP E10. Terra Borealis

1:42-49,1998.)



BOX 1.1 Knowledge-Based Regulation and Benefits of
Environmental Monitoring

Protection of public water supplies: Including
surface and groundwater monitoring; sources of
water pollution; waste and wastewater treatment
and their disposal and discharge into the environment

Hazardous, nonhazardous and radioactive
waste management: Including disposal, reuse,
and possible impacts to human health and the
environment

Urban air quality: Sources of pollution,
transportation, and industrial effects on human health

Natural resources protection and management:
Land and soil degradation; forests and wood
harvesting; water supplies, including lakes, rivers, and
oceans; recreation; food supply

ENVIRONMENTAL REMEDIATION
AND RESTORATION

Environmental remediation and restoration focus on
the development and implementation of strategies
geared to reverse negative environmental impacts. An-
thropogenic activities often perturb environments and
severely limit their capacity for regeneration. For
example, metal-contaminated soils often have restrictive
physical, chemical, and biological characteristics that
hinder self-regenerating mechanisms. High metal con-
centrations are toxic to plants and microbes such as bene-
ficial soil bacteria. Low-soil microbial populations in
turn slow down the rates of microbially-mediated decom-
position of organic matter and nutrient cycling. Limited
plant nutrient availability leads to poor or non-existent
vegetative plant cover. This is turn increases the chances
for wind and water soil erosion that further degrades
the ecosystem, which also can generate oft-site metal
contamination. Remediation activities are focused on re-
moving or treating the contamination, whereas resto-
ration activities are focused on rehabilitating the
ecosystem.

An interdisciplinary approach is critical for the success
of any remediation or restoration activity. Environmental
remediation and restoration activities involve contribu-
tions from environmental scientists and engineers, soil
and water scientists, hydrologists, microbiologists, com-
puter scientists, and statisticians. To develop and imple-
ment effective environmental monitoring and restoration
programs, it is necessary to understand the major phys-
ical, chemical, and biological processes operative at
the site and to characterize the nature and extent of the

Monitoring and Chavacterization of the Environment 3

Weather forecasting: Anticipating weather, long-
and short-term climatic changes, and weather-related
catastrophes, including floods, droughts, hurricanes,
and tornadoes

Economic development and land planning;:
Resources allocation; resource exploitation

Population growth: Density patterns, related to
economic development and natural resources

Delineation: Mapping of natural resources; soil
classification; wetland delineation; critical habitats;
water resources; boundary changes

Endangered species and biodiversity:
Enumeration of species; extinction, discovery,
protection

Global climate changes: Strategies to control
pollution emissions and weather- and health-related
gaseous emissions

problem. This information is gathered with environmen-
tal monitoring activities.

SCALES OF OBSERVATION

At the heart of environmental monitoring are the defin-
itions of observation, sample, and measurement, and
their relationships to scale. Modern science and engineer-
ing allow us to make observations at the micro and global
scales. For example, scientists can use subatomic particles
as probes to determine atomic and molecular properties
of solids, liquids, and gases. Using this technology, scien-
tists can now measure minute quantities of chemicals in
the environment. At the other end of the scale, space-
based satellite sensors now routinely scan and map the
entire surface of the earth several times a day. However, all
observations have a finite resolution in either two or three
dimensions, which further complicates the definition of
scale. For example, consider a satellite picture of a
100 km? watershed, taken with a single exposure, that
has a resolution of 100 m?. What is the scale of the obser-
vation: 100km? or 100m?? Time is another variable
that often defines the scale of an observation. Often,
temporal environmental data are reported within a
defined time frame because most data (values) are not
collected instantaneously. Small-scale or short-interval
measurements can be combined to obtain measurements
of a larger temporal scale. Therefore, the scale of a
“single” observation is not always self-evident. Quite
often the scale of a measurement has a hidden area space
and a time component. Figure 1.2 shows scale definitions
for spatial and temporal domains, respectively. The
actual scales may seem arbitrary, but they illustrate
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the range of scales that environmental data can comprise.
Example 1.1 illustrates the scales of environmental
measurements.

EXAMPLE 1.1 A city air quality—monitoring station
near a busy intersection collects air samples from an inlet
3 m above ground at a flow rate of 1 L min~'. The stream
of air is passed through an infrared (IR) analyzer, and
carbon monoxide (CO) concentrations are measured
every second. One-second—interval data are stored in the
instrument memory and every hour the mean value of the
1200 data points is sent by the instrument to a data logger
(see Chapter 9). Subsequently, the data logger stores the
24 data points and computes a mean to obtain daily CO
averages. The data logger sends the stored hourly and

daily data to a central repository location for permanent
storage and further statistical analysis. Figure 2.3a shows
an example of mean 24-hour hourly data CO concen-
trations during a winter month at Station #3. Daily values
are then averaged monthly (Figure 2.3B) and finally mean
annual values collected from three other city CO moni-
toring stations are compared (Table 1.1). Table 1.1 also
shows maximum 1-hour and 8-hour CO concentrations
that can be used to determine compliance with air-quality
standards (see Chapter 6) at four different city locations.
The true scale and effort spent to collect these data often
escapes the end user. The annual values are not the result
of one large-scale (1 year long) measurement. They are
the means of thousands of small-scale (1-second interval)
measurements.

GLOBAL-Earth(>10,000km)
MESO-Continent, country, state (>100km)
INTERMEDIATE—-Watershed, river, lake(>1km)
FIELD-Agric. field, waste site (>1m)

MACRO-Animal, plant, soil clod (>1mm)
MICRO—Soil particle, fungi, bacteria (>1um)
ULTRA-MICRO—Virus, molecules (>1nm)

A ATOMIC-Atoms, subatomic particles (<1nm)

GEOLOGIC (> 10,000 years)

GENERATION-LIFETIME (20-100 years)
ANNUAL (>1 year)

SEASONAL (>4 months)
DAILY (>24 hours)
HOURLY (>60 minutes)
B INSTANTANEOUS (<1second)

FIGURE 1.2 (A)Scales of space. Observations and measurements can be made at multiple scales. Satellites take pictures of entire earth, whereas atoms
are probed with light and subatomic particles. Intermediate, field, and macro scales of observations dominate environmental monitoring and the
remediation strategies. (B) Scales of time. Time-based observations and measurements can be made at many intervals. Geologic time changes are usually
inferred with present time observations from known time-based changes. For example, the chronological sequencing of soils (usually measured in
thousands of years) may be inferred from the appearance or disappearance of key minerals. Observations done over 1 year and each season are very

common and useful in monitoring critical water- and air-quality changes.



TABLE 1.1

Carbon Monoxide (CO) Concentrations Data Summary for 1998 from
Stations #1 to #4, in Tucson, Arizona

Maximum Maximum
Annual Average 1-hour CO 8-hour CO
Station # (ngg ) (rgg ) (ngg ™)
1 0.80 7.6 (11-16) 4.3 (11-106)
2 0.50 4.8 (12-03) 2.6 (01-08)
3 1.20 7.8 (11-14) 4.0 (11-27)
4 0.50 5.9 (01-08) 4.3 (01-09)

Adapted from Pima County Department of Environmental Quality
1998 Annual Data Summary of Air Quality in Tucson, AZ. Report
AQ-309.

Note: Numbers in parentheses indicate date of recorded value.

How are measurements and scales related? The answer is
through the use of statistics. Scientists have recognized the
limits of their powers of observation. Essentially, it is im-
possible to be everywhere all the time, and it is impossible
to see and observe everything. Statistics help environmen-
tal scientists interpolate and extrapolate information from
a few sample observations (see Chapter 3) to an entire
environment or population. These concepts will be dis-
cussed in subsequent chapters.

AGENCIES

Many government, commercial, and private institutions
are involved in the collection, storage, and evaluation of
environmental data. Local and state institutions are be-
coming increasingly involved in environmental monitor-
ing and remediation activities. Often agencies represent
and/or enforce laws and regulations that have their roots
in much larger governmental institutions. For example,
the Arizona Department of Environmental Quality is in
charge of enforcing air quality and groundwater protec-
tion laws by routinely collecting data on Arizona’s air and
groundwater quality. However, most of the pollutant
limits this agency regulates in Arizona come from federal
regulations. These government institutions are agencies
and commissions of the federal executive government of
the United States. They originate at various U.S. depart-
ments that include the agencies and some of their bur-
eaus, offices, and services shown in Box 1.2.

The roles of these agencies are well defined, but they
may not be mutually exclusive. When there is overlap,
agencies often establish cooperative programs to reduce
duplication of efforts. For example, NOAA is in charge of
weather forecasting and severe storm predictions; EPA
monitors pollution derived from fossil fuel consumption,
waste management/disposal, natural resources, and
remediation activities at abandoned landfills and indus-
trial sites. The Department of Energy (DOE) has a
nuclear dump and radiation release monitoring program;
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BOX 1.2 U.S. Departments with Ties to
Environmental Monitoring

U.S. Department of Commerce

National Oceanic and Atmospheric Administration
(NOAA)
National Weather Service (NWS)
National Environmental Satellite, Data &
Information Service (NESDIS)
National Oceanic Data Center (NODC)
U.S. Census Bureau (USCB)
Economics and Statistics Administration (ESA)

Other federal independent organizations involved
in environmental monitoring include:

Department of Health and Human Services

Food and Drug Administration (FDA)
Centers for Disease Control and Prevention (CDC)

Department of Defense (DOD)
U.S. Army Corp of Engineers

National Aeronautics and Space
Administration (NASA)

Environmental Protection Agency (EPA)

Oftice of Solid Waste and Emergency Response
Office of Air and Radiation
Oftice of Water

Department of Interior (DOI)

U.S. Geological Survey (USGS)

National Biological Information Service (NBIS)
Bureau of Land Management (BLM)

U.S. Fish and Wildlife

National Park Service (NPS)

Bureau of Reclamation (BR)

Oftice of Surface Mining (OSM)

Department of Energy (DOE)
Federal Energy Regulatory Commission (FERC)

U.S. Department of Agriculture (USDA)

National Resources & Environment (NRE)
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FIGURE 1.3 (A) Hourly carbon monoxide (CO) concentrations obtained from averaged measurements taken every second for 24 hours. This figure
shows the December 1998 average in Station #3. (B) Monthly CO concentrations obtained by averaging daily values (see [A]) during 12 months in
1998 in Station #3. Adapted from Pima County Department of Environmental Quality 1998 Annual Data Summary of Air Quality in Tucson, AZ.

Report AQ-309.

DOI characterizes the earth and water resources and
public land management of the United States; NASA
has a space-based atmosphere/ocean and land science
research program; DOD has a global weather and ocean
prediction system in support of national security oper-
ations; and the U.S. Department of Agriculture (USDA)
monitors agricultural food production and quality and
soil resources.

There are also several world organizations that collect
and distribute environmental data globally. The United

Nations (UN) oversees several organizations that moni-
tor weather, food supplies, population, and health.
The Food and Agricultural Organization (FAO) moni-
tors world food production, inputs/outputs, pesticide
consumption, agricultural indices, commodities, land
use, soil degradation, livestock, forests, and fisheries
with significant help from the USDA’s Foreign Agricul-
tural Service (FAS).

Other UN agencies such as the World Meteorological
Organization (WMO), the World Weather Watch



(WWW), and the World Health Organization (WHO)
manage the Global Environment Monitoring System
(GEMS), which monitors and reports on the global
state of water, air, climate, atmosphere, and food contam-
ination. Other organizations affiliated with GEMS are the
International Atomic Energy Agency (IAEA), which
monitors isotope fallout, and the Global Atmosphere
Watch, which monitors atmospheric pollutants, chloro-
fluorocarbons (CFCs), and ozone.

Much of the environmental data collected by UN or-
ganizations is disseminated in the form of statistical
reports generated by the United Nations Statistical Office
(UNSO) and the International Energy Administration
(IEA). In addition, private institutions such as the
World Conservation Monitoring Center (WCMC) store
and manage an extensive worldwide database on bio-
diversity, endangered species, and protected habitats.
Carter and Diamondstone (1990) show a more complete
list of international agencies involved in global monitor-
ing and data storage banks.

CURRENT AND FUTURE STATUS OF
ENVIRONMENTAL MONITORING

CURRENT STATUS

Many national agencies collect data in the United States
and in other industrialized nations. Nonetheless, the
United States has the largest environmental monitoring
network and data repository in the world. Additionally,
many environmental monitoring programs of the UN
depend on the collaboration and funds from U.S. agen-
cies. Consequently, the level of regional knowledge
on the environmental varies widely across countries
and continents. Non-industrial countries have limited
environmental research and few if any environmental
monitoring programs relative to industrialized countries.
Therefore, critical intermediate scale information is
scarce and often outdated. On a regional scale, the
development of space-based monitoring systems by
the United States and other industrial nations is provid-
ing much needed surface information about remote
and underdeveloped regions of the earth. This
information can be made available universally via the
Internet.

Environmental data are often not easily transferred nor
integrated. That is, data cannot be used by other agencies
nor can they be easily incorporated into other data sets.
New ways to integrate data sets must be developed. In
addition, there is a need to develop and apply common
equivalency standards for all environmental monitoring
data. That is, we should all use the same communications

Monitoring and Chavacterization of the Environment 7

software and protocols to exchange data and the same
units to define the data. Universal adoption of the Sys-
teme Internationale d”Unites (SI) system of units would
ease the exchange of information on a global level and
reduce costly unit conversion time and errors. Also, major
advances in computer processing, telecommunication,
and networking allow for rapid data processing and trans-
fer, to agencies and research institutions throughout the
world. In the United States, the National Information
Infrastructure (NII) plays an important role in transfer-
ring environmental monitoring data among generators
such as NOAA, EPA, DOI-USGS USDA, and other
world organizations. At the global scale, harmonization
of environmental data is being sought by the United
Nations Environment Program (UNEP), which provides
the world community with environmental data, including
trend forecasting in areas that include environmental as-
sessment, atmosphere, fresh water, biodiversity, energy,
and chemicals. The UNEP provides a repository of envi-
ronmental data, ensuring data quality and its worldwide
compatibility.

It can also be argued that until recently, most environ-
mental monitoring programs have targeted short-term
issues related only to human welfare while ignoring
long-term changes to the environment. Case Study 1.1
illustrates this issue. In many industrialized countries,
intensive monitoring programs of air and water quality
exist to protect human health from immediate danger.
Yet, we have been far less diligent in monitoring and
protecting the long-term health of other species and the
environment overall.

The White House National Science & Technology
Council proposed a National Environmental Monitoring
Initiative to integrate the nation’s environmental moni-
toring and research networks and programs (NSTC,
1997). Box 1.3 lists some of these recommendations;
they provide a good summary of the needs and challenges
of environmental monitoring in the 21st century.
This has led to the start of an Environmental Monitoring
and Assessment Program (EMAP), which seeks to moni-
tor the conditions of the nation’s ecological resources
to evaluate the cumulative success of current policies
and programs, and to identify emerging problems before
they become widespread or irreversible. One goal of
EMAP is to bring together all government agencies in-
volved in environmental monitoring of natural resources.
The EMAP supports the National Monitoring Initiative
that brings together the 13 major federal agencies of
the United States for the following purposes: (1) to
create partnerships among these agencies and combine
resources, (2) to develop a national repository of infor-
mation, and (3) to coordinate research efforts from
as many as 34 national research and monitoring pro-
grams. For further information, see www.epa.gov/
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CASE STUDY 1.1 Marine environments have
helped nurture and develop the evolution of hu-
mankind since time immemorial. We have in turn
repaid this kindness by loading our wastes near
shores and overfishing the oceans. Now many of
these coastal marine ecosystems are under serious
stress. Nevertheless, we lack the information and
often the resources to stop this deterioration. The
following is a quote from the NRC report ““Man-
aging Troubled Waters” (1990):

Marine environmental monitoring has been suc-
cessfully employed to protect public health through
systematic measurement of microbial indicators of
fecal pathogens in swimming and shellfish growing
areas, to validate water quality models, and to assess
the effectiveness of pollution abatement. Neverthe-
less, despite these considerable efforts and expend-
itures, most environmental monitoring programs
fail to provide the information needed to under-
stand the condition of the marine environment or
to assess the effects of human activity. . ..”"

Recent regulations limiting or eliminating ocean
dumping of wastes have helped reduce the deteri-
oration of some coastal environments. However,
these policies have often been driven by concerns for
human health rather than environmental deterio-
ration. In the United States, about nine federal
agencies and numerous state and local agencies
monitor several aspects of the marine environment
(NRC, 1990).

This case also illustrates the need for integration
among monitoring programs and agencies to reduce
redundancy and costs.

emap and www.epa.gov/cludygxb /Pubs /factsheet.html
Websites.

THE FUTURE OF ENVIRONMENTAL
MONITORING

There are gaps in our knowledge of the environment.
This lack of information extends to past, present, and
even future events. Most social, political, and economic
decisions are made at the local, national, and global levels,
and are tied to the expectation that growth will continue
unhindered. Yet humans often abuse or destroy entire
habitats, harvest some animal and plant species to near
extinction, and increasingly stress land and water re-
sources through pollution and overuse. The rates of en-
vironmental impacts have increased dramatically during

BOX 1.3 Selected Major Recommendations for a
National Environmental Monitoring Framework’

1. Make integration of environmental monitoring
and research networks and programs across
temporal and spatial scales, and among resources
the highest priority of the Framework.

2. Increase the use of remotely sensed information
obtained for detecting and evaluating
environmental status, and change by
coordinating these analyses with ongoing iz situ
monitoring and research efforts.

3. Select variables that are responsive to policy
needs.

4. Ensure that the variables being measured and the
locations where they are measured are sensitive to
environmental change.

5. Establish standards and protocols for data
comparability and quality as integral components
of the Framework.

6. Adopt performance-based protocols for quality
control and data and information management
that apply to all components of the Framework,
and establish a national quality control program.

“List is incomplete. See www.epa.gov/cludygxb/html/pubs.
htm.

the 20th century. On a geopolitical scale, we now know
that the impact of human activities in one country or
region is often felt in other countries. There are many
examples of this, including acid rain in Canada that results
from coal-burning plants in the United States, and par-
ticulate pollution in the United States that originates
from wind erosion in Asia and Africa.

Despite social and political considerations, we cannot
quantify or predict the short- and long-term implications
of many human activities without adequate information.
More data generated from environmental monitoring are
needed to anticipate future changes. If the earth’s envi-
ronment and human institutions are to be preserved for
future generations, more evenly distributed environmen-
tal data must be generated in the future. These data
should be generated at all scales and should be of high
quality, as well as useable and exchangeable.

High expectations are associated with space (satellite)
based global monitoring systems such as the Landsat
series (see Chapter 11). Satellite monitoring systems
have been used and are increasingly being used to collect
voluminous amounts of data on the earth’s surface and
atmosphere in real time. These systems can provide more
uniform access to remote areas of the world. Neverthe-
less, these systems do not always allow us to measure at



the intermediate or smaller scales, and many physical,
chemical, and biological properties still cannot be moni-
tored adequately. Therefore, for the time being, we
have to continue to rely on “hands on” sampling and
measurement techniques to assess the state of the
environment. As the state of scientific knowledge
advances, so does our ability to monitor the environment
with more efficient, accurate, and precise techniques and
instrumentation.

PURPOSE OF THIS TEXTBOOK

This textbook is composed of chapters that cover envi-
ronmental monitoring from all aspects, including sam-
pling methods, environmental characterization, and
associated applications. Chapters 1 through 4 cover
basic information central to environmental monitoring,
including objectives and definitions, statistics and geo-
statistics, field surveys and mapping, and automated data
acquisition. Chapters 5 through 11 cover techniques of
sample collection with emphasis on field methodology
used in soil, vadose zone, water, and air sampling, includ-
ing remote sensing. With Chapters 12 through 17, a
general approach to monitoring and characterization of
physical, chemical, and biological properties and pro-
cesses is presented. Finally, in Chapters 18 through 20,
general applications of environmental monitoring are
presented and discussed, including risk assessment and
environmental regulations.

The approach used in the development of each chapter
is scientific and objective. It presents the facts based on
well-established and accepted scientific principles, and it
gives the reader basic underlying theory on each method
or process and refers the reader to other more detailed
comprehensive textbooks when needed. The intended
target audience is for junior and senior undergraduates
majoring in Environmental Sciences and for graduate
students who wish to have a comprehensive introduction
into monitoring and characterizing the environment.
The focus of this textbook is on methods and strategies
for environmental monitoring with emphasis on field
methods. Laboratory methods are also presented in
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each chapter as needed to complement field methodology
or to illustrate a principle or an application.

This textbook covers the following subjects:

Types of data required to meet objectives

Equipment needed and necessary measurements

Field sample collection and real-time sampling

Direct (destructive) and indirect (non-destructive)

methods

e Statistics to decide numbers and locations and to evaluate
field data

e Data interpretation for characterization of environmental
processes and ecosystems

e Environmental monitoring information needed to develop

remediation and restoration strategies
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ENVIRONMENTAL MONITORING AND CHARACTERIZATION
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Environmental monitoring involves the collection of
one or more measurements that are used to assess the
status of an environment. However, the goals, sample
collection strategies, and methods of analysis used in
monitoring must be well defined in advance to obtain
robust results. In the preparation of a sampling plan,
goals, strategies, and methods must be considered in
conjunction with an understanding of the target environ-
ment, including the physical, chemical, and biological
variables and processes involved. Existing knowledge of
the environment is used to help develop the monitoring
plan. Box 2.1 lists general definitions of the three com-
ponents associated with environmental monitoring. The
reader may find these definitions self-evident, but each
component must be carefully considered in relation to the
others, if environmental monitoring eftorts are to suc-
ceed.

This chapter presents general concepts about environ-
mental sampling and data quality objectives, including
definitions of sampling units, environmental patterns,
and basic statistical concepts used in monitoring. Instru-
ment measurements and basic analytical data quality
requirements are also introduced in this chapter. Statis-
tical principles of sampling, data processing, and specific

11
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BOX 2.1 Environmental Monitoring

Purpose: Assess the status of an environment
that changes spatially and temporally.

Objective: Define and measure physical,
chemical, and biological states, attributes, and
processes.

Approach: Collect and analyze a subset of
samples (units) that represent the target
environment in space and time.

monitoring methods are discussed in more detail in sub-
sequent chapters. A list of terms is presented in Box 2.2 to
assist in the discussion of the topics covered in this and
other chapters.

ENVIRONMENTAL
CHARACTERISTICS

Most environments have unique features or special char-
acteristics that help environmental scientists choose and
ultimately select one sampling approach over another. On
a global scale, one can distinguish between land- and

BOX 2.2 Useful Terms and their Definitions

Measurement: Also referred to as observation.
The common term is sample, which is defined as
““a small part of anything’” or a specimen. However,
in statistics a sample or sample size refers to the
number of measurements or observations. Note that
the noun ““observation”> commonly refers to the
outcome of the act of ““observing.” This implies a
visual act that is considered a form of noninvasive
sampling such as taking a picture or qualitatively
observing a characteristic of a sample, location, or
environment.

Sampling: Act of testing, making a measurement,
selecting a sample, making an observation, or taking a
measurement or a specimen.

Sample Support: Amount of sample collected or
used for measurements. This is a term frequently used
by statisticians. For our purposes in this textbook it is
synonymous with the term “‘sample.”

Attribute: Defined as a specific aspect or quality of a
measurement such as color, size, or a chemical
concentration.

Population: Defined as a group of similar units
(see the “Representative Units” section).

water-covered areas and separate them with ease. On a
watershed scale, aerial photographic and topographic
maps may be used to identify the location of streams,
agricultural fields, or industrial activities (Figure 2.1)
that further subdivide the land environment. At the field
scale, information on soil series and soil horizons can be
used by scientists to design soil sampling plans for waste-
contaminated sites (see Chapter 7). These examples
illustrate that a priori knowledge of the general physical,
chemical, and biological characteristics of an environment
is indispensable in environmental monitoring.

Environmental monitoring often has a temporal com-
ponent. Therefore knowledge of the dominant cycles that
affect an environment or a parameter of interest is also
indispensable. For example, information about the deg-
radation rate of a pesticide in soil may help scientists
design a cost-effective series of soil sampling events. If
the estimated half-life (that is, the time it takes for the
chemical concentration to decrease by 50%) of the pesti-
cide in the soil environment is known to be approximately
6 months, it may be sufficient to collect a soil sample
every 3 months over 2 to 3 years to monitor and quantify
degradation rates. However, if the pesticide’s half-life is
closer to 30 days in the soil environment, then weekly
sampling for up to 6 months may be needed to obtain
useful results.

Pattern: An environment with unique features or
special characteristics (see the ‘“‘Environmental
Characteristics” section).

Physical parameter: A property associated with the
physical component of the environment; it includes
topography; surface water and groundwater
distributions; quality, cycles, and gradients; heat-
temperature distributions; wind direction changes;
and intensity.

Chemical parameter: A property associated with
the chemical component of the environment; it
includes water quality parameters such as total
dissolved solids and pollutants; soil properties such as
nutrients and pollutants; and air quality parameters
such as ozone, hydrocarbons, or carbon monoxide.

Biological parameter: A property associated with
the biological component of the environment that
includes plant cover, density, and distribution; water
quality indicator parameters such as coliform bacteria;
and soil microbe population densities such as fungi or
heterotrophic bacteria.

Process: An action or series of actions involving
physical, chemical, or biological entities, such as water
flow, microbial growth, pollutant degradation, mineral
weathering, and oxidation-reduction reactions.
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FIGURE 2.1 Environmental features. Top, agricultural field; Jeft, stock pile; center, landfill. (Corel CD photo collection, public domain.)

SPATIAL PROPERTIES

The earth environment is defined by two or three
spatial dimensions. Measurements at the interface be-
tween two environments have two dimensions (X-Y)
along a plane or surface. This plane is often the surface
of the earth and defines many critical environments,
including agricultural and range lands, wetlands, forests,
or lake and ocean surfaces. The third dimension is
the Z axis away from the X-Y plane. Thus, the Z dimen-
sion comprises height or depth and incorporates environ-
ments such as the atmosphere, the earth’s subsurface,
and the ocean depths. Human beings live inside the
atmosphere and walk on the X-Y plane defined by
the earth’s surface (Figure 2.2). Therefore environmental
scientists spend much time trying to quantify what
happens at or very near the earth crust-atmosphere
interface.

The collection of samples at multiple depths or altitude
intervals adds a third dimension (Z) to two-dimensional
(2-D) sampling. It is possible to collect samples at
random intervals down a soil/geological profile. How-
ever, most of the time, either discrete sampling (at fixed
intervals) or stratified sampling (defined by geologic
layers) is chosen. In the laboratory, cores are visually
inspected and often separated in layers. Similarly, for at-
mospheric measurements a priori knowledge of possible
temperature inversions, winds, and turbulent layers helps

atmospheric scientists define sampling locations, alti-
tudes, and ranges.

TEMPORAL PROPERTIES

Usually sample collection or measurements over time are
defined with natural cycles such as daytime; nighttime; or
daily, seasonal, or yearly intervals. Additionally, more pre-
cise intervals are sometimes simply defined in convenient
time units such as seconds (or fractions), minutes, hours,
weeks, or months. Therefore most temporal sampling
programs can be defined as systematic because they are
usually carried out at regular intervals. For example,
groundwater monitoring at landfill sites is often done
once every 4 months over a year. Farmers collect soil
samples for fertility evaluations usually once a year in the
spring before the planting season.

REPRESENTATIVE UNITS

Environments do not always consist of clearly defined
units. For example, although a forest is composed of
easily recognizable discrete units (trees), a lake is not
defined by a discrete group of water units. The lake in
fact has a continuum of units that have no beginning or
end in themselves. However, these “water” units (like the
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FIGURE 2.2 Three-dimensional section major environmental spatial patterns (landscape features, subsurface and, atmosphere) and potential sources
water of pollution. Sources of air pollution (not included) require monitoring of the atmosphere. Most sampling,/monitoring activities occur at or near
the atmosphere-soil-water interphase. (From: Arizona Water, a poster published by the Arizona Water Resources Research Center [2002].)

forest units) occupy specific volumes in space at any given
time. Furthermore, the water units in total reside within
fixed boundaries defined by intersections with other com-
ponents of the environment.

Within each environment we can now define a sample
using an arbitrary unit of volume such as a liter or a gallon.
No unique definition for a representative sample or unit
exists. Each environment and scale has a different unit
definition. Ideally, the sample support should be equal to
the unit. However, this is not always the case. Because of
this ambiguity, a few examples of this concept will be
presented. Note that a unit is defined as the smallest
sample or observation that has or is believed to have all
the attributes of the targeted environment. In other
words, it is considered to be ‘‘representative” of the
target component. In reality this often translates to the
smallest sample or observation that can be collected,
handled, identified, or measured directly. Sampling
protocols are also intimately related to how units are
defined in an environment. Sampling protocols often
bring an inherent bias to the process of sampling; this
bias is discussed later in this chapter. Box 2.3 lists some
examples of samples collected from different environ-
ments. From these examples, it is evident that sampling
protocols are defined by the unique characteristics of each
environment.

The size or dimensions of a sample are constrained by
two important aspects. First, the sampling technique ap-
plied to the problem must be defined, with consideration
to the physical limitations of the environment, which in

turn limits the type of equipment available for use, sensor
resolution, and mass of the material removed. For
example, what is the smallest sample that can be recog-
nized or identified visually? In some cases the sample can
also be defined by the lowest common denominator such
as an individual plant or animal in whole or in parts.

In many cases, the number of units comprising an
environment may be so large as to be considered infinite.
Because the collection of all units from a population is
impossible, a few units that represent the environment
(population) are selected. Thus, the second important
aspect is the collection of an adequate and representative
number of samples that are critical to the science of
environmental monitoring. Sample error about the
mean is related to the number of observations made and
is defined in the classical statistics discussed in detail in
Chapter 3.

SAMPLING LOCATIONS

Statistical-based monitoring plans require environmental
scientists to collect samples from an environment at sta-
tistically determined locations. Ideally, each sampling lo-
cation should be selected at random. Also, the number of
samples must be defined with a maximum-accepted level
of error in the results (see Chapter 3). In reality, sample
location and number of samples must be considered in
concert with several other important aspects unique to
environmental science. For example, costs associated with
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BOX 2.3 Examples of Representative Units

Example 1: A sample from a river taken from the
middle and at one half the depth at a given position
along the length of the river. The sample is collected
from a location that has properties, such as velocity or
chemical composition, representative of the mean
properties of the river. In this case, sample size
(volume) is defined by the selected analytical
methodological requirements.

Example 2: A soil sample collected from an
agricultural field. One or more locations are selected
with no distinguishing features such as unique surface
cover, depressions, or protrusions. In this case, the
mass of soil sample(s) collected (usually between 300
and 1000 g) is determined by the sampling equipment
used, as well as the analytical methodological
requirements.

Example 3: An air sample collected from a street
intersection during a certain time interval for analysis
of particulates. This requires the passage of a fixed
volume of air through a filter. The actual sample is the
particulate matter collected from a known volume of
air passed through the filter. However, the volume of

sampling and analysis often limit the application of rigor-
ous statistics in environmental monitoring. Also, the an-
alysis of viruses in water samples or the analysis of
Environmental Protection Agency (EPA)-designated pri-
ority pollutants in soil samples can cost in excess of $1000

air is limited by the mechanics of the filtering system,
the minimum and maximum number of particles that
needs to be collected for detection, and the sampling
interval.

Example 4: A plant sampled to measure
nutrient uptake or pollutant accumulations. Tissue
from the same plant parts such as leaves and roots is
chosen from plants at similar stages of growth. The
sample support (typically 10-200 g weight/weight) is
defined by plant genotype and morphology. With few
exceptions, leaves can be collected in whole units.
Nevertheless, plant roots and shoots can seldom be
collected in their entirety and are often subsampled
(Figure 2.3).

Example 5: A measure of surface ground cover with
aerial photography. The number of shrubs per unit
area may be counted. Therefore a resolution sufficient
to resolve or distinguish individual shrubs of a
minimum size must be chosen. The resolution of the
picture in pixels will be determined by the minimum
shrub size and the area of the coverage. The
photography equipment and type of airplane,
including minimum-maximum flight altitudes, must
be considered (Figure 2.4).

per sample. Other factors such as accessibility and time
may constrain statistical schemes and result in uninten-
tional bias.

The degree of the bias varies with the type of
knowledge available to the designer(s) of the sampling

FIGURE 2.3 Pecan tree leaf tissue sampling for nitrogen analysis; only the middle pair of leaflets from leafs on new growth must be collected. (Figure
49 from Doerge et al., 1991. Reprinted from ““Nitrogen Fertilizer Management in Arizona,” T. Doerge, R. Roth, and B. Gardner, University of Arizona

Cooperative Extension, copyright 1991 by the Arizona Board of Regents.)
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B

FIGURE 2.4 (A) Picture shows a digital picture of a landscape with partial vegetation. (B) Picture shows an enhanced section of one 20-c¢m-tall shrub
(30 x 30 pixels). If (A) had a lower resolution (less pixels per unit area), the shrub could not be identified. (Source: J. Artiola.)

plan. Some bias is expected, acceptable, and even neces-
sary to reduce costs. The use of previously acquired
knowledge about an environment to select a specific loca-
tion, soil depth, or plant species is acceptable. For
example, if it is known that a type of plant found in an
abandoned industrial site is a metal accumulator, it would
make sense to sample this plant versus others found at the
site, to estimate the potential impact of metals found in
plants that may be consumed by grazing wildlife visiting
the site. However, this process, if left unchecked, can
quickly become judgment sampling, which has some in-
herent shortcomings. Judgment sampling assumes that
the sampler “‘knows best”” and that the location or time of
the sample selected by the sampler is “‘representative.”
Often this approach produces biased data that have
no defined relevance. Nonetheless, some forms of this
approach are often used in environmental monitoring to
reduce costs and save time. Box 2.4 lists common sample
collection approaches and definitions used in environ-
mental monitoring.

BOX 2.4 Sampling Definitions

Random: Sampling location selected at random. All
units have the same chance of being selected. Also, the
original environment can be subdivided into smaller
domains by visual observations and a priori
information. This approach still yields random data
sets, if data are also collected randomly, as they were in
the original domain (see Figure 2.5A,B).

Systematic: This approach is a subset of random
sampling if the initial sampling locations are selected
randomly (see Figure 2.5C). This type of sampling is
very useful to map out pollutant distributions and
develop contour maps (see Chapter 3). Systematic
sampling is also very useful to find hot spots,
subsurface leaks, and hidden objects (see Figure 2.5B).
Systematic sampling can be called search sampling
when grid spacing and target size are optimized to
enhance the chance of finding an object or leak
(see Gilbert, 1987).

TYPES OF ENVIRONMENTAL
SAMPLING

Environmental monitoring is paradoxical in that many
measurements cannot be done without in some way
aftecting the environment itself. This paradox was recog-
nized by Werner Heisenberg in relation to the position of
subatomic particles in an atom and named the Heisen-
berg Uncertainty Principle. Nonetheless, varying degrees
of disturbance are imposed on the environment with
measurements. Destructive sampling usually has a long-
lasting and often permanent impact on the environment.
An example is drilling a deep well to collect groundwater
samples. Although here the groundwater environment
itself suffers little disturbance, the overlaying geological
profile is irreversibly damaged. Also, soil cores collected
in the vadose zone disrupt soil profiles and can create
preferential flow paths. When biological samples are col-
lected, the specimen must often be sacrificed. Thus, sam-
pling affects an environment when it damages its integrity

Grab, Search, or Exploratory: Typically used
in pollution monitoring and may include the
collection of one or two samples to try to identify
the type of pollution or presence /absence of a
pollutant. This haphazard approach of sampling is
highly suspect and should be accepted only for the
purposes previously stated. Exploratory sampling
includes, for example, the measurement of total
volatile hydrocarbons at the soil surface to identify
sources of pollution. Faint hydrocarbon vapor
traces, emanating from the soil, can be detected
with a portable hydrocarbon gas detector
(see Figure 2.5D).

Surrogate: Done in cases where the substitution of
one measurement is possible for another at a reduced
cost. For example, if we are trying to map the
distribution of a brine spill in a soil, we know that the
cost of analysis of Na™ and Cl ions is much more
expensive than measuring electrical conductivity (EC).
Therefore a cost-effective approach may be to collect
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BOX 2.4 (Continued)

samples in a grid pattern and measure EC in a soil-
water extract.

Example: total dissolved solids in water can be
estimated with EC measurements (see Chapter 9).

Composite (bulking): Commonly done to
reduce analytical costs in sampling schemes where the
spatial or temporal variances are not needed.
This approach is common in soil and plant fertility
sampling where only the average concentration of a
nutrient is needed to determine fertilizer application
rates. Composite sampling is usually limited to
environmental parameters that are well above the
quantifiable detection limits; common examples for
soils are total dissolved solids, organic carbon, and
macronutrients.

Path Integrated: Used in open path infrared (IR)
and ultraviolet (UV) spectroscopy air chemical analysis
(see Chapter 10).

or removes some of its units. When samples are physically
removed from an environment, it is called destructive
sampling. Table 2.1 lists some forms of destructive sam-
pling and their relative impact to the environment.
Nondestructive sampling, often called noninvasive
sampling, is becoming increasingly important as new
sensors and technologies are developed. Two major tech-
niques are remote sensing, which records electromag-
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FIGURE 2.5 (A) Simple random sampling. (B) Systematic grid sam-
pling (dots) and random sampling within each grid block (x). (C)
Stratified random sampling (soil, plants, etc.) (x) within each section
of the watershed, stratified systematic sampling of the water in tributar-
ies and river (dots). (D) Search sampling of volatile gases (VOAs) associ-
ated with a subsurface plume of volatile contaminants with a vapor
detector above surface.

Time Integrated: Commonly used in weather
stations that measure ambient air properties such as
temperature and wind speed, but report time-averaged
hourly and daily values (see Chapter 14).

Remote sensing: Commonly used to collect two-
dimensional photographs of the earth surface passive
radiation using IR, UV, and Vis light sensors (see
Chapters 10 and 11).

Quality Control:

a) Blanks are collected to make sure that containers or
the preservation techniques are not contaminating
the samples.

b) Trip samples are blank samples carried during a
sampling trip.

¢) Sample replicates are collected to check the preci-
sion of the sampling procedure: preservation and
contamination.

d) Split samples are usually collected for archival pur-
poses.

netic radiation with sensors, and liquid-solid or gas-solid
sensors, which provide an electrical response to changes
in parameter activity at the interface. The first sampling
technique is best illustrated by satellite remote sensing
that uses reflected visible, IR, and UV light measurements
of the earth’s surface. The second technique is commonly
used in the direct measurement of water quality param-
eters such as E.C. or pH with electrical conductivity
and HT activity—sensitive electrodes. Box 2.5 lists
common methods that use nondestructive sampling. It
is important to note that even ‘‘noninvasive” sampling
can alter the environment. For example, inserting an
instrument probe into the subsurface can alter the soil
properties.

These methods are discussed at length in subsequent
chapters.

SAMPLING PLAN

Several objectives must be defined in a good sampling
plan. The most obvious objective is what is the objective
of the study? What needs to be accomplished with the
sampling plan? Who will be using the results? Examples
include what is needed to quantify the daily amount of'a
pollutant being discharged into a river, to determine the
percent of vegetative cover in a watershed area, or to
measure the seasonal changes in water quality in a reser-
voir. Each of these objectives requires different sampling
approaches in terms of location, number or samples, and
sampling intensity. Therefore it is important that the
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TABLE 2.1
Forms of Destructive Sampling

Sample Type Damage/Duration

Subsurface cores (geologic)

Soil cores

Plants and plant tissue samples
Animals and animal tissue samples
Water samples

Air samples

Major, permanent

Minor, permanent

Minor, may be reversible
Variable, may be reversible
Insignificant, reversible
Insignificant, reversible

BOX 2.5 Nondestructive Sampling

—Satellite-based optical (passive) and radar
(active) sensors to measure topography, plant cover,
or temperature (see Chapter 11).

—Portable sensors for water quality to measure
pH, electrical conductivity (EC), or dissolved
oxygen (DO) (see Chapter 9).

—Neutron probes with access tube to measure soil
water content (see Chapter 12).

—Time domain reflectometry (TDR) to measure
soil water content and salinity (see Chapter 12).

—Fourier transform infrared spectroscopy (open
path) to measure greenhouse gases and
hydrocarbon pollutants in air (see Chapter 10).

—Ground-penetrating radar and EC electrodes to
measure subsurface geology, particle density, and
salinity distributions (see Chapter 13).

BOX 2.6 Elements of o Sampling Plan with Data
Quality Objectives

—Number and types of samples collected in
space and time. This section should discuss the
statistical basis for the number of samples and
sampling patterns selected. These issues are discussed
further in Chapter 3, which is devoted to statistics and
geostatistics.

—Actual costs of the plan, including sample
collection, analysis and interpretation. A cost analysis
that provides a measure of the cost versus effectiveness
of the plan. Alternate approaches can also be included.
Sampling costs are determined by the precision and
accuracy of the results.

—Data quality control and objectives are also
needed in a sampling plan. Although the following
requirements are borrowed from U.S. EPA pollution
monitoring guidelines, these are generic enough that
they should be included in any type of environmental
sampling plan.

objective be clearly stated, that it be attainable, and that
its successful completion produce data that are usable and
transferable. However, there are three issues that often
limit efficacy and objectiveness in environmental moni-
toring:

e Number of samples (n), which is usually limited by
sample analysis and /or collection costs.

e Amount of sample, which is often limited by the
technique used.

e Sample location, which is often limited by accessibil-

ity.

Box 2.6 lists and describes the basic elements of a
complete sampling plan.

ANALYTICAL DATA QUALITY
REQUIREMENTS

A critical component of environmental monitoring is the
type of analytical equipment used to analyze the samples.
The choice of methods is usually dictated by the environ-
ment monitored, the parameter of interest, and the data
quality requirements. Typically, we must select a scientif-
ically sound method, approved by a regulatory agency.
For example, drinking water quality methods require a
specific laboratory technique. For example, in the case of
the analysis of total soluble lead in drinking water, U.S.
EPA Method 239.2 should be used. The method requires

Quality: Discuss statistical measures of:

Accuracy (bias): How data will be
compared with reference values when known.
Estimate overall bias of the project based on
criteria and assumptions made.

Precision: Discuss the specific (sampling
methods, instruments, measurements)
variances and overall variances of the data or
data sets when possible using relative standard
deviations or percent coefficient of variation
(%CV).

Defensible: Ensure that sufficient
documentation is available after the project

is complete to trace the origins of all data.
Reproducible: Ensure that the data can be
duplicated by following accepted sampling
protocols, methods of analyses, and sound
statistical evaluations.

Representative: Discuss the statistical principles
used to ensure that the data collected represents
the environment targeted in the study.
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BOX 2.6 (Continued)

Useful: Ensure that the data generated

meets regulatory criteria and sound scientific

principles.

Comparable: Show similarities or differences

between this and other data sets, if any.

Complete: Address any incomplete data and how

this might affect decisions derived from these

data.

—Implementation: A detailed discussion on how
to implement the plan should be provided. Discuss in
detail the following issues, when applicable.

Site location: Provide a physical description
using maps to scale (photos, U.S. Department of
Agriculture, topographic).

Site accessibility: Show maps of physical and
legal boundaries.

Equipment needed: Down to the last pencil.

the use of graphite furnace atomic absorption spectros-
copy. Additionally, the method provides a detailed lab-
oratory operation procedure and quality control
requirements for use with water samples. Many analytical
methods are available for the analysis of air, water, soil,
wastes, plants, and animal samples. These methods can be
found in standard references for the analysis of soil, water,
and wastes (Box 2.7).

These books provide comprehensive lists of methods,
including laboratory operating procedures also known as
standard operating procedures (SOPs). Field and labora-
tory methods are not usually interchangeable, although
they are often complementary. As shown in subsequent
chapters, the choice of field analytical methods is often
limited. When no direct methods of analysis exists, then
sampling and analysis become two separate tasks. Field
analysis procedures are often adapted from laboratory
methods.

The reader is encouraged to review standard laboratory
analysis references to understand basic analytical
methods. In upcoming chapters, discussions of methods
of analysis concentrate on field sampling and analysis
procedures. Standard laboratory methods are only intro-
duced when needed to complement a field protocol. As
previously indicated, several national and international
agencies provide guidelines and approval of methods.
Because samples are collected in the field but analyzed
in the laboratory, these standards may be applicable only
to laboratory procedures. Box 2.8 lists of some agencies
that provide methods and guidelines related to environ-
mental monitoring.

Timetable: List/graph dates (seasons) and times
to complete.

Personnel involved: All personnel, chain-of-
command, qualifications.

Personnel training: Any specialized training
needed, certifications.

Safety: List any safety equipment/training
needed. Type and level of protective
equipment.

Sample containers: List types and numbers of
containers.

Sample storage and preservation: Describe
methods and container used to store and transport
samples.

Sample transportation: Describe methods and
equipment for sample transportation.

Forms: Provide copies of all the forms to be
filled out in the field, including sample labels and
seals, and chain-of-custody forms.

PRECISION AND ACCURACY

Measurements are limited by the intrinsic ability of each
method to detect a given parameter. These limitations are
dependent on the instrument(s) and the method used, as
well as the characteristics of the sample (type, size, matrix)
and the human element.

Precision
Observations are made with instruments that are a
collection of moving parts and electronic components

BOX 2.7 Examples of Reference Books

Soils:
Soil Science Society of America, Agronomy No. 9
and No. 5 series.

Wastes:
U.S. Environmental Protection Agency, SW-486
and subsequent revisions. American Society of
Testing Materials Methods.

Waters and wastewaters:
American Waterworks Association, Standard
Methods. Editions. U.S. EPA Standard Methods,
5004600 Series & Contract Laboratory Program
and subsequent revisions.

Microbiology:
American Waterworks Association, Standard
Methods. Editions.
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BOX 2.8 Agencies Providing Methods and
Guidelines Related to Envivonmental Monitoring

The U.S. Environmental Protection Agency
(USEPA) USA Website: www.epa.gov,/

The International Standards Organization (ISO)
Switzerland Website: www.iso.ch /

The French Association for Normalization (FAN
or AFN) France Website: www.atnor.fr/

subject to changes. It is therefore impossible to guarantee
that the same signal will produce the same response
repeatedly. Precision is a measure of the reproducibility
of'a measurement done several times on the same sample
or identical samples. A measure of the closeness of
measurements is given by the distribution and its stan-
dard deviation. In most chemical measurements, instru-
ment/method precision is computed under controlled
conditions with no fewer than 30 replicate measure-
ments. These measurements are done with standards
near the detection limits of the instrument. Analytical
measurements are usually assumed to have a normal dis-
tribution. The concept of normal distribution is discussed
in Chapter 3.

Resolution is a term sometimes used interchangeably
with precision and is applicable to modern measuring
devices that convert a continuous analog (A) signal into a
discrete digital (D) response (see Chapter 4). Thus, all
instruments, including cameras; volt, amp, and resistance
meters; and photometers, have an intrinsic resolving
power (see Chapter 4). Resolution is the smallest unit
that provokes a measurable and reproducible instrument
response. How we define this response determines the
instrument’s detection limits discussed in the next section.

Accuracy-point of reference

The instruments used in environmental monitoring
and analysis are often extremely sophisticated, but with-
out a proper calibration, their measurements have no
meaning. Thus, most instruments require calibration
with a point of reference because measurements are
essentially instrument response comparisons. A reference
is usually a standard such as a fixed point, a length, a mass,
a cycle in time, or a space that we trust does not change.
Field and laboratory instruments must be calibrated
using ““‘certified”” standards. Calibration is a process that
requires repeated measurements to obtain a series of
instrument responses. If the instrument produces a
similar response for a given amount of standard, then
we trust the instrument to be calibrated. Box 2.9 provides
a list of several suppliers that provide common reference
materials.

DETECTION LIMITS

All techniques of measurement and measuring devices
have limits of detection. Furthermore, most instruments
can be calibrated to produce predictable responses within
only a specified range or scale. At the low end of the
range, a signal generated from a sample is indistinguish-
able from background noise. At the upper range, the
sample signal generates a response that exceeds the mea-
suring ability of the instrument. When measurements are
made at or near the detection limits, the chances of falsely
reporting either the presence or absence of a signal in-
crease.

Lower detection limits are very important in environ-
mental monitoring and must be determined for each
method-instrument-procedure combination before field
use. These detection limits should be determined under
controlled laboratory conditions. There is no consensus
on how to measure detection limits, and they are still a
subject of debate. The most common method is based on
the standard deviation(s) of the lowest signal that can be
observed or measured generated from the lowest stan-
dard available. Note that blank, instead of standard, read-
ings can be used, but this is not recommended because
blank and standard values often do not have the same
distribution. It is also important to remember that detec-
tion limits are unique for each environment (matrix),
method, and analyte. Consecutive standard readings
should be made to determine detection limits no less
than 30s. From these values the mean and standard
deviation(s) should be computed. We can then proceed
with the analysis of an unknown sample and set a reliable
detection limit (RDL) to be equal to the method or

BOX 2.9 Sources of Reference Materials

National Institute of Standard and Technology
(NIST) USA

Community Bureau of Reference (BCR)
Belgium

International Atomic Energy Agency (IAEA)
Austria

Naval Atomic Clock (NAC) USA

National Research Council of Canada (NRCC)
Canada

Canada Centre for Mineral and Energy
Technology (CANMET) Canada

U.S. Environmental Protection Agency (EPA)
USA

Note that calibration standards usually expire or change over
time. This is particularly relevant with chemical and biological
standards.
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minimum detection limit (MDL) of no less than 3s, (false negative), as compared with a less than 0.15%
(Figure 2.6A, a and B areas). However, even setting an chance of making a Type I error (false positive).

RDL at 3s has problems in that 50% of the time, data that If the RDL is increased to 6s units, then the chances of
are the same as the MDL will be discarded (Figure 2.6A). having either a Type I or Type II error are now both equal
This equates to a 50% chance of making a Type II error to or less than 0.15% (Figure 2.6B, o and B areas). If the
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FIGURE 2.6 Instrument blank and real sample values can be misinterpreted when these are close to each other. (A) When reliable detection limits are
set to equal minimum or method detection limits = 3 sigma (o) units, blank and sample values overlap. (B) If reliable detection limits are set at 6 o units
at least, blank and sample reading overlap minimally. (C) Quantifiable detection limit should be set at least at 10 o units above average blank to prevent

overlap between blank and sample values.
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RDL is increased to 10s units, no chance exists of making
a Type I or Type Il error (Figure 2.6C). This is also called
the limit of quantification (LOQ ), as defined by the
American Chemical Society Committee on Environmen-
tal Improvement.

Single measurements have large uncertainties. For
example, if we assume that the relative uncertainty of
a measurement at the 95% percent confidence level is
defined by the following equation (Taylor, 1987):

Relative uncertainty = 2v/2(s/x)100 (Eq. 2.1)
changing x (the measured value) for multiples (N) of the
standard deviation(s), then Equation 2.2 becomes:

Relative uncertainty = 2v/2(1/N)100  (Eq. 2.2)
This relationship is plotted in Figure 2.7. Therefore
for a single measurement, if the limit of detection is
set at 3s, its relative uncertainty will be +70% (at
the 95% confidence level) about the true value. Whereas,
if the limit of detection is set at 10s, the relative
uncertainty will be +£20% (at the 95% confidence
level) about the true value (see Figure 2.7) (Keith,
1991; Taylor, 1987). Box 2.10 presents a summary of
the method detection limits. Other references on this
subject include Funk ez al. (1995) and McBean and
Rovers (1998).

100 L [ |

It is important that data be reported with the specified
detection limits as qualifiers so that data can be censored
(reported as ““less than”) if they fall below the specified
detection limit. Failure to attach this information to data
sets may lead to inappropriate use of data.

TYPES OF ERRORS

Field instruments with poor precision and accuracy pro-
duce biased measurements. Three types of errors can
occur when making measurements:

BOX 2.10 Quick Summary on How to Establish
Method Detection Limits

1—Measure a lowest standard signal several
times (n >30)

2—Compute sample std (s), but assume
population std (o)

3—Set method detection limit (MDL) as 3s ~ 3a

4—Set reliable detection limit (RDL) as 6s ~ 6o

5—Set quantifiable detection limit (QDL) as
10s~100

Detection limits should not be estimated with
simple regression extrapolation.
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FIGURE 2.7 Single measurements have an increasing uncertainty when they approach the instrument limit of detection. Reporting data values that

are less than 10 sigma units is not recommended.
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Random errors are usually due to an inherent disper-
sion of samples collected from a population, defined sta-
tistically by variance or standard deviation about a ““true”
value. As the number of replicate measurements in-
creases, this type of error is reduced. Precision increases
as n (number of measurements) increases. Random errors
include Type I and Type II errors, which were discussed
previously.

Instrument calibration errorvs are associated with the
range of detection of each instrument. Uncertainty
about the calibration range varies. Typically, as the analyte
concentration increases, so does the standard deviation.
Also, if extrapolation is used, at either end of the calibra-
tion curve, the standard deviation of the confidence inter-
vals increases quickly. For example, the common linear
regression used to interpolate instrument response versus
analyte concentration assumes that all the standards used
have the same standard deviation. Because this is not true,
often modern instruments incorporate the weighted re-
gressions to optimize calibration curves.

Systematic errovsor constant ervorsare due to a variety of
reasons that include the following:

Biased calibration-expired standards

Contaminated blank; tainted sample containers

Interference: complex sample matrix

Inadequate method: does not detect all analyte

species

e Unrepresentative subsampling: sample solids/sizes
segregate, settle

e Analyte instability: analyte degrades due to inad-

equate sample preservation

Field measurements are very prone to large random
and systematic errors because operators do not make
enough replicate measurements and do not calibrate in-
struments regularly. Additionally, environmental condi-
tions (such as heat, moisture, altitude) can change quickly
in the field, which increases the magnitude and chance of
occurrence of the preceding list of errors. Instrument
environmental operating ranges should be carefully
noted in sampling plans.

COMBINED ASPECTS OF PRECISION AND
ACCURACY

Environmental data include all the factors that affect
precision and accuracy. The previous sections focused on
the analytical aspects of data precision and accuracy, but
there are also inherent field variations (spatial and tem-
poral variabilities) in the samples collected. There are also
inherent variations in the methods chosen for the sample
preparation before analysis. Thus, it is useful to discuss in

a final report, the precision, accuracy, and detection limits
associated with each step of the monitoring process. The
following is a suggested sequence of data quality charac-
terization steps:

1. Instrument precision and detection limits.

2. Type of sample and sample preparation (method) pre-
cision and detection limits.

3. Combined sample spatial and temporal or random
variations. Note that if the goal is to measure field
spatial and temporal variabilities, this step should be
omitted (see Chapter 3).

4. Opverall precision of the data based on sum of all or
some errors from the steps 1-3.

The precision values presented in the these steps should
be in the form coefficients of variation CV=[s/x] or
%CV=1[(s/x) * 100] where x is mean and sis standard
deviation. These coefficients can be added as needed to
provide an overall precision associated with each data
point. For example, if the combined instrument and
sample preparation %CV is +15%, and the field sample
variability is +20%, then the overall certainty of the data
must be reported as + 35%.

QUALITY CONTROL CHECKS

Routine instrument, method precision checks, or both
can be done in the field by analyzing the same sample or
standard twice or by analyzing two samples that are
known to be identical. This process should be repeated
at regular intervals every 10-20 samples (Csuros, 1994).
In this case the percent absolute difference (PAD) is given
by the following formula:
PADyp = [abs(A— B)/(A+ B)]*200  (Eq.2.3)
where abs = absolute value
Similarly, we can check the accuracy of the method it one
of the two sample values is known to be the true value.
The accuracy as a percent relative difference (PRD) of the
measurement can simply be defined as:
PRDg = [(A — B/B] 100 (Eq. 2.4)
where A is the unknown value and Bis the true value.
Conversely, accuracy could also be checked by measuring
the percent recovery (%R) of an unknown value against a
true value:

%Ry = [A/B] *100 (Eq. 2.5)

where A is the unknown value and B is the true value.
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Analytical limits of precision and accuracy may be
determined and updated in ongoing field projects that
require numerous measurements over long periods. For
example, plotting Equations 2.3 and 2.4 or 2.5 over
time with preset upper and lower limits would provide
a visual indication of the precision and accuracy of
each measurement over time. More commonly, control
charts are made by plotting individual values by date
against an axis value scale (Figure 2.8). If the precision
of each measurement is needed, then the center line is a
running mean of all the QC measurements. The upper
and lower control limits can be defined in terms of confi-
dence limits (see Chapter 3) as mean +2s or warning
limits (WLs) and mean + 3s or control limits (CLs). If
the accuracy of each measurement is needed, then the
central line represents the true value and the %R values
(Eq. 2.5) are plotted with WL and CL lines (see Figure
2.8). For more details on the use of control tables, see
Eaton et al. (1995).

REPORTING DATA

Most chemical, physical, and biological measurements
have inherent limitations that limit their precision and
consequently their accuracy to four or five significant
digits. However, there are exceptions worthy of discus-
sion. In the digital age, methods often use highly
precise processing algorithms with more than 128
bits (significant digits) of precision. This high level of
precision has meaning only in the context of the com-
putational power (speed) of a computer and also serves

to reduce rounding-oft errors that can become signifi-
cant when performing a series of repetitive computa-
tions. Digital processing does not add more digits of
precision than those imposed by sensor (analog
or digital), human, and environmental factors. There-
fore computer processing does not add digits of
precision to external data such as values entered in
spreadsheets and graphs. In digital photography the
resolution of a picture is often reported in numbers
of pixels per unit surface. For example, a picture
may have 512 % 256 pixels, which is exactly 131072.
But, this six-digit number refers to the digital compo-
sition of the image, not its visual precision. Atomic
clocks routinely achieve eleven digits of precision
by measuring highly stable frequency energies from
light-emitting gasecous molecules. These examples of
high-precision data and data processing are the excep-
tion rather than the rule.

Data manipulation often combines numbers of differ-
ent precision. For precision biases to be reduced during
data manipulation, round-off rules should be always
be followed. These rules are listed in Boxes 2.11
and 2.12.

UNITS OF MEASURE

Use of appropriate units or dimensions in the final
results is important to have transferability and applicabil-
ity. There are several systems of measurement units,
the most common being the British/American system
and the metric system. The Systeme Internationale
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FIGURE 2.8 Quality control chart.
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BOX 2.11 Basic Rules for Determining Significant
Diygits

1. Terminal zevos to the left do not count.

Examples: 0.012 has 2 significant digits
0.001030 has 4 significant digits
0.10234 has 5 significant digits
14.45 has 4 significant digits

Sometimes there is ambiguity about a final zero
to the right; if it is significant, then leave it there. Note
that many spreadsheets keep total number of digits
constant and do not consider significance. Do not
erase or add ““Os”” on the right unless you are certain
about their significance.

BOX 2.12 Basic Rules for Rounding Off Numbers

Often final data are the product of both a
direct measurement and a multiplier or divisor factor,
which is the result of another measurement.
Sometimes the data are adjusted by some factor,
again the result of another measurement. It is
important to remember that when data are
combined, there are some basic rules to follow to
avoid biasing the final results.

1. Multiplying ov dividing two numbers vesults in a
value with the lowest number of significant figuves.

Examples: 1. 0.34%4.349 = 1.5
2. 23/2.35 =9.8
3. 1.50ftx 30.48037
(conversion factor) =
45.7 cm (see the “Units of
Measure” section)

A’Unite (SI) incorporates the metric system and
combines the most important units and unit definitions
used in reporting and processing environmental monitor-
ing data. Scientists and engineers involved in monitoring
and characterization activities must pay careful attention
to units and often spend significant amounts of time
converting data, from British/American to metric
and SI, to/from non-SI units. This process undoubtedly
adds transcription and rounding-off errors to data. It
is common to add more significant figures to data
values that have been converted, but because most con-

2. Add up all nonzero digits to the left and all digits
to the right.

Examples:  103.50 has 5 significant digits

02.309 has 4 significant digits

3. Special case. As values near the detection limit,
the number of significant digits decreases. For
example, if the mass detection limit of an instrument
is 0.001 mg kg ', and the precision is only good to 3
significant digits, then values below are correct and
could be found reported in the same data set.

Examples: Correct Incorrect
sample 1~ 1.56 has 3 sig. digits  1.563
sample 2 0.125  has 3 sig. digits  0.1254
sample 3 0.013  has 2 sig. digits  0.0132
sample 4  0.009  has 1 sig. digit  0.00867

2. Adding ov subtracting two numbers rvesults in a
value with the fewest decimal place figuves.

Examples: 1. 1.28 +0.023 = 1.30
2. 67 —-24.789 = 42
3. 189 +82 =197

3. If less than 0.5, round off to 0.
4. If move than 0.5, vound to 1.

5. If 0.5 wuse odd/even rule: If preceding number is
odd, then round oft high; if preceding number is even,
then round oft low.

Examples: Applying rules 3,4, and 5 (underlined
number indicates application of odd/even rule) Note:
0> is assumed to be an even number.

1. 0.35t00.4

2. 5751to5.75t05.8

3. 845t084

4. 0.251t00.25t00.2

version factors are multiplications or divisions, the round-
off rules spelled out in Box 2.12 still apply. It is unfortu-
nate that there is no uniform or mandated use of the
SI, and in particular the use of the metric system in
the United States. Table 2.2 provides a summary of
the most common units of length, mass, temperature,
area volume concentration, density, and others used
in environmental monitoring and characterization.
Other important and special units and definitions
used in environmental monitoring are discussed in each
chapter.
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TABLE 2.2

Common ST and Non-SI Units Used to Report Data in Environmental
Monitoring and Characterization

Dimension Unit Abbreviation
Length kilometer km
meter m
centimeter cm
micrometer pm
nanometer nm
Mass metric tonne t (metric)
kilogram kg
gram g
milligram mg
microgram ng
nanogram ng
pound Ib
Volume cubic meter m?
liter L
milliliter mL
microliter L
gallon gal
Concentration milligrams per L mg kg !
mg L' mg L}
parts per million ppm
part per billion ppb
milliequivalents per L mEq L™}
moles of charge per L mol. L™
Plane angle radian rad
degrees °
Density grams per cubic cm gem ?
Temperature degrees Centigrade °C
degrees Kelvin °K
Radioactivity curie Ci
Pressure atmosphere at
pounds per square psi
inch
pascal Pa
Application rate kilograms per hectare kg ha™*
pounds per acre 1b acre ™
Energy joule ]
British thermal unit Btu
calorie cal

QUESTIONS

1. Define representative unit, sample support, bulking,
and temporal pattern.

2. A wastewater treatment plant manager states in
his report that a 25,000-gallon storage tank that con-
tained 5 Ib of ammonium (NH, ") was discharged into
the local waterway. He knows that water with ammo-
nium concentration above 5 mg L' may not be dis-
charged into the local waterway, so he oxidized the
ammonium to nitrate (NOjz™) before discharging it

into the waterway, but he apparently forgot (or did
he?) that there is a regulatory limit on nitrate dis-
charges of 20mg L', as NO3; N.

(a) What data quality objective(s) may not have
been met in the manager report?

(b) What was the NO3~ N concentration in the
tank after oxidation?

(¢) Did the plant manager violate any discharge
rules?

3. What is a standard? Explain in your own words

using an example. Use Figure 2.8 and describe
the use of a standard as related to precision and
accuracy.

4. Why do the chances of making a false-positive error

increase as data values near instrument detection
limits? Explain your answer.

5. A portable x-ray fluorescence clemental analyzer

(see Chapter 13) has generated the following data
set with the same sample analyzed for chromium

(mg kg™ ).
140 167
155 170
144 148
149 165
160 142

Compute the reliable and quantifiable detection
limits of this instrument. If you had a soil cleanup
standard of 100 mg kg™ for chromium, would you
trust this instrument to give you the type of data
needed to select areas for cleanup, or would you re-
quire that the samples be analyzed using another in-
strument? Or require more samples? Explain your
answer.

6. Perform the following computations and report the

correct number of significant digits.

(145.5 + 55) % 2.55 =

(34 —1.3+44.55)*12 =

Round off these numbers to two significant digits.

7. An instrument has a QDL of 10 pg L' and three

digits of precision. Which numbers should not be
reported in their present form (correct them as
needed) or reported as censored data? Explain your
answers.

12.55, 455.1, 340, 1778, 1.34,4.58.9.917, 24.5.
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Statistical methods are necessary for environmental
monitoring and assessment because in general it is not
possible to completely characterize a circumstance by

ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

direct observation. For example, one may wish to decide
whether a plot of ground is contaminated. It would be
both economically unrealistic and simply impractical to
analyze all the soil in the plot (even for a fixed depth).
Statistical methods allow using partial information to
infer about the whole. With some number of locations
in the plot having been selected, ““data” will be collected
in one of several possible ways. For example, soil cores
may be extracted and taken to the laboratory for analysis.
Alternatively, it may be possible to use an instrument to
directly obtain a reading at each location. In the case of i
sitw instruments, it may be possible to obtain data at
multiple times at the chosen locations. Both methods of
gathering information at selected spatial locations or
times are called sampling. The result of sampling then is
a univariate data set or a multivariate data set. Multivariate
means that several data values are generated for each
location and time. For example, the soil core might be
analyzed for the concentrations of several different con-
taminants. The data set is called a sample for cither the
univariate or multivariate case. It can be thought of as a
subset of the possible values that could be generated by
sampling the entire plot. This larger set of possible values
is sometimes referred to as the population.

29
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There are at least two general categories of statistical
analysis of interest for environmental monitoring. The
first, usually called descriptive or exploratory, consists of
computing one or more summary statisticstor the sample.
A summary statistic is a single number that characterizes a
data set in some way. Of course no one number can
completely characterize a data set. Descriptive statistics
often include the use of one or more graphical presenta-
tions of the data. The second kind of statistical analysis is
inferential, using the data (which represents only partial
information) to infer something about the population. It
is a good practice to always consider descriptive or ex-
ploratory statistics before attempting to use inferential
statistics.

Itisimportant to mention that there are spatial statistical
methods and nonspatial statistical methods; the former
also incorporate information pertaining to the physical
location of each sample, and the latter do not. Both types
are important but in general do not answer the same kind
of questions. A record of the ““‘coordinates” for each data
location is needed when applying spatial statistical
methods. Particularly for environmental problems, it may
be necessary to use spatial-temporal statistical methods, in
that case the time coordinates are also needed.

Finally, it should be noted that in environmental moni-
toring and assessment, the objective is not merely to
“characterize” a locale but rather to use the information
to make decisions. For example, if it is concluded that a
plot of ground is contaminated then the question is
whether to remediate in some manner. Making decisions
will nearly always incorporate some degree of risk. For
example, there is the risk of making the wrong decision or
the risk of choosing an inadequate remediation process.

SAMPLES AND POPULATION

Strictly speaking, a sample is the set of individual observa-
tions obtained from sampling. Each data measurement
may represent multiple pieces of information, for example,
the concentrations of one or more contaminants. These
sets of numbers (one set for each contaminant) are called
data. Before data are collected, it is necessary to consider
how many and where the data are to be taken, as well as
which methods of monitoring are going to be used. Ac-
cessibility, available technology, costs associated with the
physical collection of samples, and the subsequent labora-
tory analyses may limit or constrain the amount and the
quality of information that can be gained by sampling.
This in turn can affect the reliability of any conclusions
that are drawn from the statistical analysis of the data. Itis
always important to think about how the data will be used
(e.g., what questions are to be answered and how reliable
the answer must be) before the collection of any data.

One must recognize that what is important is not the
individual numbers that are generated by sampling but
rather the set of numbers (i.e., the data). In the case of the
concentration of a chemical in a field, there is a concen-
tration at ecach location in the field, but this set of numbers
is not directly observable. This entire set of numbers is
usually called the population. The set of numbers that will
actually be generated (e.g., by laboratory analysis of soil
samples or measured by some instrument) is called a
sample set or simply a sample from the population. The
count (n) on this set of numbers is called the sample size,
not to be confused with sample support (see the ““Sample
Support” section). The population will nearly always be
infinite, whereas the sample always will be finite. Multiple
attributes may be measured at the same location (or
time), and in this case the data are multivariate. In many
cases, the values for different components (sample attri-
butes) may be statistically interdependent.

RANDOM SAMPLING

The validity of conclusions drawn by the use of statis-
tical methods depends on whether certain underlying
assumptions are satisfied. “Random sampling” is an
example of such an assumption. In the preceding section,
a sample was defined as a set of numbers selected from
a larger set of numbers (the population). The question is,
how is the selection made? Random sampling means that
the selection is made in such a way that every subset (with
fixed sample size 7) of the population is equally likely to
be selected. Designing the sampling process to ensure
random sampling is not always easy. Note that random
sampling is not the same as “‘erratic’” selection, such as
that based purely on convenience.

SAMPLE SUPPORT

Data values often represent a volume of material or an
area of measurement. This volume or area is called the
support of the sample. For example, the porosity of a soil is
the fraction of pores within the volume. Larger pores and
fractures in soil and rocks cannot be detected from soil
cores with small support. Hydraulic conductivity and
chemical concentrations are average values over a volume,
and the monitored volume is the sample support. Thus,
the support depends on the equipment or devices used
for monitoring. For example, the size of the thermaliza-
tion sphere is the support of water content measured with
a neutron probe (see Chapter 12). In remote sensing,
support is the size (area) of pixels (picture elements). In
a spatial context, the physical size of the soil or support is
different from the sample size (7) as explained in the
“Samples and Population section.



RANDOM VARIABLES

Consider all the possible values for the concentration of a
contaminantat locations in a field. If no information exists
about these values for a specific field, it may only be
possible to specify a range of possible values. Until a
specific location is chosen in the field, we do not have a
single number but rather a population of values. The
concept of a random variable helps deal with the uncer-
tainty. As a simple example, consider a die with six faces,
each face having some number of dots. Usually the
numbers are designated as 1, 2, 3,4, 5, and 6. If we have
not ““tossed” the die, we cannot predict the number of
dots that will show on the uppermost face. However, we
may know the likelihood of occurrence of each number
showing for a given toss. In the case of a ““fair”” die, each of
these six numbers is equally likely to show. A random
variable is then characterized by two things: the set of
possible values and the associated set of relative likeli-
hoods (the latter is called the probability distribution).
Random variables are usually classified as one of two
types: discrete or continuous. A discrete random variable
is one such that when the possible values are plotted on
the real line, there is always a space between two consecu-
tive points. A random variable is continuous when the set
of possible values is an interval (including the possibility of
the entire real line) or the union of several intervals.

In some applications, attributes are measured without
considering the location. A target population is identi-
fied, and systematic or random samples are drawn. An
example of this is the analysis of errors from a laboratory
instrument. Note that the limited precision of instru-
ments with digital outputs may show a continuous
random variable as discrete.

In environmental applications it may be useful to con-
sider the location in the field. For example, it is obvious
that one cannot average the annual rainfall from a
desert region with the rainfall of a tropical region and
postulate that the average represents the rain in both
regions. Environmental problems are spatial, and the
global monitoring of the earth, as well as large domains,
needs careful considerations of the spatial variability. In
those cases, one has to use more advanced methods with
the spatial properties of the random variable (e.g., Chiles
and Delfiner, 1999; Journel and Huijbregts, 1978).

FREQUENCY DISTRIBUTION AND
PROBABILITY DENSITY FUNCTION

For a sample or a finite population, the number of times a
specified value occurs is called the frequency. The relative
frequency is the frequency divided by the sample size (or
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the population size); the relative frequency is also an
estimate of the probability or chance that some event
may happen. First, consider a case where the random
variable has only a finite number of possible values. For
example, in a parking lot you counted 100 cars (popula-
tion) of which 30 were red, 40 were white, and 30 were
other colors. Thus, 0.3 are red, 0.4 are white, and 0.3 are
other colors. These fractions are the probabilities that a
sample will contain cars of a certain color. In environmen-
tal science, the sample but not the population values are
known. However, we attempt to represent the population
through a random variable that may approximately follow
a known discrete probability distribution model. Given a
sample, if we compute the relative frequencies for each
possible value of the random variable, we have an estimate
of the probability distribution of the random variable.
This can be shown in graphical form. In the case of a
discrete random variable, we can construct a bar graph
with the abscissa showing the values of the random vari-
able and the ordinate, their relative frequencies.

In the continuous case, we can construct a similar
graph by grouping members of the population within
classes or intervals of values for the attribute. For the
relative frequency to be obtained, the number of counted
specimens falling within a given interval of values is
divided by the sample size. Each relative frequency is
divided by the width of the interval to give an ordinate
f(y). A plot of that ordinate versus the attribute values
in the continuous case is a histogram. The total area
of the bars of the histogram must equal one. Sample
histograms can be sensitive to the number of class
intervals.

EXAMPLE 3.1. A data set for clay content in a soil
horizon is detailed in Table 3.1. With these data a sample
histogram is computed and shown in Figure 3.1A. In this
case, the number of observations from 20-25, 25-30,
etc., are each shown by the height of a bar (in the case

TABLE 3.1

Thirty-Six Values of Clay (%) Taken Over a
90-Hectare Area at a 30-cm Depth”

% Clay % Clay %Clay % Clay
347 38.8 455 36.1
295 385 27.0 40.1
438 42.6 425 374
333 36.3 27.2 453
375 32.1 27.2 285
333 53.2 24.9 30.2
295 399 33.6 33.6
36.1 347 374 39.9
25.4 305 313 323

“The sample mean (%) and standard deviation ()
are 35.3and 6.38, respectively. (Data: Coelho,1974.)
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FIGURE 3.1 Measured frequency histogram (A) and cumulative frequency distribution (B) for the clay from Table 3.1. The solid line is the

theoretical curve based on a normal distribution with the same mean and variance as those estimated from the data. (From Warrick ez al., 1996.)

of'a ““tie’” such as at 25, the observation is included with
the lower-valued observations). It is easy to see from the
histogram that the largest frequencies are associated with
the ranges of 30% to 35% and 35% to 40%. This gives a
snapshot of the observed frequencies and can be used to
infer the distribution of the assumed population of clay
percentages.

A histogram can be constructed either for a sample or
for a finite population but not for an infinite population.
In particular, one cannot construct a histogram for a
continuous random variable or a discrete random variable
with an infinite number of possible values.

The alternative representation is the probability density
function (pdf), which might be thought of as a continu-
ous version of the histogram. The pdf'is a function such
that the area under the curve between two points is the
probability that the random variable takes a value be-
tween those two points. A pdf fully characterizes a
random variable. Most random variables have two im-
portant numerical characteristics called the mean (W)
and the variance (o%). The square root of the variance,
o, is called the standard deviation. The mean is also called
the expected value of the random variable and might be
denoted as E(X), where X is the random variable. The
mean can be thought of as representing the balance point
on the graph of the pdf. The variance quantifies how
much the possible values are dispersed away from the
mean. One very important and widely used random vari-
able is called the normal or Gaussian variable. The pdf for
a normal random variable Y is

—(x—p)’
202

exp (Eq. 3.1)

TC)O'SO'

where p is the population mean and ¢ the population
standard deviation (see Figure 3.2A). (A list of symbols

and terms used is given as Table 3.2.) The graph of this
function is bell shaped. There is very little area in the tails,
in fact the area outside of the interval p — 40, u + 40, is
less than 0.001. The mean can be estimated by the sample
mean
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FIGURE 3.2 Frequency distribution f(x) for a normal distribution
(A) and the associated cumulative distribution function for p = 0 and
o =1 (B). In the first graph, the dashed lines show the center and +
standard deviation from the mean. (From Warrick ez al., 1996.)



TABLE 3.2
Statistical Symbols and Their Definitions

Statistics and Geostatistics in Environmental Monitoring 33

Term

Definition

Sample size

Sample mean

Mean

Sample variance

Variance

Standard deviation

Probability

Probability density function (pdf)

Cumulative density function (cdf)

Geometric mean

Maximum allowable error or tolerance

Coefficient of variation

Covariance

Covariance matrix

Slope

Intercept

Sample correlation coefficient

Coefficient of determination

Predicted value

Inverse distance estimator

Sample variogram

Kriging estimator

i=1 _ Xtxotx,
n n

P(X < x)

S -2)(i-9)
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b (n—1)s2
a=y—bx
S
=
5l
)
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Wh) = 5 N%[Z‘x) - 5(x + b))

m
2= 2z
J=1

The number of samples taken to represent the population.

Mean estimated from the # values x1, %2, ..., X,.

Population or true mean.

Based on # values given by x1,22, ..., x,. (If including all pos-
sible values of 7, use # in place of » — 1 for denominator.)

Population or true variance for the population.

Defined for s> and ¢? above. (Specific cases are identified by
subscripts, such as s, and s,.)

The probability that a random value X is less than or equal to a
specified value x.

Function that gives probability density.

Probability of X < «.

Antilog of the mean of the transformed variable y = In x where x
is the original measurement.

Specified error used in estimating sample size.

A relative standard deviation. Can also be expressed as a percent-
age. (The estimator is 5/X.)

Average of cross products of attributes of x and y

Array constructed with covariances in the off-diagonal terms and
variances in the major diagonal.

Slope for linear regression for 7 data pairs. The data pairs are
(xlv.yl)v (xz’}’z), s (xmyn)'

y-Intercept for linear regression for 7 data pairs.

Estimate of the sample correlation coefficient.
Square of 7 (above) for linear correlation. Range is 0 to 1.

Predicted value of dependent variable »

Interpolation found by weighing nearby measured values
according to the inverse distance from the point of interest.

An expression of the spatial interdependence of values; is similar
to a variance but is a function of distance.

Interpolation based on optimization following the assumed
spatial interdependence.
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The standard deviation ¢ can be estimated by the sample
standard deviation:

(Eq. 3.3)

The variance is the square of the standard deviation.
An estimator is called unbiased if the expected value of
the error is zero. That is why the divisor is #» — 1 in
Equation 3.3. In the case of a random variable with a
finite number of equally likely possible values, Equa-
tion 3.2 can be used to compute the mean, and Equa-
tion 3.3 can be used to compute the standard
deviation, except that one should substitute 7 for
n—1 in Equation 3.3.

When the probability density function is integrated
from the lowest possible value to an arbitrary value x,
the result is the cumulative distribution function (cdf)
given by:

Flx) = fowy

—00

(Eq. 3.4)

The value of Fis identical to the probability that a ran-
domly chosen attribute is less than or equal to x. Figure
3.2B is a plot of Fx) for the normal distribution. The
value of Fincreases from 0 to 1 as x goes from the lowest
to highest value of all possible values.

Figure 3.1B shows the cumulative number of obser-
vations for the clay percentages of Table 3.1. The tri-
angles show the sum of the number of observed values
that are less than the percentage shown on the abcissa.
These were found by adding appropriate values repre-
sented by the bars in the frequency histogram of Figure
3.1A. Also shown by the solid line in Figure. 3.1B is the
theoretical result found by calculating the Fx) and
multiplying by the total number of observations. The
value of Fx) was calculated based on the estimates of
the mean (35.3) and standard deviation (6.78) and a
normal distribution.

We can make use of Fx) to evaluate the probability
that a random value will be less than a specified
amount (a ‘‘cutoff value) or that it will be between
two specified amounts, which may be useful for estab-
lishing a ““confidence interval.”” The probability that a
specimen or sample randomly drawn is less than a cutoft
value cis:

Plx < ) = F(c) = ch<y>dy

—00

(Eq. 3.5)

The probability that a random sample would take the value
of the attribute between two specified values x; and x; is

P(xy <x <) = F(x2) — F(x) (Eq. 3.6)
One way to determine whether the data were obtained as
arandom sample from a normal population is to compare
computed probabilities with relative frequencies (this is
sometimes known as using a chi-square test).

Sometimes histograms exhibit strong asymmetry. In
such cases, the distribution is skewed. This asymmetry is
very common in chemical concentrations and other earth
science attributes. When the random variable cannot take
negative values (for example, concentrations cannot be
negative), strictly speaking, the pdf cannot be normal
because each large positive value should correspond to
another lower value to the left of the mean. If the mean
value is small, the distribution tends to be skewed. It is
important to mention the estimators of Equations 3.2
and 3.3 are very sensitive to high values and are not
good for skewed data. However, the distribution
may become close to the normal when a natural log
transformation is applied to the nonnormal random
variable x, that is:

y=lnx (Eq. 3.7)
In that case, we say the random variable x is log-normally
distributed. Because of normalization, several calcula-
tions are facilitated. Special care should be taken into
account to relate the mean i, and standard deviation o,
of the transformed data to the mean u and standard
deviation ¢ of the nontransformed data:

,LLZCXP(#Y—FO.SO’}Z,) (Eq. 3.8)

o? = exp (2u, + 0)2,) [exp (af) — 1} (Eq. 3.9)
The exponential of the arithmetic mean of the log
transformed data In z is the geometric mean:

G=/ ﬁxi = exp l%ilnxi]
\/ i=1 i—1

EXAMPLE 3.2. Table 3.3 gives 60 values of soil
lead concentration (Englund and Sparks, 1988).
The values are plotted in Figure 3.3A with a wide
range of values. A histogram (Figure 3.3B) formed

(Eq. 3.10)



TABLE 3.3
Soil Lead Data Showing Untransformed and Log-Transformed Values

Lead Lead
1D* (mgkg ') InLead ID* (mgkg') InLead
01 18.25 2.904 31 19.75 2.983
02 30.25 3.410 32 4.50 1.504
03 20.00 2.996 33 14.50 2.674
04 19.25 2.958 34 25.50 3.239
05 151.5 5.020 35 36.25 3.590
06 37.50 3.624 36 37.50 3.624
07 80.00 4.382 37 36.00 3.584
08 46.00 3.829 38 32.25 3.474
09 10.00 2.302 39 16.50 2.803
10 13.00 2.565 40 48.50 3.882
11 21.25 3.056 41 49.75 3.907
12 16.75 2.818 42 14.25 2.657
13 55.00 4.007 43 23.50 3.157
14 122.2 4.806 44 302.50 5.712
15 127.7 4.850 45 42.50 3.750
16 25.75 3.248 46 56.50 4.034
17 21.50 3.068 47 12.25 2.506
18 4.00 1.386 48 33.25 3.504
19 4.25 1.447 49 59.00 4.078
20 9.50 2.251 50 147.00 4.988
21 24.00 3.178 51 268.00 5.591
22 9.50 2.251 52 98.00 4.585
23 3.50 1.253 53 44.00 3.784
24 16.25 2.788 54 94.25 4.546
25 18.00 2.890 55 68.00 4.220
26 56.50 4.034 56 60.75 4.107
27 118.00 4.771 57 70.00 4.248
28 31.00 3.434 58 25.00 3.219
29 12.25 2.506 59 33.00 3.496
30 1.00 0.000 60 40.75 3.707

(Data: Englund and Sparks, 1988.)
“Sample identification number.

using class intervals of 20 (mg kg ™) shows a
preponderance of small values in the 0-20, 20—40, and
40-60 range. However, there are a number of values
larger than 100, and at least two values above 250.
When the natural logarithm of the values is taken
(y = In 2), the range of values is somewhat more
uniformly distributed, which is observed in the
transformed histogram (Figure 3.3D). In fact, the last
plot is somewhat like the normal distribution
depicted in Figure 3.2A. This is not to say that the
underlying distribution of lead values is log-normally
distributed; further tests would be necessary to address
this question.

Notice that in environmental monitoring the
variance for the sample depends on the support of
the sample. For example, if a contaminated soil is
sampled and the variance of the sample is computed
with the square of Equation 3.3, one may observe

Statistics and Geostatistics in Environmental Monitoring 35

that a larger variance is for smaller sample support.
For this reason one has to take care when comparing
data with different sample support. This is an
important problem when remote sensing data

are calibrated with data collected from the

ground surface.

SAMPLE SIZE AND CONFIDENCE
INTERVALS

A normal random variable is fully characterized if its
mean and standard deviation are known. A common
question in environmental monitoring and sampling
is what sample size is required to adequately estimate
cither or both of these parameters. The sample size or
number of locations (7) needed to estimate the mean
depends on the tolerance or error 4 one is willing
to accept in the estimation and also on the degree
of confidence desired that the error is actually
less than 4.

Consider first the problem of estimating the mean of a
normal random variable assuming that the standard devi-
ation o is known. It can be shown that the sample mean,
Equation 3.2, is also normally distributed with the same
mean and with variance

=2 (Eq. 3.11)

Then, using the normal table, we obtain

Plu—22 cx<u+®27) 1o (Eq. 3.12)
G B q

where z,/, is the value from a standard normal table or
spreadsheet function (see Question 5) corresponding to
probability /2. That is

P(z>2,)=1-a/2 (Eq. 3.13)

Thus we can predict the likelihood that the sample mean
will be close to the true mean. This is not quite the
question we want to answer. But Equation 3.12 can be
rewritten in the form

Pla— 22 <« y<x+®2%) 215 (Eq. 3.14)
Jn SkhsEr s
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FIGURE 3.3  Scatterplot (A), frequency distribution (B), transformed distribution (C), and frequency distribution for the transformed distribution
(D) for lead in soil as given in Table 3.3. Data: Englund and Sparks, 1988. (From Warrick et al., 1996.)

Itis important to remember that this is still a statement
about the behavior of the sample mean. However, we can
reinterpret this statement as follows:

Zy/20 Zy/20
% /2 <pu<E+ /2

vn v

which is a (1 — a)100% confidence interval for . This
means that we are really making a statement about the
reliability of this method for estimating . If we use this
method 100 times, we expect that our conclusion will be
correct (1 — a)100 times (but unfortunately we will not
know which times are correct and which times are incor-
rect). If we take (1 — «)100 = 99, the chance that the one
time we are doing it incorrectly is not very great. If we
take (1 — a)100 = 80, the chance that the one time we
are doing it incorrectly is larger. Using (1 — «)100 = 50
results in essentially worthless information for most
applications. The problem with being ‘‘incorrect” is

(Eq. 3.15)

that all you know is that the population mean is “‘outside”
the interval, and “outside’ is a very big place. Now let the
tolerance error 4 be:

- Za/zo'

=

(Eq. 3.16)

or

- ()

Thus for a given confidence level (1 —a)100%, and a
given tolerance 4, we can predict the required sample size.

Note that both the confidence interval and the sample
size computations depend on two very important as-
sumptions; that the random variable is normal and that
the standard deviation is known. In Equation 3.15 amean
and standard deviation are used but these are never



known. After the data are collected, then an interval
similar to Equation 3.15 can be calculated:

_ 5toc/2,n71

NG

ﬁ"a/Z, n—1

NG

<p<x+ (Eq. 3.17)

where 7,5 , 1 is from a “t-table” or spreadsheet func-
tion (see Question 6) and will approach z,/, when the
sample size 7 becomes large. The value of 2,5 ,-1 will
be larger than z,/;. (Note the sample mean and sample
standard deviation will not be known until the data
are available.)

In applying these results to determine an adequate
sample size for planning data collection, there is a circular
problem (i.e., we are using a mean and standard deviation
to determine the sample size to find the mean and stan-
dard deviation within chosen tolerances and confidence
intervals). Despite the circularity, a necessary decision in
collecting any data is the sample size and the cost of the
study or monitoring program is likely to be strongly
influenced by the choice of #. The best that can be done
at the outset is to estimate values of s from previous
studies. This previous estimate can be inserted in Equa-
tion 3.16 with the realization that it is only a rough
approximation. After the data are collected, Equation
3.17 can be applied and a meaningful confidence interval
established.

The following examples illustrate the construction of
confidence intervals and prediction of sample size to
obtain a confidence interval with a fixed tolerance and
fixed confidence level.

EXAMPLE 3.3. Suppose that a random sample of size
16 has been selected from a normally distributed
population with a sample mean of 22.4. Assume that
the population standard deviation, o, is 3.2. We wish to
obtain 95% and 99% confidence intervals for the
unknown population mean .

Because the population standard deviation is known,
we use Equation 3.17. For 1 — a = 0.95, ais 0.05, and
a/21s 0.025. From a standard normal table or spread-
sheet function we find z¢ 925 = 1.96 (see Question 5).
Thus the 95% confidence interval is

(1.96)(3.2)
224 -2

1. 2
< us 224y (20032

or
22.4—-1568 <p<224+1.568

If we believe that we should only express our results to
one decimal place, then the 95% confidence interval
would be
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224-16<u<224+1.6

Note that rounding off should result in a wider
confidence interval (otherwise the confidence level
decreases by an unknown amount). For 1 — a = 0.99,
corresponding values of a = 0.01, /2 = 0.005,
20.005 = 2.576 follow. Then the 99% confidence
interval is

(2.576)(3.2)
4

(2.576)(3.2)

224 —
4

<pu<224+

EXAMPLE 3.4. Suppose that we wish to obtain

95% and 99% confidence intervals for the mean of a
normally distributed population where the population
standard deviation is 3.2. If we want the maximum
allowable error (tolerance) to be d = 0.75, how large a
sample is necessary? The value of d either can be
specified directly as done here or can be computed by
multiplying a relative error (such as 15%) by an estimate
of the mean value (resulting in 0.15 x). From

Equation 3.16 we find that

2
n> [(1906;(532)} =69.93, use n =70

for a 95% confidence interval and

(2.576)(3.2)

2
n> } =120.80, use » =121

> |20

for the 99% confidence interval.

Note three things about the above results. First, if the
sample size is fixed (and the population standard devi-
ation is known), then the greater the confidence level, the
wider the confidence interval. That is, if we are more
certain in one way (greater confidence level), then we are
less certain in another way (wider confidence level).
Second, given the information (sample mean, sample size
and population standard deviation), there is a confidence
interval for each choice of the confidence level. Third,
with everything else the same, a higher confidence level
means a greater sample size.

EXAMPLE 3.5. Again suppose that arandom sample of
size 16 has been selected from a normally distribution
population with a sample mean of 22.4 and a sample
standard deviation of 3.2. We still wish to obtain 95% and
99% confidence intervals for the population mean. The
difference is simply that we must use the t-table instead of
the normal table. For 1 — a = 00.95, corresponding
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values of @ = 0.05, /2 = 0.025, to025,15 = 2.131 (see
Question 6) are found and hence the 95% confidence
interval is

(2.131)(3.2)
4

(2.131)(3.2)
4

224 — <pu<224+

Forl — o = 0.99, corresponding values are « = 0.01 and
a/2 = 0.005. From the table tg 05,15 = 2.947, resulting
in the 99% confidence interval of

(2.947)(3.2)
T

224 —

(2.941)(3.2) <p<224

Again we see that the 99% confidence interval is wider
than the 95% confidence interval, but each of these two
are wider than their counterparts when the population
standard deviation is known (due to greater uncertainty).
As the sample size becomes much larger than 30, the
values in the t-table will be much closer to the values
found in the normal table.

EXAMPLE 3.6. Of course in real applications we may
not know the population standard deviation, and we may
still wish to predict a sample size for a confidence interval
for the population mean. That is, we want to fix the
confidence level and the tolerance. We will have to do the
problem in steps (perhaps several). We first pick a
sample size based on other considerations (cost of
sampling, ease of sampling, etc.). We select a sample and
compute the sample standard deviation. We use it as
though it were the population standard deviation and
predict a sample size. If the predicted sample size is larger
than the original sample size, we must collect a new
sample (caution that in general we cannot simply add to
the original sample, it would not be a random sample).
We would continue this process until the predicted
sample size is about the same as our last sample size, then
we use the sample mean from that sample and the sample
standard deviation from that sample together with a value
from the t-table to generate our desired confidence
interval. There is no assurance that this process will stop
very quickly; it turns out that estimating the standard
deviation is more difficult than estimating the mean.

EXAMPLE 3.7. From the data in Table 3.1 (clay
percentages), we find that the sample mean is 35.3 and
the sample standard deviation is 6.38, the sample size is
n = 36. First we specity 95% and 99% confidence
intervals for the population mean (using the
information given). For 1 — a = 0.95, we find « = 0.05,
a/2 =0.025, tg025,35 = 2.030 (see Question 6 on
how to find the t-value) and hence the 95% confidence
interval is

o (2.0306)(6.38)

cp<3534 (2.0306)’(6.38)

Similarly consider 1 —a = 0.99, we find o = 0.01 and
a/2 = 0.005. From the table tggos,35 = 2.738 and the
99% confidence interval is

. (2.7386)(6.38)

Cp<3534 (2.7386)’(6.38)

We also see that a larger standard deviation means either a
wider confidence interval or a larger sample size.

EXAMPLE 3.8. We may think that these confidence
intervals are too wide (the tolerance is too large) and are
willing to obtain more samples. How large a sample is
necessary to obtain a tolerance of 0.8, with a confidence
level of 95%: Using Equation 3.16 but with the z value,
we obtain

2
> [(2'03(()))26'38)} — 262.09, use 7 = 263

for a 95% confidence interval and

(2.738)(6.38)]" _
> {0.8 } ~ 477

for a 99% confidence interval. To complete the analysis
we would have to select a random sample of the
specified size, compute the sample mean and sample
standard deviation, then compute the tolerance (to
compare with the choice of 4 = 0.8). Of course the
sample standard deviation may be larger than before. If
the predicted sample size had been larger, the t-value
would be smaller and the divisor in Equation 3.16 would
be larger (the quotient smaller). In that case these may
offset the larger sample standard deviation.

In general, for a normal population (and random vari-
ables in general) there is no direct relationship between
the population mean and the population standard devi-
ation (except of course, the standard deviation is always
positive). The lognormal distribution is one important
exception to this statement. However, the ratio of these
two, u/a, called the coefficient of variation, is an impor-
tant distribution characteristic. It can be estimated by the
sample coefficient of variation. Finally, note the impor-
tance of the assumption that the population has normal
distribution. There are ways to test this, but they are
beyond the scope of this book. The assumption that the



sample is random (i.e., that it was collected in the right
way) is critical to the validity of the previous results.

In spatial environmental monitoring, data may be cor-
related and the number of locations for a good estimation
at an unsampled location is a more complicated problem
that needs spatial variability considerations (see Cressie,
1993).

COVARIANCE AND CORRELATION

There are two ways (which are somewhat related) to
determine whether two random variables X,Y are interde-
pendent. One is given directly in terms of probabilities.
X,Y are said to be independent if

P(X <xand Y <y)=P(X <x)P(Y <y) (Eq.3.18)

otherwise they are dependent. Unfortunately we do not
usually know these probabilities, and they are hard to
estimate. Thus another scheme is more useful. The covar-
iance of X,Y is Cov(X,Y) defined by
Cor(X,Y)=E(XY)— E(X)E(Y) (Eq. 3.19)
One of the consequences of independence is that if the
X,Y are independent, Cov(X,Y) = 0 (the converse is also
true if XY are bivariate normal). (A caveat is that the
Cov[X,Y] may not exist, which would be the case if one
or both random variables does not have a finite variance.)
A normalized version of the covariance is more useful;
this is the Pearson correlation coefficient p

= Con(X,T) (Eq. 3.20)
ox0r

Unlike the covariance, the correlation coefficient is
bounded, —1 < p < 1. If |p| = 1, then X,Y are lincarly
dependent. Note that while the Pearson correlation coet-
ficient is a measure of a linear relationship between the
variables, nonlinear relationships will not show up in this
coefficient. The covariance can be estimated by the
sample covariance

Sy ZﬁZ(%‘ - %) =) (Eq. 3.21)

The sample correlation coefticient is a normalized form of
the sample covariance:

p= (Eq. 3.22)
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where the univariate standard deviations are computed
from Equation 3.3. The sample correlation coefficient is
also bounded in the interval —1 < 7 < 1. The correlation
coefficient is also interpreted as the slope of the line
formed by the scatter plot of two random variables
when they are standardized.

Recall that a normal distribution is completely deter-
mined by its mean and its variance. A multivariate normal
distribution is completely determined by the vector of
means and the matrix of variances and covariances. Of
course, all of these can be estimated by their sample
counterparts.

For example, for three random variables the sample
covariance matrix might be written in the form

S S i

S = 521 522 523 (Eq 3.23)
2
51 S 5

EXAMPLE 3.9. Using the data from Table 3.4 for let-
tuce and ozone concentration one can compute sample
variances and covariances. In this case, s, is —00867,
resulting in the sample covariance matrix S:

0.05320

= (—0.00867

—0.00867
0.00147

For the example above, the sample correlation coefticient
isr=—0.98.

LINEAR REGRESSION

When the attribute of interest y is difficult to measure
(this may be due to technological or financial reasons),
one may measure another correlated attribute x in place
of the original attribute. The proxy attribute may be
related in some systematic or quantifiable manner to the
original attribute. Such relationships may be character-
ized with regression equations. A linear model may exist
that relates both attributes. A simple regression equation
is when one attribute is proportional to the second attri-
bute plus a constant as

y=o+fx+e (Eq. 3.24)
where ¢ denotes an error term. The regression equation is
then

y=ua+bx (Eq. 3.25)
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TABLE 3.4

Ozone Concentrations and Corresponding Lettuce Yields

Average Ozone (nL L71) Lettuce Yield (kg)

0.106 0.414

0.043 0.857

0.060 0.751

0.068 0.657

0.098 0.437

0.149 0.251

Statistical Summary

n 6

x 0.087

5 0.561

S 0.038

5 0.231

S ~0.0086
7

b -5.90

a 1.08

7 0.96

r —0.98

The lettuce yield is fresh head weight per plant in kilo-
grams per plant. (Source: Heck ¢z al., 1982.)

where 2 is the estimated value of a and & the estimated
value of B. Note that the data will consist of pairs of
values. One way to estimate these coefficients is to use
least squares. The objective is to minimize the sum of
square deviations 4% from the model of Equation 3.24
and real » data for the dependent attribute y This is

n

iﬂlz = Z(y, —a— bx¢)2
=1

=1

(Eq. 3.26)

One form of these equations for 2 and &are given in Table
3.2; other forms are possible. Note that & is the slope of
the line, and it is simply the sample covariance between x
and y divided by the sample variance of y Thus, if the
variables have the same sample variance, & is the sample
correlation coefticient. The a coefficient is the intercept
on the ordinate and a function of the means of y and x;
therefore 2 vanishes if both sample means are zero. In
practice, both # and & are conveniently calculated in most
spreadsheet and statistical software.

In some cases, the scatter plot of the data may clearly
show that another more complicated polynomial model is
preferable to fit the data. Estimators for the coefficients in
a polynomial regression can also be obtained with the
least squares method. For more details see Draper and
Smith (1981).

EXAMPLE 3.10. Consider the results in Table 3.4 for
lettuce yield (kg) for several ozone (O3) concentrations
(wL L) in the atmosphere. We need to develop an

equation that relates the yield to ozone concentration.
A first step in the data analysis is to plot one variable
versus another as shown in Figure 3.4. This scatter plot
shows that the higher yields tend to be for the lower
ozone concentrations; conversely, the lower yields are
for the higher ozone levels. As shown, a straight line

can be drawn by placing a ruler across the points such
that they are all reasonably close to the line. To develop an
unbiased method, we apply the regression model of
Equation 3.24.

The values of the slope and intercept are
b= —-590kg/(nL L7!) and # = 1.08 kg. The negative
sign for the slope indicates the vyield decreases as
ozone concentration increases. The value of the intercept
can be verified by extending the line up and to the
left until the level of ozone would reach zero (with a
corresponding yield of 2 = 1.08 kg).

For the lettuce yield plot, 7is —0.98. The sign of » will
always be the same as for & and also indicates whether the
two variables increase together or are inversely related as
in Figure 3.4. Common pitfalls to avoid with regard to
linear regression include extrapolation of results beyond
the measurements (rather than interpolation within the
range of measured values) and the false identification of
casual relationships.

There are many data sets that have more than two
variables. In fact, for the preceding study, lettuce yields
were measured for mixtures of ozone, sulfur dioxide
(§0O3), and nitrogen dioxide (NO,). Whereas linear re-
gression is used for one variable, multiple regression deals
with more than one variable, such as ozone and the two
other attributes. A multiple regression analysis follows the

1

0.8
E y=1.08 - 5.90x
r2=0.96
—~ 0.6 /
2
= i
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FIGURE 3.4 Lettuce yield (fresh head weight per plant) vs. ozone
concentration and deviations of experimental points from regression
line. Data: Heck ez al., 1982. (From Warrick ez al., 1996.)



same general steps as the linear analysis previously
mentioned.

INTERPOLATION AND SPATIAL
DISTRIBUTIONS

It is almost never possible to collect data at all possible
locations in an area of interest. Although sampling will
provide information at some locations, it is still necessary
to use some method to “‘interpolate” the data, that is, to
estimate or predict the values of an attribute at nondata
locations. There are a number of different methods that
have been and are used. All are based on the intuitive idea
that values of an attribute at locations that are close
together are more ““‘similar’” than when the locations are
far apart. Typically estimates are made at each node on a
regular grid. These estimates might then be graphically
represented by a contour or relief map over a surface (an
example of a contour map is a topological map showing
changes in elevation). Interpolation and generation of a
contour map are two separate steps although some soft-
ware packages may make them appear as one. In environ-
mental monitoring and assessment applications, the data
locations may be in the three-dimensional (3D) space and
hence a contour map may not be sufficient. We consider
three commonly used methods for interpolation: (1)
nearest neighbor estimates, (2) inverse distance
weighting, and (3) kriging. For more information on
interpolation and estimation, see Chiles and Delfiner
(1999), Kane e al. (1982), and Myers (1991). There
are other interpolation methods, but these three are
widely used. “Similarity” is not a very precise term and
there is still the question of how to quantify similarity and
how to relate it to the distance (and possibly direction)
between two locations. Finally how can we use this quan-
tification to actually make estimates? We begin with a very
simple approach to answering these questions. For all
three methods it is assumed that there is a set of data
locations and at each data location a value for the attribute
of interest.

NEAREST NEIGHBOR ESTIMATES

The simplest notion of “‘similarity”” is to estimate the
value of an attribute at a nondata location by using the
value at the nearest data location. This corresponds to
partitioning the region of interest into polygons (polyhe-
drons in three space) such that each data location is the
centroid of a polygon. At each location inside a polygon,
the estimated value is the same as at the centroid, this
“tiles” the region.
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EXAMPLE 3.11. Textural information of porous
media is of interest in environmental monitoring
particularly in terms of water balance and in the
evaluation of leaching potential. The x,y-coordinates
and values of percent sand in a soil are given (Table 3.5)
for 50 points in an 800 x 1600-m field (El-Haris,
1987). The sample mean and variance are 61.8 and
62.3, respectively. First, the nearest neighbor

estimates were generated at each node of'a grid

(4700 points) and then the estimates were contoured.
Both the estimates and the contour plot were

obtained with Surfer software (2002) with the

result shown in Figure 3.5B.* The contour plot clearly
shows a tendency for lower values towards the lower left
corner (on the order of 35% or less). There are a few
regions identified with high values (on the order of 70%)
in the lower center and to the left of the lower center.
Note that the divisions between the different ranges of
values are jagged and tend to be polygonal. This is a
consequence of the way the figure is constructed;
typically, contouring packages estimate the values on a
fine grid throughout the region of interest, but still

TABLE 3.5

Fifty Values of Sand (%) Taken from an 800 x 1600-m Field
at 0-25 cm Depth

x (m) y(m) % Sand x (m) y(m) % Sand
152 251 35.53 446 351 68.12
936 148 65.01 292 301 59.31
782 98 62.38 1034 48 70.19
390 677 56.2 1272 496 63.72
544 148 72.77 1230 351 58.77
446 446 68.65 586 301 66.3

1426 351 61.9 1426 48 57.76
978 677 61.89 936 546 61.89

1230 251 61.13 1174 496 61.12

1230 546 61.88 684 301 66.57
740 727 57.78 1132 727  56.69
838 627 61.39 642 727 62.42
348 627 55.13 54 446 69.15
586 98 68.93 194 301 52.62

1230 48 56.43 54 351 28.78

54 546 69.15 782 677 62.42
292 677 58.79 1034 627 58.57

1230 627 63.98 1468 496 54.09
684 496 62.93 1034 251 66.32

1524 446 60.88 642 251 63.72
642 48 71.54 1132 148 68.93
390 496 63.46 488 677 62.93

1468 301 63.97 446 48 76.65
740 351 65.53 1426 251 60.29

1174 301 60.33 978 98 65.01

Data: El-Haris, 1987.

*This and other references to Surfer are not an endorsement but are
included for the reader’s information.
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FIGURE 3.5 (A) Distribution of sand percentage measured values; (B) estimated with nearest neighbor approach; (C) estimated with inverse distance
weighting approach; (D) estimated with kriging; (E) the distribution of kriging standard deviations.



must draw curves on a small scale to delineate regions.
For a ““perfect” graphical representation, there would
be one polygon about each point and each delineation
on the contour map would be a set of those individual
polygons.

The advantage of the nearest neighbor method is
that it is easy to use and it requires very little computation.
It is also an exact interpolator; this means that the
estimate at a data location is the same as the data
value. The method is not based on any theory, and
thus there are no assumptions to verify. It simply
incorporates the intuitive idea that the values at
locations close together are more similar than values
for locations far apart.

The disadvantage of this method is that the set
of estimates is strongly affected by the spatial pattern
of the data locations. If the pattern of data locations is
very dense, then the nearest data location will be close,
but if there are few data locations, the nearest data
location can be far away and the estimate may be very
suspect. The size of the polygons is determined by the
pattern of data locations.

INVERSE DISTANCE WEIGHTING

The nearest neighbor method uses only the datum
location that is closest to the point where an estimate is
desired. This means that for any one estimate, only a part
of the information contained in the data set will be used.
Inverse distance weighting extends the basic idea of using
similarity and attempts to quantify it. Instead of only the
value at the nearest data location being used, values at
other data locations are used but are weighted. The
weight for each data location is assumed to be inversely
related to the distance between that location and the
location where an estimate is desired. The estimator is of
the form:

M=

kjzj

(Eq. 3.27)

gb
I

ki
1

[
Il

where the z; are from the “m” closest positions and the
weights k; are chosen larger for data values near to where
the estimate %y is to be made. The denominator is a
normalizing factor. Note that this reduces to the previous
nearest neighbor estimate when m = 1.

There are two possibilities for fixing m: one is to
use all the data locations for generating all estimates,
and a second is to use a search neighborhood for
each location where an estimate is desired. This is

Statistics and Geostatistics in Environmental Monitoring 43

typically taken to be a circle or an ellipse centered at the
estimation location. Then only the data locations inside
the search neighborhood are used in this equation. This
search neighborhood might be specified by fixing the
radius of the circle (lengths of the major and minor axes
for the ellipse as well as the angle of orientation) or by
specifying a maximum number of data locations to
be used. In fact both conditions could be used. If the
search neighborhood is taken to be too small, less ““infor-
mation” is used in generating an estimate; if the neigh-
borhood is too large, irrelevant information might be
incorporated.

There are different ways to relate the weights to dis-
tance, but one simple way is to choose

kj =1/ {(xo — %)+ (0 — J’f)z] (Eq. 3.28)

where xg, y are the coordinates for Z. Other “powers”
of the distance can be chosen, all of which result in
greater weights for values from nearby positions and
smaller weights for values at locations farther away.
The user must choose a maximum distance for each
location where an estimate is desired. If this distance
is too small, then less “‘information” is used; if the
distance is too large then irrelevant information may be
incorporated.

Like the nearest neighbor estimator, this method
is ad hoc and not based on any theory. There are
several disadvantages, the first being that the weighting
scheme is entirely dependent on the pattern of data
locations and does not differentiate between different
attributes. A second disadvantage is that this method
assumes isotropy; that is, it is only the distance between
two locations that is important in determining the
weights and not the direction of the line segment
connecting them.

An advantage of the inverse distance weighting
method is that the resulting estimates are continuous
over the area of interest. The method is easy to use
and is a common choice in software contouring
packages.

EXAMPLE 3.12. From the sand percentage data

of Table 3.5, a map showing estimated values was
prepared based on the inverse distance weighting
method. Again Surfer (2002) was used to prepare the
contour maps. The estimated values were based on all of
the points within 800 m of each of the 4700 grid nodes
used to draw the contours. The results (Figure 3.5C)
show the same overall tendencies as when the nearest
neighbor estimates were used. However, the contours
are smoother, and the divisions are somewhat more
complex.
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KRIGING

In addition to the limitations already noted above for
the nearest neighbor and inverse distance weighting
interpolation methods, there is another disadvantage.
Neither method provides any measure of the reliability
of the estimates generated. Unfortunately, the only way
to determine the true error(s) is to collect data at the
locations where estimates have been produced. Alterna-
tively, the error or reliability might be quantified in
a statistical manner. Kriging, and more generally geosta-
tistics, was introduced by G. Matheron (1971). The
kriging estimator is very similar to a multiple regression
estimator, and Matheron chose the name to recognize
the work of D.G. Krige, who proposed the use of regres-
sion after reporting that the polygon method produces
overestimation or underestimation of the proportion
of high concentrations of metals in a field. Matheron
(1971) introduced the variogram and used the theory
of random functions to develop kriging. The theory
and applications are extensive and much broader than
simply interpolation. Numerous books are available on
the subject, including those by Chiles and Delfiner
(1999), Goovaerts (1997), and Journel and Huijbregts
(1978).

The form of the estimate %, of the attribute at an
unmeasured location is essentially the same as before:

(Eq. 3.29)

m
= Z AjZ
J=1

Note that we could have used this same form for the
inverse distance weighting by replacing the %; with its
normalized form and renaming it 4;. For a guaranteed
unbiased estimator, the sum of the Z; is required to be 1:

m

> ii=1

J=1

(Eq. 3.30)

This last condition is for ordinary kriging and assumes the
mean in the domain is constant but unknown. Note that
this condition is not necessary if the mean is known. In
that case, the approach is termed simple kriging. There are
important theoretical considerations that one can explore
in more specialized literature (e.g., Chiles and Delfiner,
1999; Cressie 1993).

The kriging equations and the variogram

The origin and computations of the /; values are much
more complex. For ordinary kriging the weights A; are
found by minimizing the estimation variance, that is, the
minimum of

Var[2(xp) — 2(x0)] (Eq. 3.31)
where for simplicity a single x represents a location given
by a set of two coordinates in two-dimensional problems
and three coordinates in three-dimensional problems.
But how is it possible to formulate the minimization of
this variance? Neither the estimate Zy nor the true value z
is known at &y, which means more information needs to
be known. The missing link is the variogram function (%)
defined by

p(h) = 0.5 Var[z(x + /) — 2(x)) (Eq. 3.32)
The parameter /is a separation vector, and xis a position.
The variogram is a measure of dissimilarity and under
some theoretical considerations is also independent of
location (e.g., Journel and Huijbregts, 1978). If 4 is
small, then the difference between the attribute at loca-
tion ¥+ 4~ and at x is expected to be small, and the
variance of all such differences between positions separ-
ated by a vector 4 is expected to be small. The opposite
is true for larger 4, in that the differences between the
attribute at x+ 4 and at x tend to be larger and
the corresponding variance would also be expected to
be large. Thus, one can estimate y(/) from data separated
a distance 4 using the sample variogram as follows:

(k) = %(h) %)[z(x) —z(x+h)*  (Eq.3.33)

Pairs of measured values of the attribute at all locations x
that are separated by a distance #are collected together to
form the estimate. There are N(/) such pairs, and these
provide one estimate of $(/4), which is for that specific
value of 4. This is repeated for all such pairs of measured
attributes for which the locations are separated by
a common distance. From a practical standpoint, it is
necessary to group the N(/) pairs based on separations
that are close but not generally identical (except for one-
dimensional transects or, to some extent, other regular
sampling patterns).

Sample variogram values are fitted to theoretical
variograms. For example, Figure 3.6 shows an example
where the dots correspond to sample variogram values
for a sand percentage based on 188 data locations from
El-Haris (1987). The variogram was modeled with a
spherical model. The spherical variogram is

3 b 1(h\°
y(m:S(zm)_z(ﬂ)) Oshsa g 334

=5 h>a
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FIGURE 3.6 Sample and model variogram.

The parameters in the model describe the variability, 2 is
the range at which samples are still correlated, and sis the
sill that is close to the value of the variance. In Figure 3.6
the parameters are 2 = 480, s = 57.

Several models exist for modeling of different shapes of
variograms, for example, the exponential and gaussian
models are widely used (see Chiles and Delfiner [1999]
and Cressie [1993] for details and the theory related to
valid models). Sometimes modeling uses two or more
valid models that are added together to fit to the sample
variogram values.

If the sample variogram could fit into a horizontal
line for all lag distances 4 > 0, the attribute is said
to respond to a pure nugget effect, and in that case
kriging would estimate just the global mean. The nugget
effect is the model for uncorrelated variability; this
is when the spatial covariance is zero. The nugget
model is

yh) =g (Eq. 3.35)

The choice of an appropriate variogram model and
evaluation of the coefficients has a degree of subjectivity,
and even the “‘experts’ may not agree on a “‘best” choice.
Ideally, the sample variogram will appear similar to a
common model and the coefficients can be chosen by
validation of estimates. Generally, fitting routines based
strictly on least squares (or mechanical) criteria are viewed
with skepticism.

Once the variogram function is chosen, a system of
linear equations (ordinary kriging system) is set up as
follows

m
)“]'Vl'j + =" 7= 1,2, ...m (Eq 336)
J=1

where 7 and j are data locations and m is the number of
data used in the estimation. An additional requirement is
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that the sum of the 4; is “1” (Equation 3.30). The
solution of the m + 1 linear equations minimizes the
variance of the estimation error.

Note that u in the kriging system is a Lagrange multi-
plier that is part of the solution; y;; are known variogram
values from the variogram function evaluated between
data points 7 and j:

(Eq. 3.37)

- [{(xi — %)+ (i - yj)z}o's}

and y;, are known variogram values between data points ¢
and the estimated location xg, 7.

In addition to the estimate j, the kriging variance o2
is found from

or =Y Jivio (Eq. 3.38)
=1

For interpolation of several attributes one has to use
more advanced cokriging methods, which has lead to a
complete multivariate geostatistics (e.g., Chiles and Del-
finer, 1999; Myers, 1982; Wackernagel, 1995). The geo-
statistical literature is commonly linked to mathematical
geology. There are several available public domain soft-
ware packages for geostatistics (e.g., Deutsch and Jour-
nel, 1998).

EXAMPLE 3.13. From the sand percentage data

of Table 3.5, a map was prepared with kriging.

The equations are solved using the variogram of
Figure 3.6. Again Surfer (2002) was used to prepare
the contour maps. The estimated values were for all of
the points within 800 m of each of the 4700 grid
points used to draw the contours. The results (Figure
3.5D) show the same overall tendencies as when the
nearest neighbor and inverse distance weighting esti-
mates. However, the contours are smoother. Also shown
in Figure 3.5E is the kriging standard deviation (square
root of the kriging variance based on Equation 3.38).
Generally, the highest kriging variance occurs where
there are fewer data points (this may be observed by
comparing the locations from Figure 3.6A and the
contours of Figure 3.6E).

Provisions for estimating the quality of the estimates
are big advantages of kriging and are generally lacking in
the other estimation methods. Although the application
of kriging is somewhat more involved, user-friendly soft-
ware packages are widely available, including popular
contouring and mapping packages. Proper application
of kriging requires knowledge of both properties and
limitations of the kriging model and good understanding
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of the sampled reality. For this reason multidisciplinary
assessments are always encouraged.

QUESTIONS AND PROBLEMS

1. Consider the first two rows of the clay data in Table

3.1. Calculate & and 5. What will be the difference in
the value of s? if » rather than # — 1 is used in the
denominator of Equation 3.3. Would the difference
be more significant for a large or a small number of
samples? If you have a handheld calculator that cal-
culates % and 52, which form does it use for 522

. Enter the values for clay percentage in Table 3.1 in a

spreadsheet and calculate %, s, and CV. Separate the
data into classes, calculate their frequency, and then
plot a frequency histogram.

. Consider the first two rows of lead data in Table 3.3.

Calculate ¥ using Equation 3.2. Take the transfor-
mation y = In(x) for each value and find the mean
and variance for y. How does the estimate of the
population mean p based on Equation 3.8 compare
with &2 Why are they different?

. Use the mean and standard deviation for each of the

variables shown in Table 3.6. Plot the mean and
include ““error bars’ based on =s for each.

. In establishing the confidence interval (Equation

3.13), a value z,/, was used along with a known
sample mean ¥ and standard deviation s. The defi-
nition of z,, is from

P(z > za/z) =1-ua/2

Look up the value of z,/; for o = 0.05. (Hint: The
value can be found directly in most spreadsheet pro-

grams, for example, in Microsoft EXCEL use
“NORMSINV [1 —«/2].7)*

. Avalue from the Student’s t-distribution was used to

establish a confidence interval on the population
mean in Equation 3.17. Find the value of t,/5,,1
corresponding to probability level o and »—1
degrees of freedom. (Hint: The value can be found
directly in most spreadsheet programs, for example,
in Microsoft EXCEL use “TINV[a,n — 1].7)"

“This is not an endorsement for EXCEL or Microsoft in behalf of the
authors or publisher. The value can also be found in tables of standard
normal distributions found in most statistics books.

"This is not an endorsement for EXCEL or Microsoft in behalf of the
authors or publisher. The value can also be found in tables of Student’s
t-distributions found in most statistics books.

TABLE 3.6

Amount of Ammonium (mg kg ') in Soil Samples from an Agricultural
Field Near Maricopa, AZ.

Replicate 1 2 3

x 4.8150 5.1760 5.6317

s 0.3775 2.0263 1.9767

n 4 15 12

(Source: G. Sower and T. Thompson, personal communication,
May 20, 2002.)

7.

10.

The normal distribution assumes values from
X = —0o0 to & = 00. Suppose the variable of interest
goes from 0 to 100. Discuss the appropriateness of a
normal distribution for modeling the data.

. a. Estimate the sample number to estimate the mean

value oflead concentrations. Assume you want the
estimate to be within 15% of the mean with a “95%
probability level”” and believe the estimates of s
from Table 3.3 are a reasonable approximation.

b. How would # change if the estimate is to be
within 50% of the mean and with a “50% prob-
ability level”’? The mean and standard deviation
are 20.58 and 33.427, respectively.

c. After the data are collected, how can you test
whether your objective was likely met?

. Plot the peanut yield vs. ozone concentration shown

in Table 3.7. Calculate the mean and standard devi-
ation for each variable. Calculate the slope and
y-intercept of a line fitted through the points. Draw
the line on your plot.

Fit a line to the data for the first 10 days only, using
the data shown in Table 3.8. Report the calculated
slope and y-intercept. Use the fitted line to predict
the amount of carbon dioxide (CO;) (milligrams)
after 35 days. Discuss the difference, if any, between
the predicted and the measured values. Is the pre-
dicted value reasonable? Why or why not?

TABLE 3.7
Peanut Yield”
Peanut Yield (g) Ozone (pL L71)
157.8 0.056
142.3 0.025
122.4 0.056

92.0 0.076

68.9 0.101

40.0 0.125

"Weight of marketable pods/plant (in grams)
and ozone concentration (wL L™1). (Source: Heck
et al., 1982.)



11.

12.

13.

14.

15.

TABLE 3.8

Partial Data Set for Carbon Dioxide (CO,) Evolved
and Time for Mine Tailings Water Plus Nutrients

CO; (mg)

8.702

7.631

9.072
11.67
10.54
12.26
11.55
13.96
15.14
14.93
12.39
15.59 9
17.46 35
24.08 35
19.30 35

Time (days)

o

O O N NWWwW W oo

(Source: Herman ¢t al., 1994.)

Plot the data in Table 3.9. Find the linear regression
and draw it on the plot. Calculate the coefficient of
regression. Does this indicate that X is a good pre-
dictor of Y? X is the number of cigarettes (billions)
used annually in the United States from 1944 to
1958. Y is an index number of production per
man-hour for hay and forage crops from the same
time period. Do you still think that X is a reasonable
predictor for Y? Why or why not?

Discuss why you think in practice the population of
sample means of a nonnormal random variable
should approach a normal pdf. (Hint: In theory the
populations of means approach the normal due to
the central limit theorem.)

Compute the number of samples for two confi-
dences and one tolerance for an attribute with coef-
ficient of variation 20% and another with coefficient
of variation 40%. (Hint: Watch the units.)

What is the probability that a sample randomly
selected will have a value lower than the mean? Con-
sider a normal random variable and explain why? A
cutoff value is 1.96 times the standard deviation at
the right of the mean. What is the probability of a
random sample to be larger that such a cutoff? (Hint:
May see a normal scores statistical table.)

The nugget effect corresponds to a variogram de-
fined by a horizontal line model. Describe the differ-
ence between this and the spherical variogram.
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TABLE 3.9
Fifteen Pairs of Highly Correlated Data”

X Y?
295 73
339 78
343 85
344 91
357 100
359 109
368 119
395 125
414 129
406 135
385 142
394 139
404 140
420 147
446 156

(Source: Little and Hills, 1978.)

“The number of cigarettes (billions) used annually
in the United States from 1944 to 1958.

“Index number of production per man-hour for hay
and forage crops from the same time.

16. What can you explain from the spherical variogram
of Figure 3.6?

17. We are estimating an attribute at one unsampled
point with samples at several distances from the
point. If the kriging weights are all equal, what
kind of variogram model do you expect?
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ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

Collection of data serves as the foundation of environ-
mental monitoring. To effectively monitor any envi-
ronment, we must collect data for the environmental
parameter or parameters of interest, then process these
data into an appropriate format for the intended end use.
These uses can range from issuing warnings related to
severe weather (e.g., tornadoes, floods, and blizzards)
to simply archiving data to assess longer-term trends
such as changes in global temperature. Today, data
collected for environmental monitoring are often
acquired with some form of microprocessor-controlled
automated data acquisition system. Mastering automated
data acquisition systems requires an in-depth understand-
ing of physics, electronics, and measurement theory. This
chapter presents an overview of the physics and electron-
ics necessary to understand the basic concepts of auto-
mated data acquisition. In addition, data management
and quality control issues are discussed. Students seeking
additional detail are encouraged to read the references
listed at the end of this chapter.

MEASUREMENT CONCEPTS

Measurement is required for all sciences, fair trade
(e.g., standard weights and measures), communication
(e.g., telephone, satellite), transportation (e.g., speed,

49
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location), health (e.g., diagnostic tests), and public safety
(e.g., air quality, weather). Metrology is the branch of
science dedicated to measurement, which is defined as
the process of comparing an unknown quantity, referred
to as the measurand, with a standard of a known quantity.
Simple examples of measurement include (1) measuring
ambient temperature against a standard temperature scale
such as the Celsius or Kelvin scale or (2) measuring the
length of an object against a standard measure of length
such as the meter.

Because all measurements are compared with a stan-
dard, these must be expressed in terms of units. Today’s
scientists use a set of standard units referred to as the
Systéme Internationale d’Unites (SI) units. Just seven SI
units are required to express or derive all other units used
to define scientific measurements. Table 4.1 lists these
seven units and their affiliated measurement parameters
(see also Table 2.2). Standards may be either material or
protocol. A material standard is a physical representation
of the unit in question, whereas a protocol standard de-
scribes a series of procedures required to recreate the
standard. Most industrial countries maintain a standards
laboratory, such as the National Institute of Standards
and Technology (NIST) in the United States (see also
Chapter 2).

AUTOMATED MEASUREMENT

Today, most measurements are made with automated
equipment. Figure 4.1 shows in very simple terms the
process required to make an automated measurement of
some environmental parameter. Two fundamental com-
ponents are required to automate measurements: (1) an
instrument to make the measurement called the sensor or
transducer and (2) a data acquisition system (DAS). The
role of the sensor/transducer is to ‘‘sense” or measure
the parameter of interest and generate an electrical output
signal. The role of the DAS is to monitor the output
signal of the transducer and process the resulting data
into a form that can be understood by the end user.

TABLE 4.1

The Seven SI Units Required to Address All
Scientific Measurement Possibilities

Unit Parameter

Meter Length

Kilogram Mass

Second Time

Ampere Electric current
Candela Luminous intensity
Kelvin Temperature

Mole Amount of a substance

These two fundamental components of measurement are
discussed in more detail in the following sections.

SENSORS AND TRANSDUCERS

Sensing devices, also called instruments, are commonly
referred to as semsors or tramsducers—terms often used
interchangeably. However, a sensor is a device that detects
and responds to a signal or stimulus, whereas a transducer
is a device that converts input energy of one form into
output energy of another form. When making automated
measurements, we generally require an instrument that
incorporates both a sensor and a transducer. For example,
temperature can be measured with a sensor known as a
thermistor, which is a ceramic material that exhibits a
change in electrical resistance in response to a change in
temperature. The output of this sensor is of no value
unless we can measure changes in electrical resistance.
By placing the thermistor in an electrical bridge circuit,
we can measure a voltage output that is related to the
resistance of the thermistor. Thus, the thermistor sensor,
together with its associated electrical circuitry, forms an
instrument that converts thermal energy into electrical
energy. We call this instrument a temperature transducer.

Some sensors also serve as transducers because they
convert energy directly (Figure 4.2). Examples include
silicon solar cells, which convert radiant light energy into
electrical current and thermocouples, which convert ther-
mal energy into electrical energy as voltage. However,
many sensors require additional electrical circuitry to
generate a measurable output signal.

CLASSIFICATION OF TRANSDUCERS

Transducers can be classified into two categories: active
and passive. Active transducers require some form of
external energy to generate output signal that can be
measured with a DAS. In other words, active sensors
must be activated. Examples of active transducers include

ENVIRONMENT
S Data
ensor isiti
e . acquisition » Enduse
system
transducer (DAS)

FIGURE 4.1 The process of making an environmental measurement
involves placing a sensor or transducer in the environment of interest,
connecting the transducer to a DAS, and then linking the resulting data
to some form of end use.



thermistors, resistive displacement transducers, and
variable capacitance humidity sensors. Active transducers
typically generate large output signals that are easier
to monitor with a DAS. Passive transducers generate
an output signal without an external energy source.
Examples of passive transducers include thermocouples,
thermopiles, silicon cell pyranometers (Figure 4.2),
and photovoltaic sensors. The simplicity and low cost of
these sensors are often offset because they generate
small output signals that require additional circuitry
such as a signal amplifier prior to measurement with the
DAS.

The output signal from a transducer can be in an analog
or digital format. Analog signals are continuous signals
that change in a way that is analogous to the change in the
measurand (signal that is being measured) (Figure 4.3).
In contrast, digital signals (Figure 4.4) have two discrete
states that can be described as ““on/oft,”” “‘yes/no,” or
“high/low.” Most physical and environmental variables
change in a continuous fashion; thus, the bulk of the
transducers generate analog output signals. These output
signals are electrical in nature and typically appear as
either a voltage (electrical potential) or current (flow of
electrical charge). Voltage output signals are classified as
alternating current (AC) or direct current (DC). AC
signal outputs oscillate in a periodic (often sinusoidal)
fashion about some mean voltage because the current in
the transducer circuit is alternating in direction. For DC
the transducer signal always moves in one direction. Most
transducers generate low-voltage DC outputs, which are
relatively simple to measure. Ohm’s law, which describes
the relationship between electrical potential energy and
the flow of current in a circuit, applies to most simple DC
circuits. Understanding the simple concept of Ohm’s law
can prove valuable when making measurements. A review
of Ohm’s law is provided in the next section.

Incoming
radiant energy
l Current I
Silicon cell - "
pyranometer

V=IR DAS

/ ‘
Resistor

R =100 Q

FIGURE 4.2 Electrical circuit consisting of a silicon cell pyranometer
and a 100-Q resistor. The pyranometer generates an electrical current
proportional to the radiant energy flux. A change in electrical potential
(V) results as the current flows through the resistor.
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Analog signal

Output signal

Time

FIGURE 4.3 Analog signals are continuous over time.

Digital signal

ON-H — — —

OFF — — —

Output signal

Time

FIGURE 4.4 Digital output signals fluctuate between two discrete
levels, such as ““on/oft” or “high/low.”

OHM’S Law

Ohm’s law states that the flow of electrical current (I
[amperes {A}]) in a circuit is proportional to the differ-
ence in electrical potential (V; volts[v]) in the circuit:

AV =R x1 (Eq. 4.1)
The constant of proportionality, R, is known as the resis-
tance and carries the units of ohms (). Figure 4.5 shows
a simple DC electrical circuit consisting of a 5-V battery
and a 100-Q) resistor. The arrow shows the direction of
current flow in the circuit. After some algebraic re-
arrangement of Equation 4-1, we can use Ohm’s law to
determine the current flow in the circuit:

I=AV/R
I=5V/1000Q (Eq. 4.2)
I=0.05A

What happens if we double the electrical potential in
the circuit to 10 V? The answer is simple; we double the
current in the circuit.

I=AV/R
I=10V/1000Q
I=010A

What happens if we double the resistance in the circuit to
200 Q2
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V: Electrical potential
5-volt battery

-+
)

I: Current

Wy

R: Resistance
100 Q

FIGURE 4.5 Simple electrical circuit consisting of a 5-V battery and a
100-€Q resistor. Ohm’s law is used to compute the electrical current (1),
which flows from high (+) to low (—) potential.

I=AV/R
I=5V/2000Q
1=0.025A

In this case, the current of the original circuit is reduced
by half.

Ohm’s law can help us understand how some very
common transducers work. For example, many common
sensing elements exhibit a change in electrical resistance
in response to a change in measurand. When these resis-
tive sensing elements are properly placed in simple DC
circuits, changes in the measurand will alter the resis-
tance, current flow, and electrical potential in the
circuit.

Figure 4.6 shows a simple electrical circuit containing a
4-V battery and two resistors. One resistor has a constant
resistance of 10,000 €2, whereas the second resistor con-
sists of a thermistor that is a piece of ceramic material that

4 -volt battery

;Q+

I: Current
—_—

Thermistor
Ry is variable
R; = 10,000 Q

>
Measure
voltage
Vi

DAS

FIGURE 4.6 Simple electrical circuit consisting of a 4-V battery, a
10, 000-Q fixed resistor, and a variable resistor known as a thermistor.
Changes in temperature change total circuit resistance, which alters
current flow and the voltage drops across both resistors. Ohm’s law is
used to compute the current flow in the circuit and the resulting voltage
drops across both resistors.

data showing how the resistance of the thermistor
changes with temperature. Ohm’s law can be used to
determine the current flow in the circuit and the
change in voltage that develops across each resistor as
the current flows through the circuit. For current flow
to be determined, the total circuit resistance must be
calculated. This is obtained by the sum of the fixed resis-
tor, Ry, and the variable thermistor, R,. Thus, for a tem-
perature of 0° C, Ryand R, equal 10,000 and 9800 (2,
respectively.

I=AV/(Ry + Ry)

exhibits a repeatable change in resistance with tempera- 1=4V/(10,000Q + 9800 Q) (Eq. 4.3)
ture. The first and second columns of Table 4-2 provide 1=0.000202 A =0.202 mA
TABLE 4.2
Example Calculations of the Current Flow and Voltage Values in the Simple Thermistor Circuit (Figure 4.5) at Various Temperatures
Thermistor Resis- Fixed Resistance Circuit Current Voltage Across Ry Voltage Across R,

Temperature (°C) tance (R;) (Ohms) (Ry) (Ohms) (mA) (Volts) (Volts)

0 9800 10,000 0.202 2.02 1.98

5 7600 10,000 0.227 2.27 1.73
10 5900 10,000 0.252 2.52 1.48
15 4700 10,000 0.272 2.72 1.28
20 3750 10,000 0.291 291 1.09
25 3000 10,000 0.308 3.08 0.92

Column 2 provides the resistance of the thermistor element at the temperatures presented in Column 1.



Note that the current flow is quite small. In this
case milliamperes (mA) rather than amperes are the
preferred unit for current (1mA = 0.001 A). Once
the flow of current is known, one can solve for the
voltage drop across each resistance in the circuit. Again,
with Ohm’s law, the voltage drop across the fixed
resistor is:

AV =1xR

AV = 0.202 mA % 10,000 Q
AV = 0.000202 A % 10,000 Q
AV =2.02V

(Eq. 4.4)

And the voltage drop across the thermistor is:

AV =1xR
AV = 0.000202 A 9800 Q)
AV =198V

The fourth, fifth, and sixth columns of Table 4.2 show the
results of similar current flow and voltage drop computa-
tions for the other temperatures listed in the table. Note
how a change in temperature of the thermistor element
causes a change in current flow, which in turn causes a
change in the voltage drop across both the fixed and
thermistor resistance elements. Operationally, tempera-
ture is measured by attaching one side of the lead wires
across the fixed resistor and the other side of the leads to
the input terminals of a DAS system, preconfigured to
accept a DC input signal of 0-4V. Figure 4.7 shows
graphically how the output signal of the thermistor circuit
would vary with temperature. Note that we chose to
connect the DAS across the fixed resistor (sometimes
referred to as the pick off resistor) because the voltage
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FIGURE 4.7 Voltage output of the thermistor circuit in Figure 4.5 as
a function of temperature.
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increases with temperature. In contrast, the voltage
drop across the thermistor decreases with increases in
temperature.

TRANSDUCER SPECIFICATIONS

Manufacturers subject transducers to a series of tests
to calibrate the transducer and to assess transducer per-
formance under various conditions. The results of
these tests are summarized in a document referred
to as a specification sheet, or spec sheet for short. An
understanding of information contained on the spec
sheet can greatly improve the chances of making
proper measurements. A complete review of the infor-
mation listed in the spec sheet is beyond the scope of
this chapter; however, we review some of the important
information commonly found on spec sheets later in the
chapter.

Transducer specifications generally fall into three cat-
egories: static, dynamic, and environmental. Important
static specifications include accuracy, precision, resolution
and sensitivity (described in Chapter 2), linearity, and
hysteresis. Each of these concepts, applied to transducers,
is described in more detail in Box 4.1.

SELECTING MEASUREMENT TRANSDUCERS

The decision of which transducer to select will depend on
a number of factors described in Box 4.1 including (1)
required accuracy, resolution, and precision of the mea-
surements, (2) environmental conditions, (3) the DAS
used to monitor the transducers (Box 4.2), and (4) the
cost of the transducer. The first step is to determine the
required accuracy, resolution, and precision of the pro-
posed measurement because higher accuracy, precision,
and resolution typically result in increased cost. If the goal
is to measure temperature with an accuracy of 0.5° C, it
would be wasteful to purchase a more expensive trans-
ducer that is accurate to within 0.01° C. The next step is
to determine the environment where the transducer will
be located. Environmental conditions that can have an
affect on the measurement of transducers, such as tem-
perature, humidity, vibration, and contamination should
be assessed, and a transducer selected that can withstand
the environment. A review of the transducer environmen-
tal specifications can assist with questions pertaining to
environmental tolerance.

Some transducers may need to be plugged into a con-
ventional, high-voltage power source (e.g., 120 or 240V
AC) to function correctly. Ifa transducer is to be placed in
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BOX 4.1 Transducer Specifications

Static Specifications. Static characteristics relate to
transducer performance when the sensor is operating
in a steady state situation (measurand is not changing).

Accuracy is defined as the difference between the
measured value and true value of a parameter and is
generally presented as the maximum error one can
expect in the measurement. Accuracy is commonly
expressed as a percentage of the full scale output
(highest output) of the transducer. For example, if one
obtains a temperature transducer with a rated accuracy
of 1% of the full scale output and the full scale output
of the transducer is 50° C, then the transducer should
measure temperature to within 0.5° C (1% of 50° C)
(see also Chapter 2).

Precision is defined as the variation in transducer
output when the measured values are repeated. A high-
precision instrument generates a small variation in
output when a static measurand is repeatedly
measured, whereas a low-precision instrument
generates larger variations in output under the same
circumstances. Precision is often confused with
accuracy, but the two parameters are distinctly
different (see also Chapter 2). Precision refers only to
the spread or variation of instrument outputs and does
not indicate whether the readings are correct
(accurate).

Resolution is defined as the smallest change in the
measurand that can be detected by the transducer.
Resolution may be presented either as an absolute
value (e.g., 0.1° C) or a percentage of full-scale
reading. Again, with our temperature transducer
with a full scale output of 50° C, a resolution of 1%
would mean the smallest change that a transducer can
detect is 1% of 50° C or 0.5° C (sce also Chapter 2).

Sensitivity is defined as the change in transducer
output that occurs in response to a given change in the
measurand. For example, the sensitivity of a copper-
constantan thermocouple is ~40 wV /°C when used to
measure temperatures in the ambient range (see also
Chapter 2).

Linearity. It is desirable to have a sensor generate a
linear output in response to changes in the measurand
(Figure 4.8). Most transducers are engineered to
provide a linear response to changes in the measurand,
but all deviate slightly from this desired linearity. This
deviation is commonly presented as a percentage of full
scale value. Suppose for a temperature transducer the
maximum deviation from expected linear output is
0.2° C and the full-scale output is 50° C. The

linearity would therefore be computed as follows:
(100%*[0.2° C/ 50° C]), which is equal to 0.4% of
the full-scale value.

Hiysteresis is defined as the difference in output
values corresponding to the same measurand
depending on whether the measurand is increasing or
decreasing. Figure 4.9 provides a graphical
representation of hysteresis. The dashed curve in
Figure 4.10 shows transducer output as the measurand
is increased and then decreased over the operating
range of the transducer. The maximum difference in
output resulting from hysteresis is generally expressed
as a percentage of full scale value.

Dynamic specifications pertain to sensor
performance when the measurand is changing
(not at steady state). These are two dynamic
specifications most commonly encountered on a
spec sheet.

Response time is defined as the time required for a
sensor to fully respond to a step change in the
measurand and is generally presented as the time
required for transducer output to attain 95%-98% of
imposed change in measurand.

Time constant is the time required for the sensor
output to equal 63.2% (1-[1/e]) of the imposed
change. Often this value is reported in lieu of response
time (see Figure 4.10).

Environmental specifications relate to
performance of a transducer when subjected to harsh
and difficult environments. The environmental
specifications are designed to assist the user in
determining whether a particular transducer will work
for a particular measurement task. A discussion of four
of the more important environmental specifications—
temperature, humidity, pressure, and vibration—
follows.

Temperature. The impact of temperature on
transducer performance may be expressed in several
ways. A common temperature specification is the
operating range, which is defined as the range of
temperatures over which the transducer will perform.
For example, the listed operating range may be from
—40° C to +50° C. However, even within the
operating range, the transducer may exhibit errors
because of temperature changes. Temperature errors
may be expressed as a percentage of full scale value per
degree or as a bias or change in sensitivity per degree.

Humidity. Like temperature, it is common to have
a humidity operating range for a transducer. If a
transducer will be placed outdoors or in a saturated
indoor environment, it is especially important to note
whether the sensor can tolerate a condensing



BOX 4.1 (Continued)

environment. Normally, humidity specifications will
include both an operating range and the label
“condensing’ or “‘noncondensing’ to indicate
whether the sensor is designed to withstand liquid
water that results in a saturated environment. For
example, a humidity specification might be
presented as ““0-95% relative humidity,
noncondensing.”

Pressure may have an impact on sensor
performance, especially if transducers are to be
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FIGURE 4.8  All transducers exhibit some deviation from the ideal or
expected linear response. The linearity specification is reported as the
maximum deviation from linearity expressed as a percent of full scale
output.
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FIGURE 4.9 Hysteresis results when output values differ depending
on whether the measurand is increasing or decreasing. The hysteresis
specification is reported as the maximum deviation cause by hysteresis
expressed as a percent of full scale output.

a remote environment with limited power supplies, then
transducers with low power requirements should be
selected. For example, if the spec sheet lists 5-V DC and
a maximum current draw of 5 mA, the transducer power
requirement ( P) is:
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submerged in water or installed in low-pressure
environments such as at high elevation or high
altitude. A common pressure specification would be
the ambient pressure error, which is defined as the
maximum change in output resulting from a change in
ambient pressure.

Vibration may have a serious impact on transducer
performance on aircraft, vehicles, and machinery.
Vibration specifications generally indicate the
amplitude and frequency of vibration that can be
tolerated or the error resulting from the application of
a vibration to the transducer.

0F+——7p — — — — — — 7 Initial value (V1)

ge = 63.2% of (Vo — V)

Temperature (°C)
N
o
|

Final value (V;)

Time
where t = time reauired = time constant

FIGURE 4.10 The time constant is a measure of how quickly a
transducer responds to a step change in the measurand. In this example,
temperature is changed in a stepwise fashion from 50° C to 25° C. The
time required for transducer output to attain 1/(1—[1/¢]) of the re-
quired temperature change is defined as the time constant.

P =5V«%0.005A =0.025W" =25mW (Eq.4.5)

THE DATA ACQUISITION SYSTEM

The DAS occupies the second block of the general dia-
gram depicting the measurement process (see Figure
4.1). For many years, outputs from environmental moni-
toring transducers were monitored with analog chart
recorders that provided a continuous record of the pa-
rameters in question. Today, the chart recorders and the
tedious process of data extraction and analysis through
human interaction are obsolete, thanks to the rapid

“Note: Electrical power is usually measured in watts (W) (W = V*A) or
milliwatts (mW).
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BOX 4.2 Transducer Compatibility with the Data
Acquisition System

Transducer compatibility with the DAS is an
essential aspect of the transducer selection process.
Important questions to consider when assessing the
compatibility of transducer and DAS include the
following;:

1. Can the DAS accept the output signal from the
transducer? For example, a transducer that generates
an output signal that ranges from 0- to 12-V DC
would not be directly compatible with a DAS that
accepts signals ranging from 0- to 5-V DC. The output
signal would cause an over range condition with the
DAS. Additional circuitry (e.g., a voltage divider
circuit) would need to be added to the transducer
before the signal could be directed to the DAS. It is
generally advisable to obtain transducers that are

development of microprocessors and digital computers.
Modern digital DASs can monitor and process the output
of multiple environmental transducers with an accuracy
and speed unimagined just a few decades ago and are now
integral to environmental monitoring.

SIGNAL CONDITIONING

The first functional component of a DAS is the signal
conditioning unit (Figure 4.11). The primary role of the
signal conditioning unit is to modify the output signal
from transducers so the signal matches the required input
characteristics of the DAS. Examples of modification in-
clude amplifying small magnitude signals from low-
output devices, such as thermocouples and piezoelectric
devices, and filtering to remove unwanted components or

compatible with the DAS with little and preferably no
modification.

2. Does the transducer require some form of
activation signal, and can the DAS provide it? Often,
these activation signals come in the form of simple
low-voltage AC or DC excitations. For example, if the
transducer requires a 12-V DC activation signal and
the DAS is capable of providing DC activation signals
in the 0- to 5-V range, the transducer and DAS are not
compatible.

3. Can the DAS be configured to make the
required measurement with the required resolution
and at the proper frequency? Two features of DAS that
can limit the ability to effectively make a measurement
include the sampling rate of the DAS and the
resolution of the analog-to-digital converters. Both of
these factors are discussed in detail in the next section
of this chapter.

noise in the transducer output signal. As indicated earlier,
active transducers require some form of power or excita-
tion to function correctly. The signal conditioning unit
also includes the circuitry required to generate these ne-
cessary activation signals.

ANALOG TO DIGITAL CONVERSION

Once the output from a transducer has been properly
conditioned, the signal is directed to the analog to digital
converter (ADC), which converts analog signals into
digital (base 2) format necessary for processing. In digital
or base 2 format, our normal base 10 numbers occur as a
sequence of ““1s”” and ““0s.” An important characteristic
of ADC process is the converter resolution that is ex-
pressed as a number of bits. The bit value of an ADC

Digital
counters

Transducer
output
signals
-
DAS
Signal Data Data
conditioning rocessing storage [ | transmission

FIGURE 4.11 Block diagram showing the basics components of a data acquisition system (DAS). ADC, Analog to digital converter.



represents the length of the binary output value that
emerges from the ADC. Common ADC resolutions are
8 and 12 bits. Essentially, the ADC divides the maximum
range of the analog input into 2" bits, where n is the
resolution in bits. The size of each bin or segment repre-
sents the resolution of the ADC or, in other words, the
smallest change in input signal that will be detected by
the converter. Consider the example of an analog input
signal with a range of 0-5V being processed with 8-bit
ADC. The ADC divides the 5-V range into 2% or 256
segments with each segment equal to 5V/256 =
0.195V. Thus, the ADC can only detect changes in the
input signal that equal or exceed 0.195 V. In comparison,
a 12-bit ADC converter would divide the 5-V range into
2'2 or 4096 segments, which would increase resolution
to 5V /4096 or 0.00122 V. Clearly, the 12-bit ADC has a
much higher resolution than the 8-bit ADC. Cost be-
comes a factor in selecting an ADC because price in-
creases as the resolution increases. The time required for
ADC processing represents a second factor. The process
of converting analog signals to digital format involves
comparing the input signal with known signals generated
internally by the ADC (see references for more details).
Higher ADC resolution requires more comparisons and
thus a longer processing period. If the sampling rate or
frequency of data acquisition exceeds the ADC process-
ing time, sample points will be lost.

DiGcrraL COUNTERS

Intermittent on/oft signals, for example a magnet placed
on a rotating shaft, can trigger a switch each time the shaft
rotates. The number of switch closures recorded over a
set time interval would measure the rotation rate of the
shaft. The signal of interest—the closure of the switch—is
clearly a digital output; however, the number of switch
closures over time is the measurement of interest. Many
digital DAS systems can count digital inputs ranging from
switch closures to voltage outputs that change between
two discrete ““digital’” levels. These digital counters, like
ADC, are rated based on the bit size (n) of the maximum
base 2 number they can accommodate (2").

TYPES OF DATA ACQUISITION
SYSTEMS

There are two types of DASs: turnkey or general purpose.
Turnkey DASs are designed to monitor the output of a
specific transducer and typically are provided by the
manufacturer of the transducers. Turnkey systems are
generally easier to use because they are designed to inter-
face with a specific set of transducers. Often, turnkey
DAS:s are designed to be “plug and play’” devices, mean-
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ing the user simply connects the transducer and then
configures the DAS using software designed for the
DAS /transducer combination. Common weaknesses of
turnkey systems include (1) their lack of compatibility
with transducers from other manufacturers; (2) limited
DAS flexibility, which can limit the types of measure-
ments one can make; and (3) future compatibility with
new transducers.

The general-purpose DAS oftfers much more flexibility
because it can be configured to handle nearly any mea-
surement, including analog and digital inputs, voltages,
and currents. However, the general-purpose DAS is usu-
ally more difficult to use because the user must under-
stand more about the transducer, its output signal, and
the connection and interface of the transducer to the
DAS. General-purpose DASs come in three general
forms: (1) stand alone data loggers; (2) modular com-
ponent systems that must be assembled to create a DAS;
and (3) simple computer boards. Stand-alone data
loggers are typically portable, low-power DASs that op-
erate off standard AC power and batteries. Modular com-
ponent systems allow the user to customize the DAS to fit
specific needs. One selects key components, including the
signal conditioning units, ADC, processing modules,
storage devices, and output interfaces. The obvious ad-
vantage of a modular DAS is that the system can be
changed or expanded by simply changing components.
Modular systems do require considerable knowledge/
experience with instruments and DAS equipment,
which may be a disadvantage to the novice user.

The most common DAS today is one that uses a desk
or laptop computer in combination with a plug-in com-
puter DAS board. The DAS is created by installing the
DAS board in a computer card slot and then loading
attendant DAS software onto the computer hard drive.
The software allows the user to program the DAS board
to make specific measurements at particular intervals and
store the resulting values on various output devices (disks,
magnetic tape, or CD-ROM). DAS boards are available
for most measurement needs and often the costs of the
board and personal computer (PC) together are much
lower than a stand-alone or modular DAS. However,
DAS board-PC combinations are usually not rugged
enough for continuous field use.

SELECTING A DATA ACQUISITION SYSTEM

A number of factors influence the selection of a DAS.
Compatibility of the DAS with measurement
and transducer. It is important from the outset to
identify the required accuracy, resolution, and frequency
of the intended measurement, and make sure that the
DAS is compatible and correctly configured to produce
a correct measurement. For example, suppose you have a
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temperature transducer that operates over the range from
0 to 50° C with stated accuracy of 0.1% of full-scale
output and sensitivity of 0.2 V/°C. The accuracy of the
transducer is 0.1% of 50° C or 0.05° C. With a stated
sensitivity of 0.2 V/° C, the DAS system must be able to
resolve sensor output voltages of 0.01V (0.05° C *
0.2V/°C = 0.01V) to obtain the full benefit of trans-
ducer accuracy. If for example, the ADC of the DAS has
8-bit resolution over the 0- to 10-V output range of the
transducer, the DAS will be able to resolve changes in
transducer voltage equal to 10V/2% = 10V /256 =
0.039 V. In this situation, the resolution of the DAS limits
the accuracy of the measured temperatures to 0.195° C
(0.039V,/0.2V/°C). For the obtainment of temperature
measurements with sufficient resolution to fully realize
the rated accuracy of the temperature transducer, the
DAS would need to have a 12-bit ADC. A 12-bit ADC
would resolve changes in voltage equal to 10V,/2'? =
10V/4096 = 0.002V, which is less than the 0.01V
change associated with the rated accuracy of the trans-
ducer. This example shows that the accuracy of a given
measurement is limited by the component of the mea-
surement process that is most limiting.

Modern DASs do not continuously monitor analog
signals, but rather make a series of discrete measurements
over time. The desired objective is to be able to faithfully
recreate the actual analog signal from these discrete mea-
surements. Problems develop when the sampling rate is
similar to the signal frequency change, resulting in data
aliasing. When aliasing occurs, the recreated signal
from the DAS contains false, low frequency oscillations
(Fig. 4.12). Data aliasing can be overcome if the DAS
sampling rate is at or above the Nyquist Frequency, which
is defined as equal to two times the highest frequency
fluctuation in the output signal.

Measurement environment. The DAS must be com-
patible with the measurement environment. Harsh envi-
ronments (extreme temperatures, vibration, saturated
conditions) require specialized transducers and DASs
designed for extreme conditions. All DASs come with
environmental specifications that should be reviewed
to ensure the equipment can withstand the measurement
environment. The DAS equipment should be in weather-
tight boxes and may require desiccants to regulate
humidity. Inadequate power is a common cause of
failed data acquisition. Transducers and DASs that use
minimal power or can operate off low voltage battery
power are advantageous when making measurements
in remote areas away from conventional sources of elec-
trical power. Solar panels and rechargeable batteries
are commonly used to supply power in remote environ-
ments and must be engineered to handle the extremes of
temperature and available solar energy (e.g., winter vs.
summer).

On-site data processing. Data that emerge from the
ADC and the digital counters in digital format are subse-
quently processed. The processing section typically uses a
microprocessor that is controlled through some form of
programming. It also has an affiliated memory area that is
used to store so-called intermediate data, which are data
awaiting processing or the results of intermediate calcula-
tions. For example, if a DAS is sampling an analog signal
every minute and is programmed to compute an average
value of the signal every 15 minutes, processing memory
might be used to store a running sum of the sampled
analog signals until the required 15 minute averaging
time is reached. The next space saving step may be to
erase the 15 data points acquired and store only the
average 15-minute value. On-site processing is especially
important if the intended measurements are to be used in
real-time to generate a warning or control a process.
Other positive aspects of on-site processing include re-
duced costs associated with transfer, reduction and stor-
age of data. The negative side of storing and transferring
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FIGURE 4.12 The sampling rate of the DAS can have an effect on the
quality of the resulting measurements. For a periodic signal to be prop-
erly recreated from a transducer, the DAS must sample at a frequency
equal to 2 or more times the frequency of the signal. A sinusoidal analog
output signal is presented in the top figure. This signal is recreated from
data collected by a DAS set to sample the signal at 6 times (middle graph)
and 0.8 times (bottom graph) the frequency of the signal. The original
signal can be recreated with considerable accuracy at the high sampling
rate. At the low sampling rate, aliasing occurs whereby the recreated
signal contains a low frequency variation that does not resemble the
original output signal.



only processed data is discussed in the ‘“‘Data Storage
Considerations’” section.

DATA STORAGE AND RETRIEVAL

A DAS must provide adequate on-site data storage to
avoid loss of data. On-site storage serves as a temporary
repository for data collected between retrieval events.
Both internal memory and peripheral devices such as
disk or CD-ROM drives can serve as on-site storage. An
external interface can be used transfer the data. This can
be internal memory, any number of internal or external
data storage devices such as tape drives, external memory
modules, floppy and hard disks, or CD-ROMs. The size
of the on-site storage depends on the amount of data
acquired and the frequency with which data are removed
from the system. It is therefore important to properly
estimate the expected data load when selecting a DAS.
If data are to be stored on-site for extended periods
(e.g., remote location), then it is important that the
DAS have an abundance of memory for data storage.
So-called nonvolatile memory is recommended because
this memory does not depend on the DAS power supply
to provide power to the memory. Nonvolatile memory
has its own power supply in the form of a battery.
Retrieval of data from DASs can proceed through
direct hardwire links to a computer, telephone connec-
tions (both land lines and cellular telephones), and radio
frequency (RF) links. Direct hardwire links are common
when the DAS and computer system are located in prox-
imity to one another. Telephone or RF links can be used
to retrieve data from remote areas. Each type of data
retrieval will require special communication equipment
and software. For example, data retrieval by telephone
will require the use of a modem, whereas a transceiver
will be required to transfer data via RF links. With tele-
phone networks and RF links, it is important to deter-
mine (1) if service is available at both end of the proposed
transmission path, (2) the rate at which data may be
transferred, and (3) the cost of using the service. Tele-
phone service (both cellular and land lines) may prove
limiting in remote areas. The establishment of a line of
sight path between the DAS and the RF network is re-
quired when using RF for data transfer. Use of land-based
RF may require the installation of signal repeaters to
connect the DAS to the RF network. In very remote
areas, satellite-based RF systems may be the only available
means of communicating with DAS equipment. The rate
of data transmission must match or exceed the rate of data
collection to avoid loss of data. Some DASs will simply
“write over” existing data if on-site data storage reaches
its capacity. Other DASs may terminate data collection
when on-site storage is exhausted. On-site storage cap-
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acity should be sufficient to handle periods when the
communication link is inoperable.

DATA MANAGEMENT AND QUALITY
CONTROL

DAS:s are excellent tools for automating data collection,
but eventually the researcher must evaluate and process
the data. Novice users often naively expect the data to be
ready to use and to be completely accurate. This section
discusses the steps needed to develop a usable data set.

There are three major aspects to processing research
data. For the purposes of this chapter we call these aspects
(1) management, (2) quality evaluation, and (3) analysis.
Management involves manipulating the acquired data to
transform it into a more workable form and then storing
the results. Examples include reorganization of the data
stream into a more convenient format, conversion of the
data with calibration equations, and data storage. The
next step, quality evaluation, involves inspecting the qual-
ity /reliability of the entire data set and is often neglected
with large data sets because it tends to be time and labor
intensive. Analysis is the final stage whereby the data are
analyzed and evaluated with regard to the objectives of
the monitoring program. The first two aspects of data
processing are discussed from the viewpoint of working
with the large data sets that commonly occur with auto-
mated data acquisition. Data analysis is not discussed in
this chapter.

TEXT VERSUS BINARY FILES

Data acquisition systems generate files full of informa-
tion, but the information is often in a proprietary format.
A discussion of computer file formats may be helpful in
understanding some of the implications of working with a
variety of file formats.

TEXT FILES

Most of the information found in a user’s computer file
is “text,”” which can be very loosely thought of as the
characters available from standard keys on a keyboard.
Note that by this definition, text includes numbers and
punctuation marks. Text files have a minimum of special
embedded codes, including characters such as a carriage
return, line feed (both are needed to indicate the end of
a line), and an end of file marker. When a user looks at
the information in a text file, there will be no special
formatting such as bolding, equations, and graphics avail-
able in the file. These unformatted files are simple enough
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that most programs can read them because they use
a system called the American Standard Code for Infor-
mation Interchange (ASCII, pronounced ‘‘as-key””) to
represent text. Text files are sometimes referred to as
ASCII files and often have a .TXT or .DAT file extension
(Sidebar 1).

BINARY FILES

There is another type of file, commonly referred to as
binary, that can be thought of as a “‘coded” file. These
files, which include spreadsheets and word processing
documents, include numerous embedded codes to ease
formatting, math operations, etc. Embedded codes can
be thought of as secret instructions for the program so
that it remembers necessary steps. Binary files often in-
clude special instructions at the top of the file that contain
information about what software created the file or for
what printer it is formatted. These codes are usually spe-
cific to the computer program that created the file. For
instance, a spreadsheet will save information to a file that
can be read only by that same program, unless another
program has a special decoder ability to convert the file to
its own format. As an example, WordPerfect has to con-
vert a Word document to the WordPerfect format before
the user can see the file contents.

DATA IMPORT AND EXPORT

Modern spreadsheets are able to read a text file
directly by opening the file in the same manner that
other spreadsheet files would be opened. Ideally, the

SIDEBAR 1 More about ASCII files. The
American Standard Code for Information
Interchange is a standard code that was
established to provide compatibility between
various types of data processing equipment
and has become a common code for
microcomputers. The standard ASCII
character set consists of 128 decimal numbers
ranging from 0 to 127, each of which is
assigned to a particular letter, number,
punctuation mark or the most common special
characters (such as %). The extended ASCII
character set ranges from 128 to 255,
representing additional math, graphic and
foreign characters. There is a lot to learn about
ASCII files, but from the data processing
point of view, the important concept is that
ASCII code can be considered the lingua
franca code. All software should be able to read
ASCII (text) files correctly.

first cell (Al) in the spreadsheet would hold the first
data value, the second cell (B1) would be the second
data value, for example. However, the spreadsheet pro-
gram may read in the data as text (where letters and
numbers are treated the same), rather than numbers,
and store it all in a column format (Figure 4.13). Fortu-
nately, there is an easy solution. Most programs have
standardized their terminology and refer to importing
and exporting data. Importing data means the program

A
124,186,100 ,6,25.18,26.23,2.295 0,0,30.85 29.56,1.585,1.148,163.8,42.56,2.602,.903,12.41

124,186,200 6 ,24.88,27 63 ,2.278 0,0 30.03,29.62 2.007 1,687 ,173.7 32.35 3.08,.868 12.48

124,186,300 6,24.42 26.06 2.264 0,0.29.34 29.74 2 611 2.455,181.5,19.79.4.118, 796,12.46
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FIGURE 4.13 Examples of how text data is read into a spreadsheet. A, Results of opening a text file as if it were a spreadsheet file. All information is
treated as text and is stored in the first column. B, Results of importing a text file. Each number is placed in a single cell, allowing the data to be further

manipulated by the user.



can decode files in formats that are different from its own
proprietary format. Exporting data means the program
can convert its data format to a specific list of formats
that are used by other programs. Almost all software
programs can import and export ASCII (text) files,
although a considerable amount of formatting informa-
tion such as equations or bolding may be lost in the
process of exporting to ASCII. This feature is useful
when moving data from one software program to another
(e.g., exporting data from a spreadsheet to a statistics
program).

TEXT FILE FORMATS

Downloaded data can be in a variety of formats, which
refer to the way the individual data points are stored in the
file. Some common examples are comma delimited
(Fig. 4.14), tab delimited, and space delimited. Comma
delimited text is usually the easiest format to import into
spreadsheets and databases because there is no ambiguity
about where each ““‘column” of data begins and ends.
The easiest file formats to read use either space or tab
delimiters, particularly when the delimiters are used to
line up the data in columns. Space-delimited data appear
to be unambiguous but can cause problems when
importing if the number of digits for numbers in a given
column changes within the file. The reason is that the
program reading the data file often decides on where
the data column starts and ends, by looking at the first
line or two of data. Errors may occur if data columns in
later lines do not line up precisely with the columns in the
first few lines. Tab delimited data eliminates that prob-
lem, but in practice, some software does not work well
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with tabs, again leading to errors. Some programs are
more versatile than other programs with respect to
importing data, but typically have quirks, such as inter-
preting tabs incorrectly.

DATA MANAGEMENT

The first step in data processing is usually to rearrange the
data set because most files from DASs have extra infor-
mation or are in a format that is difficult for the average
user to read. Figure 4.14 shows an example data set that is
difficult to read because of the comma-delimited format.
The data set includes information that probably does not
need to be included in the final data storage file, such as
the DAS program code and the battery voltage. The DAS
program code indicates the type of data being recorded.
In this example, 124 indicates hourly data, and the 202
on the final line indicates daily (24-hour) values. These
program codes can be useful while manipulating the data
into the final format but do not need to be retained in the
final storage file.

COMPLEX DATA SETS

A challenge in working with DASs is that data sets
can be extremely complicated, with multiple lines of
data for one period. Often data acquisition devices give
the user a minimum of control over the format of stored
data. Consider Figure 4.15, which shows a subset of
data for approximately 150 sensors. Note that the DAS
has split the data for one time period into multiple data
lines, resulting in 62 records for one sampling period.

124,186,100,6,25.18,28.23,2.298,0,0,30.85,29.56,1.585,1.148,163.8,42.56,2.602,.903,12.41
124,186,200,6,24.88,27.63,2.278,0,0,30.03,29.62,2.007,1.687,173.7,32.35,3.08,.868,12.48
124,186,300,6,24.42,26.05,2.264,0,0,29.34,29.74,2.611,2.455,181.5,19.79,4.118,.796,12.46
124,186,400,6,23.61,27.26,2.122,0,0,28.58,29.65,2.507,2.423,161.9,14.81,3.4,.793,12.45
124,186,500,6,21.77,35.99,1.672,0,0,27.92,29.61,1.85,1.331,167.6,42.89,3.08,.936,12.44

124,186,2300,6,25.62,24.59,2.491,0,0,32.15,29.26,1.626, 1.311,171.5,35.67,3.24,.801,12.51
124,187,0,6,24.09,27.96,2.164,0,0,31.15,29.36,1.538,1.472,181.3,16.83,2.761,.837,12.48
202,187,0,39.87,20.56,30.87,43.99,5.253,19.1,3.98,32.12,0,39.23,27.23,32.87,30,28.94,29.44,2.335,

1.025,226.6,60.67,6.193,13.56,12.41,12.67,1.198,.378,.746

Data columns for hourly data (lines beginning with 124 are, from left to right, data logger program code,

day of year, hour, station location number, air temperature, relative humidity, vapor pressure deficit,

solar radiation, precipitation, 2-inch soil temperature, 4-inch soil temperature, average wind speed, wind vector
magnitude, wind vector direction, wind direction standard deviation, maximum wind speed, actual vapor

pressure, and battery voltage.

FIGURE4.14 Sample of one day’s data downloaded from a DAS. Data columns (lines beginning with 124), from left to right, are DAS program code,
day of year, hour, station location number, air temperature, etc., and ending with battery voltage. The final line (beginning with 202) holds 24-hour
means, maximums, and minimums for a variety of sensors. Note that some values, such as wind direction standard deviation, are calculated by the DAS

before the data are downloaded.
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110,1997,121,1200
112,13.78

117,32.25,30.75,30.15,30.66,29.85,26.97,36.77,31.41,30.42,29.98,26.71
124,24.114,-3.0603,2.7285,2.3373,2.4265,2.476,2.4958,2.5255,2.5503,2.5404,2.5998,2.58
126,24.517,-1.8768,3.0752,2.6938,2.5998,2.5205,2.4859,2.4512,2.4512,2.4165,2.3967,2.4215
128,24.517,-1.5103,1.0449,1.1885,1.3172,1.3568,1.3767,1.4311,1.4559,1.4856,1.4559,1.5302
130,25.092,-.3714,.80222,.03467,.07429,.1139,.11886,.13371,.1139,.13866,.15351,.12876
132,25.385,-.91611,2.0352,1.956,1.9411,1.9164,1.9263,1.8569,1.9065,1.9114,1.8768,1.8768
137,24.933,-.83191,2.6739,.41101,.36644,.34663,.29216,.30207,.2773,.27236,.28721,.24761
139,25.581,-99999,-99999,-99999,-99999,-99999,-99999,-99999,-99999,-99999,-99999,-99999
141,24.444.-.03466,2.4462,.17826,.08913,.07923,.05447,.02971,.04457,.02971,.00495,.04952
143,25.263,-1.0746,.79724,.2377,.24264,.23274,.22779,.23276,.20302,.22284,.21293,.24762
145,25.178,-.49023,1.2478,.72297,.62889,.55461,.51004,.51994,.48528,.45062,.41596,.45062
150,25.643,-1.842,1.8817,1.3023,1.3617,1.4014,1.3915,1.4063,1.4558,1.4509,1.441,1.4212
152,25.399,-.91607,3.1246,1.1438,.90122,.75267,.64869,.59422,.55956,.5249,.50509,.47043
154,25.155,-1.2627,1.3667,1.2577,1.2528,1.2528,1.2577,1.2627,1.2676,1.2429,1.2676,1.2379

158,3.4158,4.987,-2.4442

315,3.7308,1.1911,5.8627,1.1249,5.7587,2.1236,5.2429,3.8312,2.2362,5.5967,-99999,6.1382,4.2879,1.7812,-99999,6.269

326,32.428,31.012,22.216,22.993,24.826
326,32.428,31.012,22.696,24.011,25.571
326,32.428,31.012,22.721,23.653,24.972
326,32.428,31.012,23.227,24.253,25.744
326,32.428,31.012,23.569,24.475,25.809

Continues for another 39 lines for just one sampling period.

FIGURE 4.15 Part ofa complex data set from a research project involving over 150 sensors and holding 62 lines of data for each sampling period. The
first number on each line is the data logger table number, indicating the type of data. Note the —99999s on line 10 indicating sensor failure.

Some lines of data hold multiple data points and calcu-
lated values for one sensor, whereas other lines hold
data for multiple sensors on one line. This complicates
cleaning up the data stream for later use. It may be
advantageous to split such a complicated data set into
multiple tables or spreadsheets, depending on the soft-
ware used to store the data and on the researchers needs.
For example, the data from Figure 4.15 was separated
into three data groups, which eased data analysis and
storage problems unique to this project. Information
was grouped by location and measurement type. Deci-
sions on how to store data should be based on making the
final data files easier to work with and also on ease of
understanding.

SOFTWARE CHOICES FOR MANIPULATING
DATA

The most common software choices for rearranging
or cleaning up data sets include a spreadsheet, a database,
or a programming language such as BASIC and Java.
There are advantages and disadvantages to each choice,
although the usual practice for beginners is to use
what they already know, which typically is a spreadsheet
program.

Spreadsheets generally have three functions: (1) work-
sheets, which allow the user to enter, calculate, and
store data, (2) graphics, and (3) database techniques
that allow the user to sort data, search for specific data,

and select data that meet certain criteria. Spreadsheets
are easy to learn, powerful in scope, and may be the
only software tool needed to manage data for some pro-
jects. However, they are restricted as to how many
data points they can handle at one time, which is poten-
tially a fatal limitation for large data sets. It can also be
difficult and time-consuming to sort through a large
spreadsheet to find the one data record needed. Con-
versely, calculations are stored with the data set, so there
is an automatic record of how values were computed.
Spreadsheet data can be manipulated with macros
(Sidebar 2) for repetitive work. For example, the data in
Figure 4.14 is fairly simple in organization, with 24
records of hourly data and 1 record of 24-hour summary
data. This data pattern would then be repeated for each
day of data. In this case the hourly data might be in one
worksheet, and the 24-hour summary data might be
moved into a second worksheet within the same spread-
sheet. Moving each summary line for a month of data
could be a tediously repetitive and mistake-prone process,
but a spreadsheet macro could accomplish the task almost
automatically.

The term database refers to a collection of information
organized in some manner that allows the user to retrieve
the data as needed. Strictly speaking, an organized collec-
tion of information in a file cabinet could be called a
database. However, common usage of the term database
refers to a relational database, which is a computer pro-
gram that allows the user to add, change, and sort data, as



SIDEBAR 2 What are macros? A macro is a small
program that can be created in spreadsheet and
word processing software. A macro is a series

of software commands that can be stored and run
whenever the user needs to perform the task.
Macros can perform keystrokes, mouse actions,
and menu commands. They are excellent for
automating repetitive tasks. Software usually
includes macro “‘recorders,” which capture the
command sequence as the user works through the
task. The recorder automatically records the
actions taken and then stores the information

for later use. It is also possible to edit macros
manually.

well as create forms for entering data and reports for
extracting data.

The strength of relational databases lies in the way data
is stored in multiple tables of information, with each line
of data in a table called a record. Information in various
tables can be cross linked. As an example, consider a
database that holds information on students studying
environmental science at a university. One data table
might hold home addresses and phone numbers, a second
table could list each student’s advisor and year of study,
whereas a third table might hold information on scholar-
ships. A relational database can search all the tables si-
multaneously, and then display the desired merged
information. This process is very powerful, particularly
when working with tens of thousands of records.

Consider the relatively simple data set in Figure 4.14,
where 1 year of data generates 9125 records of data. That
much data are relatively slow and difficult to search in a
spreadsheet, whereas in a database, a search would be
nearly instantaneous. The data set shown in Figure 4.15
is very large. Sampling occurred every 4 hours, which
resulted in 372 lines of data per day, or 135,780 lines
per year. Unlike spreadsheets, a relational database would
be able to store all the data in one table, if desired, or
facilitate breaking the data into multiple, linked tables. A
database could also execute a search of multiple tablesin a
split second. This sorting capability is the primary reason
databases are so useful. Most databases do not store
equations directly with the data in an effort to minimize
storage requirements, so more effort is required to keep a
permanent record of how the data were calculated. Most
databases also offer a programming option in the back-
ground for advanced users, which can ease repetitive data
analysis operations and can also provide a record of how
data is processed. A database is also an integral part of
Geographical Information Systems (GISs), which will
undoubtably become an increasingly important data
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analysis tool for environmental science investigators (see
Chapter 6).

Programming languages such as BASIC and Java offer
the most flexibility for manipulating data and can offer
the added advantage of doing data quality evaluation at
the same time. Programming languages can be difficult
and time-consuming to learn, and often the program
writer is the only person who can use the programs effec-
tively. Searching for a particular data subset may be prob-
lematic, requiring special programming for each search.

DATA STORAGE CONSIDERATIONS

No matter what choice is made for manipulating data, we
still need to carefully determine the format for storing
data. This becomes more critical when working with large
data sets because the volume of material makes them
difficult to work with. Normally, it is important to always
keep track of units and to always be able to work back-
wards, to show exactly when, where, and how a particular
piece of data was collected. There should also be a way to
document instrument damage, repair, or replacement.

A typical choice would be to import the unprocessed
datainto a spreadsheet, and then eliminate the extraneous
information, leaving a data set as shown in Figure 4.16. At
this point, all data columns should be clearly labeled as to
information type, including units. Unfortunately, full la-
beling is often omitted. Units in particular can be forgot-
ten very quickly, or in the case of group work projects, co-
workers may not be as familiar with the data set, so this
step should not be overlooked. Data sets should be
labeled clearly so that a person new to the research project
would be able to understand the contents. The same
clarity should be applied to data file names. Part of data
management is the process of converting data values into
recognizable units. For example, a heat dissipation sensor
measures changes in soil temperature in °C, which is then
plugged into a calibration equation to give the desired
result of soil water potential (cm of water). Most data
acquisition equipment can do this conversion to save a
step in data analysis after data is downloaded. However, if
at all possible, it is better to output just the raw (original
or unprocessed) values (in this case, °C), or both the raw
value and the final result (°C and cm of water). This is
done because if there is a problem with the instrument, it
is usually much easier to determine the problem when the
raw data are available.

If bad data are found during the data quality evalu-
ation, the data points could be replaced with a standard
value that indicates bad data. This standard value could be
a blank cell, which would make statistical or other numer-
ical analysis easy (blank cells are ignored in most spread-
sheets and databases). Another common choice is —999,
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FIGURE 4.16 Sample final data storage file with the first three lines of data from Figure 4.1. The example does not include all the data to save space.

The DAS program code and station location number have been removed.

or something similar, where care is taken to choose a value
that could never be mistaken for real data. The advantage
to this approach is that different values can be used to
represent different problems. For instance, —999 could
indicate bad data and —888 could indicate missing data.
A paper trail for this type of data substitution is a neces-
sary part of a quality assurance /quality control program.
A better option is to use a blank cell for bad data, plus
include a column for comments about data problems,
changes of equipment, special conditions, etc.

Choosing a data format is also affected by how the data
is managed. If blanks are chosen to indicate bad or miss-
ing data, then a space (blank) could not be used as a data
point delimiter in the text file. If commas are chosen, then
a line of data could include a blank value by entering a
space and then a comma as shown below:

203,1408,28.25, ,26.2,0.447.0

This illustrates the need to carefully consider the methods
used to indicate bad data for final data storage, etc.
Modern spreadsheets and databases interpret blank cells
as empty (i.e., no data), rather than zeros. This is a critical
distinction when trying to find an average value for a
group of values that includes one or more blank cells.
On the other hand, programming languages are likely to
interpret blanks as zeros.

Truncated values. There can be serious problems with
the way numbers are truncated in computer programs.
Assume a sensor returns a reading of 1.435 mV, which is
then put through a calibration equation to yield a value of
25.67834710. In a spreadsheet, the cell can be set to
show a certain number of digits after the decimal place
as determined to be appropriate by the researcher. In this
case it might be appropriate to show three digits (this
usually is determined by the precision of the instrument
regardless of the number of digits stored by the DAS).
Spreadsheets will continue to store the unseen additional
digits, so the user can change the setting to four digits
later if desired. Databases usually clip the data where
indicated, permanently losing the extra digits of data,
with the goal of decreasing the amount of storage space.

It the number in the example is stored as 25.678 in a
database, all the numbers after the 8 are permanently
lost. This is another reason to store the raw, unprocessed
data.

NUMERICAL PRECISION

There is a more serious aspect to this storage issue that is
independent of the type of software being used. Com-
puters do not recognize the difference between the
numbers 12.720 and 12.72, yet a researcher may want
to indicate that the first number has a precision to three
decimal values, whereas the second value is precise only to
the two digits after the decimal. The same problem can
occur with numbers without a zero on the end—occa-
sionally you may have a value that is precise to a different
number of digits than the rest of the data set. The awk-
ward solution involves saving the numbers as text rather
than numerical values, which will be stored precisely as
written. The text values need to be converted to numbers
when using the data for calculations or for plotting.

DATA QUALITY EVALUATION

One of the hidden challenges of working with automated
DASs is the sheer volume of data that can be collected.
Numerous data points are often desirable, but there is a
trade-oft in terms of the amount of time it will take to
evaluate the data quality. This is particularly important
with “‘near real-time” systems, where data points are
expected to be downloaded to a computer, and then
made available for use within 24 hours or less. Most
near real-time systems use programs that can evaluate
data points by comparing them to predetermined accept-
able ranges, and then flag questionable data for manual
evaluation.

Data quality evaluation requires a comprehensive
understanding of how the sensor works, and what data
can be reasonably expected. Some data sets can be simplis-
tically checked by determining whether the data is outside



expected sensor ranges (i.c., does the data fall between
predetermined minimum and maximum values?). As an
example, consider a thermocouple measuring air tem-
perature at a desert site. Suppose experience suggests
setting the range from —5 to 50°C. A reading of
—10°C would be identified for further investigation. A
value of —10° C in summer is probably wrong, whereas in
winter it might be correct due to an unusually cold
weather front. A more sophisticated approach would
narrow the expected data range to better match tempera-
tures as they change during the year.

All sensors have upper and lower measurement limits.
Some will give meaningless data outside of those
limits, usually due to extrapolation beyond the calibration
curve limits. Sometimes the sensors will limit the possible
data values. As an example, a Met-One anemometer
(measures wind speed) is listed as having a data range of
0 to 60m s~ with a threshold value of 0.5m s~!. The
threshold speed is the speed at which the anemometer
cups begin to turn, with the result that speeds between 0
and 0.5 m s~ ! are treated the same. In this particular case
the calibration curve that calculates the wind speed has a
y-intercept of 0.447 m s~!, so the lowest speed recorded
is 0.447 m s~1, even if the air is completely still. In this
case, a value below 0.447 would probably be bad data and
require further investigation. Some sensor data can be
evaluated with a more rigorous statistical analysis to de-
termine whether data are outside of acceptable limits. For
example, some sensors might yield data that are expected
to fall within two standard deviations from the mean.
Using statistics is often the best possible approach and is
discussed in Chapter 3.

PLOTTING DATA TO FIND OUTLIERS

Checking data ranges or performing basic statistical
analysis is an excellent beginning, but may not be suffi-
cient to identify all potential problems. With small data
sets, the next step would be scanning the data by eye to
find data outliers or unexpected data trends. Quick scan-
ning is impractical with large data sets, because it is too
easy to miss problem data points. The best choice is to
plot all the data. Figure 4.17 shows soil water tension
versus time for a tensiometer installed 5m below the
surface. Water was continuously applied at the soil surface
from days 0 to 23, with the curve showing water move-
ment past the tensiometer over time. A smooth curve is
expected, with the tension values dropping as the wetting
front moves past the tensiometer. The plot clearly shows
several seemingly random, aberrant data points. The be-
havior suggests an electrical short of some type. When
precipitation data for the same period is added to the plot,
it suggests that precipitation is correlated to the bad data.
The instruments were checked at the field site, and it was
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determined that some wire connectors were not water-
tight, permitting electrical shorts when it rained.

A similar approach for finding outliers is to plot related
data sets together. For example, relative humidity can

CASE STUDY 4.1 New Sensor to Measure Soil
Water Tension

It can be useful to have multiple ways of measuring
the same parameter, particularly if you are working
with a new sensor or a sensor that tends to have
problems. As an example, Figure 4.18 shows data
from a relatively new sensor called a heat dissipation
sensor. It measures soil water potential by creating a
pulse of heat and then determining how quickly the
heat dissipates. A calibration curve can convert the
change in temperature over time to soil water po-
tential. In this case, the calibration is a power curve,
with the result that at high tensions, small changes in
temperature can cause large changes in tension. As
the soil becomes wetter, decreasing the tension, the
same small temperature changes cause smaller
changes in tension. In other words, we expect to see
larger fluctuations in tension because of a given
change in temperature at high tensions than at low
tensions. This can be seen on the graph, and the
results seem reasonable. Unexpectedly, the data are
consistently offset from the results from a tensi-
ometer placed in the same location. In evaluation of
the reasons for different results, it is important to
consider potential problems with the calibration
curve and the raw data stream. In this case, the raw
data comprised the initial soil temperature, the final
temperature after heating, and the temperature
from a thermocouple that was installed in the same
location, but attached to a second data acquisition
device. The temperature provided by the thermo-
couple was significantly different than that provided
by the heat dissipation sensor. After a great deal of
investigation, it was determined that the voltage
regulator on the data acquisition device was faulty,
resulting in faulty temperature data for the heat
dissipation sensor, whereas the tensiometer and
thermocouple data was unaftected. The result is
that the heat dissipation sensor data is incorrect in
terms of actual data values, yet the overall response
(curve shape) of the sensor is correct. Without either
the tensiometer or the thermocouple data, this
problem may not have been identified. This illus-
trates the need to be inherently skeptical of
acquired data, particularly with sensors that are new
to the user.
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FIGURE 4.17 Tensiometer data at 5 m below the soil surface showing movement of the wetting front and the effect of precipitation causing electrical

shorts. Circles indicate precipitation events.
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FIGURE 4.18 Heat dissipation sensor (HDS) and tensiometer data at 1.5 m depth below the soil surface showing water movement past the sensors
due to continuous irrigation at the surface. Note the offset between the sensors at lower tensions.

increase or decrease without precipitation, yet if it does
rain, the relative humidity would increase in most situ-
ations. If the humidity does not increase with rain, there
may be a problem with the sensor. Surface soil tempera-
ture could also be linked to precipitation, with a summer
rain cooling the soil, and a winter rain possibly increasing
or decreasing the temperature, depending on conditions.
This approach requires some careful consideration about
the trends portrayed in the plot.

REASONABLE CAUSE

What if there is not a clear and reasonable cause for a
bad data point? The conservative response would be to

leave the data as they are, or, in other words, to leave them
in place without changes. The example in Figure 4.17 is
clear cut, but often it is difficult to know whether
the unusual data are usable. It is unacceptable to make
the decision based only on instinct; there needs to be a
clear, demonstrable reason to exclude data. In some cases,
the decision may be reasonably based on a researcher’s
experience or on published values in scientific literature.
If there is no clear rationale for excluding data, the data
could still be excluded from further analysis if the re-
searcher makes a note of the exclusion in the final reports.
This area can be fuzzy and is full of potential pitfalls. The
best approach is to keep apparently anomalous data if
there is any doubt about their validity.



DOCUMENTATION

Quality assurance programs often require that the
procedure and criteria used to determine acceptable/
unacceptable data be documented. This helps maintain
consistency when there is more than one researcher
working on a project. Documentation is highly recom-
mended even when it is not specifically required because
the process clarifies procedures and also provides a histor-
ical record for use years later when the data set is revisited.

FIELD VISITS AND OBSERVATIONAL SKILLS

Unexpected events can cause problems at field sites.
Animal damage can include large birds landing on and
bending wind vanes; horses rubbing on and toppling over
instrument towers; rodents biting wires; and spiderwebs
causing electrical shorts. Human vandalism occurs occa-
sionally, whether intentional or not, including shooting
guns at equipment or damaging sensors with golf balls.
Extreme weather events can damage sensors or blow over
instrument towers. Regular inspection of sensors at a
research site is necessary to find these problems. It is
just as important to develop keen observational skills.
Small discrepancies/observations in the field can some-
times make all the difference in the final interpretation of
the data.

QUESTIONS

1. Describe in general terms how sensors work. List and
describe the two major types of sensors.

2. With Ohm’s law, electric power (energy) consump-
tion per unit time can be calculated by the following
general relationship: watt-hour = V * 1. You have
a solar panel that generates 1 watt-hour of power at
full sun exposure. Could you run a sensor and data
logger that require a combined 0.070 amps at 12 V of
power with it 24 hours a day? Explain your answer and
discuss any other parts (if any) you would need to
power this remote station 24 hours a day.

3. Figure 4.2 shows a simple circuit one can make to
convert the current output to a voltage output. An
electrical resistor is placed in series with the silicon cell
the resulting voltage drop that occurs as current
flows through the resistor is measured. Suppose
for example, the pyranometer sensor generates an
output signal of 107* A KW~! m~2. Assuming a
midday summer solar radiation flux density of
1.0 KW m~2, the sensor will generate a current flow
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of 107*A. When a 100- Q resistor is placed in series
with the silicon cell, what is the voltage drop across the
resistor?

4. What is a sensor time constant? Explain why it is
important to know the time constant of a sensor
before using it.

5. Explain analog to digital signal conversion (ADC) and
its relation to modern environmental monitoring.
Can a 10-bit ADC detect a 0.01-V signal from a
sensor? Explain your answer.

6. Is a word processor file a text or a binary file? Discuss
your answer.

7. Discuss one advantage and one disadvantage to using
a spreadsheet instead of a database for managing large
data sets.

8. You are in charge of automating data quality evalu-
ation from two sites in the United States. Site 1 has a
mean annual precipitation of 42 inches, evenly spread
out throughout the year. The temperature ranges from
0° to 100° F. Site 2 has a mean annual precipitation
of 11 inches, most of it during the summer months.
The temperature ranges from 40° to 105° F. Discuss
some reasonable criteria that you would use to spot
outlier precipitation and temperature data for each of
the two sites.
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Maps are scale models of a portion of the earth’s surface
that show details of the size, shape, and spatial relations
between features. Maps provide a method of reducing
large amounts of information to a manageable size.

ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

Maps are usually drawn on a flat surface to a known
scale. The science of map making, known as cartography,
is now intimately related to environmental monitoring
because maps are generated from remote sensing, includ-
ing aerial photography and satellites, as well as from field
surveying and observations. Therefore maps build on
themselves by facilitating the location and study of land
features that in turn can be used to generate new or more
precise maps.

The focus of this chapter is the use of maps by environ-
mental scientists. Basic concepts of scale and systems of
map coordinates such as latitude and longitude, the
Public Land Survey, and the Universal Transverse Merca-
tor grid system are considered. Particular emphasis is
given to the use and application of topographic and soil
maps.

PRINCIPLES OF MAPPING

A variety of information about many types of features
found on the earth’s surface are shown on all maps.
Those maps that do not attempt to show the relief fea-
tures in measurable form are called planimetric maps.
Planimetric base maps are often used to provide the back-
ground framework for thematic maps, which present
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information about some special subject, as for example
with human population maps. Maps that show the shape
and elevation of the terrain are generally called zopo-
graphic maps to distinguish them from the planimetric
type. Within the categories of either planimetric or topo-
graphic maps, several types can be distinguished. Engi-
neeving maps are detailed maps, sometimes called plans,
used for guiding engineering projects, such as the con-
struction of bridges or dams. Of particular interest to
environmental scientists are flood-control maps, which
are used to provide information about areas subject to
flooding; vegetation maps, which show the distribution of
plant communities; clzmate maps, which show the distri-
bution of climatic parameters such as mean annual pre-
cipitation and temperature; geological maps, which show
surface geologic features; and soél maps, which show the
distribution of soils.

In the United States, Canada, and other English-
speaking countries, most maps produced to date have
used the English system of measurement. Distances are
measured in feet, yards, or miles; elevations are shown in
feet; and water depths are recorded in feet or fathoms
(1 fathom = 6ft). In 1977, in accordance with national
policy, the U.S. Geological Survey (USGS) formally an-
nounced its intent to convert all its maps to the metric
system. The conversion from English to metric units will

take many decades in the United States. The linear units
used in the English system and the metric system and
means of conversion from one to another are given in
Table 5.1.

MAP SCALE

The scale of a map is the ratio between map distances and
earth distances. This relationship is expressed in one of
three different, but equivalent ways: (1) as a word state-
ment, (2) as an arithmetic ratio, or (3) as a graphic symbol.

A word statement of a map scale gives a quick idea of size
relationships, but it is in a form that is awkward to use for
many applications. Typical word statements might say, for
example, that a given map is at a scale of ““1 inch to the
mile,”” which means that 1 inch on the map represents
1 mile on the earth’s surface.

A representative fraction (R.F.) scale is the ratio be-
tween the map distance and the ground distance between
equivalent points. It is expressed as a true ratio, such as
1:100,000, or as fraction, such as 1,/100,000. Both no-
tations have the same meaning. In this example, one unit
of distance on the map represents 100,000 of the same
unit on the earth’s surface. A representative fraction is
““unit free.”” That is, the ratio between map-distance and

Units of Measurement in the English and Metric Systems and the Means of

TABLE 5.1

Converting One to the Other

1. English units of linear measurement
12 inches = 1 foot
3 feet = 1 yard
1 mile =

1760 yards, 5280 feet, 63,310 inches

2. Metric units of linear measurement
10 millimeters = 1 centimeter
100 centimeters = 1 meter
1000 meters = 1 kilometer

3. Conversion of English units to metric units

Symbol When you know Multiply by To find Symbol
in. inches 2.54 centimeters cm

ft. feet 30.48 centimeters cm

yd. yards 091 meters m

mi. miles 1.61 kilometers km

4. Conversion of metric units to English units

Symbol When you know Multiply by To find Symbol
mm millimeters 0.04 inches in.

cm centimeters 0.4 inches in.

m meters 3.28 feet ft.

m meters 1.09 yards yd.

km kilometers 0.62 miles mi.




carth-distance values remain the same, regardless of
whether the measurements are expressed in feet, miles,
meters, kilometers, or any other unit of distance. Another
way of saying this is that both portions of the ratio (or the
numerator and denominator of the fraction) are the same,
always expressed in the same units of measurement.

A graphic scale is a line drawn on a map and subdivided
into units appropriate to the scale of the map (Figure 5.1).
A graphic scale allows a distance measured on the map to
be translated directly into earth distance by comparison
with the scale. Alternatively, the graphic scale allows the
transfer of a desired earth distance directly onto the map.
Graphic scales on a single map often include a variety of
scale units such as kilometers, miles, or feet. This arrange-
ment allows measurements to be made directly in the
desired units, without the necessity of converting from
one unit to another. Graphic scales are particularly useful
because they change size in proportion to map size. If a
map is photographically enlarged or reduced, the scale is
altered proportionately. For this reason, neither the orig-
inal word statement nor the R.F. scale relationship is valid
on the reproduced map. If'a graphic scale is included with
the rescaled map, its length changes in proportion as the
map, and it continues to be correct.

It is important to distinguish between small scale and
large-scale maps. Small-scale maps are so named because
the fraction represents a small numerical value (e.g.,
1,/100,000), whereas a large-scale map indicates a frac-
tion with a larger numerical value (e.g., 1,/10,000). Thus,
small-scale maps cover a larger area and show less detail
than large-scale maps.

It is often helpful to convert a map scale from one to
another. For example, conversions are made from a frac-
tional scale to a verbal or graphic scale or from verbal to
fractional. Conversions involve simple problems in arith-
metic.

Examples of Typical Conversions:

1. Convert an R.F. of 1:62,500 to a verbal scale in terms
ofinches per mile. In other words, how many miles on the
ground are represented by 1 inch on the map? One unit
on the map equals 62,500 to express the R.F. as an
equation of what it actually means. Because the interest
is in 1 inch on the map, we can substitute inches for units
in the above equation. Thus:

1 in. on the map = 62,500 in. on the ground (Eq.5.1)

1
1 2 0
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The left side of the equation is now complete because we
initially wanted to know the ground distance represented
by 1 inch on the map. We can next convert the right side
of the equation into miles. Because there are 5280 feet in
a mile and 12 inches in a foot:

5280 x 12 = 63,360 in. in 1 mile

If we divide 62,500 inches by the number of inches in a
mile, we arrive at:

62,500

63.000 = (0.986 miles

Thus, the verbal scale can be expressed as 1 in. = 0.986
mile or approximately 1.0 mile.

2. On a certain map, 5.6 in. is equal to 2.12 miles on the
ground. Express the verbal scale as an R.F. By definition:

distance on the map

R.F. (Eq. 5.2)

~ distance on the ground
Substituting the appropriate values we get:

RE. 5.6 in. on the map

~ 2.12 miles on the ground

Next, change the denominator of the equation to inches:
2.12 x 63,360 = 134,323 inches

Then

5.6 in. on the map
RE-= 134,323 in.

To express the numerator as unity:

5.6 1

RE = 134323 = 23986

1
24,000 ' 2.4 x 10

or rounded off to

1 MILE
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FIGURE 5.1 Bar scales from a recent U.S. Geological Survey topographic map.
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TABLE 5.2

Scales Commonly Used with U.S. Geological Survey Topographic Maps

Standard quadrangle size Quadrangle area

Series Scale 1 inch represents (latitude-longitude) (square miles)
7.5 min 1:24,000 2000 ft 7.5 x 7.5 min 49 to 70

15 min 1:62,500 about 1 mile 15 x 15 min 197 to 282

U.S. 1:250,000 1:250,000 nearly 4 miles 1E x 2E or 3E 4580 x 8669
U.S. 1:1,000,000 1:1,000,000 nearly 16 miles 4E x O6E 73,734-102,759

Table 5.2 shows the commonly used scales of topo-
graphic maps published by the USGS. These maps, re-
ferred to as quadrangle maps, cover four-sided areas
bounded by parallels of latitude and meridians of longi-
tude (discussed later). Quadrangle size is given in minutes
or degrees. The usual dimensions of quadrangles are 7.5 by
7.5 minutes, 15 by 15 minutes, and 1 degree by 2 or 3
degrees. Map series are groups of maps that conform to
established specifications for size, scale, content, and
other elements.

LOCATIONAL AND LAND-
PARTITIONING SYSTEMS

LOCATION

Because topographic maps are drawn with great accuracy
based on field surveying, they are most useful in deter-
mining the precise location of features on the earth’s
surface. For example, the precise location of a sampling
or monitoring site can be readily obtained on large-
scale maps. There are three coordinate systems used
on USGS maps in the United States: the latitude and
longitude system, the Public Land system, and the
Mercator grid system.

LATITUDE AND LONGITUDE SYSTEM

The earth’s surface is arbitrarily divided into a system of
reference coordinates called /atitude and longitude. This
coordinate system consists of imaginary lines on the earth
called parallels and meridians. Both of these can be de-
scribed by assuming the earth to be represented by a
globe with an axis of rotation passing through the north
and south poles. Meridians are labeled according to their
position, in degrees, from the zero meridian, which by
international agreement passes through Greenwich, near
London, England. The zero meridian is commonly re-
ferred to as the Greenwich or prime meridian. If meridi-
anal lines are drawn for each 10 degrees in an easterly

direction (toward Asia) and in a westerly direction from
Greenwich (toward North America), a family of great
circles will be created. Each one of the great circles is
labeled according to the number of degrees it lies east or
west of the Greenwich, or zero, meridian. The 180 west
meridian and the 180 east meridian are one and the same
great circle, which constitutes the International Date
Line.

Another great circle passing around the earth midway
between the two poles is the equator. It divides the earth
into the Northern and Southern Hemispheres. A family
of lines drawn on the globe parallel to the equator consti-
tute the second set of reference lines needed to locate a
point on the earth accurately. These lines form circles that
are called parallels of Intitude and are labeled according to
their distances in degrees north or south of the equator.
The parallel that lies halfway between the equator and the
North Pole is latitude 45 north.

The position of any point on the globe can be accu-
rately designated by expressing the coordinates of inter-
sected meridians and parallels in terms of degrees, minutes,
seconds, and fractions of seconds. The exact location of the
Washington Monument, for example, is 38° 53" 21.681"
north latitude, 77° 02’ 07.955"” west longitude.

Meridianal lines converge toward the North or South
Poles from the equator. Latitudinal lines, on the other
hand, are always parallel to each other. Thus, the area
bounded by parallels and meridians is not a true rec-
tangle. USGS quadrangle maps are also bounded by me-
ridians and parallels, but on the scale at which they are
drawn, the convergence of the meridianal lines is so slight
that maps appear to be true rectangles.

U.S. PuBLIC LAND SURVEY

For purposes of locating property lines and land descrip-
tions on legal documents, the U.S. Public Land Survey
(USPLS) is used throughout much of the central and
western United States. In this system an initial point was
first established for the particular region to be surveyed.
Astronomical observations were used to determine the
location of this initial point. A north-south principal



meridian was first established, and an east west baseline
was set at right angles to it, with both lines passing
through the initial point. Thirty-four principal meridians
and primary baselines have been established in the United
States. In the latitude /longitude system, the earth’s geo-
graphical grid is based on the Greenwich meridian (0
longitude) and equator (0 latitude). In the USPLS system
each of the 32 survey areas is based on its own 0 principal
meridian. For example, the San Bernardino Principal
Meridian and the Gila and Salt River Principal Meridian
were established for southern California and Arizona,
respectively.

Starting with these meridians and base lines, the land is
divided into congressional townships, six miles square.
Townships are further divided into 36 sections, each
one mile square (Figure 5.2). Sections are numbered
in consecutive order, from one to 36, beginning with
1 in the northeast corner (Figure 5.2). Each section con-
tains 640 acres.

Rows or tiers of townships running east and west are
numbered consecutively north and south of the baseline
(e.g., T2N), whereas rows, called ranges, running north
and south are numbered east and west of the principal
meridians (e.g., RI6E, R4W).

For purposes of locating either cultural or natural
features in a given section, an additional convention is
used. This consists of dividing the section into quarters
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called northeast one-quarter (NE %), the southwest one-
quarter (SW Y4), and so on. Sections may also be divided
into halves such as the north half (N %2) or west half (W
15). The quarter sections are further subdivided into four
more quarters or two halves, depending on how refined
one wants to make the description of a feature on the
ground. For example, an exact description of the 40 acres
of land in the extreme southeast of section 24 in Figure
5.2 would be as follows: SE % of the SE ¥4 of Section 14,
TI1S, R2W.

UNIVERSAL MERCATOR GRID SYSTEM

Although latitude and longitude and the Public Land
Survey are the most often used system for determining
locations on the earth, a third method, which is some-
what more complicated, called the Universal Tranverse
Mercator (UTM) Grid System, is also shown on most
topographic maps published by the USGS. This is based
on the transverse Mercator projection and covers the
earth’s surface between 80 south and 84 north latitudes.

The UTM system involves establishing 60 north-south
zones, each of which is six degrees longitude wide. In
addition, each zone overlaps by two degrees into
adjoining zones. This allows easy reference to points
that are near a zone boundary, regardless of which zone
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is in use for a particular project. Each UTM zone
is assigned a number. Grid zone 1 is assigned to the 180
meridian with zones numbered consecutively eastward.
A false origin is established 500,000 m west of the
central meridian of each UTM zone. In the Northern
Hemisphere, this origin is on the equator; in the South-
ern Hemisphere it is 10,000,000 m south of the equator.
A square grid, with lines extended north and east from
the origin, provides a basic locational framework. With
this framework, any point on the earth’s surface, within
cach zone, has a unique coordinate. UTM coordinates
are shown on the edges of many USGS topographic
maps.

Although the latitude and longitude system is used for
locating points on a sphere, the UTM system is a location
grid that uses straight lines that intersect at right
angles on the flat (plane) map sheet. Each UTM
grid area is divided into true squares, each consisting of
100,000 m?. Because meridians of longitude converge at
the poles, the straight lines of UTM do not follow the
lines of longitude on a map.

TOPOGRAPHIC MAPS

Topographic maps have long been an important tool in
various disciplines within the earth and biological sci-
ences. A topographic map is a graphical representation
providing a three-dimensional configuration of the
earth’s surface. Thus, these maps provide means for de-
termining the nature of landforms, hydrology, and in
some cases the vegetation of an area. Such maps are
extremely useful in environmental monitoring; not only
can sampling sites be located and selected, but also the
physical features of an area can be interepreted and
the area’s impact or potential impact on the system
monitored.

0" 10'

3 MILS

GENERAL NATURE

The USGS, a unit of the Department of the Interior, is
the main agency that makes topographic maps in the
United States. These maps follow a similar or standard
format.

Features shown on topographic maps may be divided
into three groups: (1) relief, which includes hills, valleys,
mountains, and plains, for example; (2) water features,
including lakes, rivers, canals, swamps, and the like; and
(3) culture (i.e., human works such as roads, railroads,
land boundaries, or similar features). Relief is printed in
brown, water in blue, and culture, including geographical
names, in black. On maps that are more recent, major
roads are shown in red. In addition, urban areas are often
shown in salmon, and forests and woodlands in green. A
number of symbols are used to represent roads, trails,
railroads, bridges, dams, buildings, transmission lines,
mines, boundaries, elevations, contours, water features,
and types of vegetation, among others.

The direction of a topographic map sheet is indicated
by a diagram (Figure 5.3) located within the lower
margin of the map sheet. Several “norths” are indicated:
(1) true north with a star shows the direction of the
earth’s north pole and (2) magnetic north, indicated
with an MN, is the direction in which a compass needle
points. Magnetic north is located northwest of Hudson
Bay, about 500 miles from the geographical (true) North
Pole. Because the earth’s geographical North Pole is
different from its magnetic, only in a few areas do the
two north directions align. One of these areas is located in
the central United States and runs from Wisconsin south
through Mississippi. The magnetic north arrows show
both the direction that magnetic north is from true
north, and the number of degrees it varies from
true north. The difference between magnetic north and
true north is called the magnetic declination. Because

12~
213 MILS

UTM GRID AND 1981 MAGNETIC NORTH
DECLINATION AT CENTER OF SHEET

FIGURE 5.3 Declination diagram. The star indicates true north. GN stands for grid north, and MN and the arrow designate magnetic north. (Empire

Ranch Quadrangle, Arizona, 1:24,000.)



the earth’s magnetic pole moves slowly but constantly
over a small area, the magnetic declination of a place can
vary from year to year. Consequently, the year of the
declination is also given. On newer topographic maps
a third north, called grid north (GN), is also indicated.
Grid north shows the relation between true north and
the north-south lines of the UTM grid system used for
location.

CONTOUR LINES

Topography is the configuration of the land surface and
is shown by means of contour lines. A contour line is
an imaginary line on the earth connecting points of
equal elevation above an accepted base level, usually
mean sea level. Visually, a contour line would look
like a line running around a hill or up a valley. It is actually
the line formed by the intersection of an imaginary
horizontal plane and the surface of the earth (Figure
5.4). The first contour line (the line formed by the inter-
section of the land and sea) is zero feet above sea level.
The contour interval is the difference in elevation of any
two adjacent contour lines. Contour intervals are given in
the lower margin of a map sheet below the graphic scale.
Two basic contour intervals can be used on one
map when an area contains abrupt contrasts in relief.
In such cases, a closer interval is used in the areas that
have relatively steep terrain, and a wider one is used in the
flat areas.

Contour lines are brown on the standard USGS maps.
The contour interval is usually constant for a given

Contour

lines /—\
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map and may range from 5ft for flat terrain to 50
or 100 ft for a mountainous region. Usually, every fifth
contour line, called the index contour, is printed in a
heavier line than the others and has numbers inserted
at intervals along its length to indicate the elevation it
represents (Figure 5.5). Regular contours or intermediate
contours spaced at the normal interval and printed in a
finer line weight lie between the index contours. Supple-
mentary contours are additional contours, usually
drawn at intervals that are some fraction of the basic
contour interval, which is often one half. Supplementary
contours are appropriate in areas of flat terrain,
where contours drawn at the basic interval would be
spaced relatively far apart. They are usually drawn as
dashed or dotted lines to distinguish them from contours
drawn at the basic interval.

When an area lies at a lower elevation than all
the surrounding terrain, it forms a depression. A depres-
sion that fills with water forms a lake. The land surface
of a depression that is not filled with water, however,
is mapped with contours on its surface. These depression
contours are distinguished from the regular contours
by adding short ticks at right angles to the contour
line known as hachures. The ticks point downslope
toward the bottom of the depression (Figure 5.6).

When contours are drawn to represent the bottom
configuration of a water body, they are called depth curves,
or #sobaths. Depth curves are measured down from the
specific water surface and therefore are not directly re-
lated to the overall map datum. Depth curves in ocean
areas are frequently the exception because they are nor-
mally related to the mean low-tide level.

Horizontal
planes

Contour 1
interval

QOcean surface el

FIGURE 5.4 Schematic showing the relation between horizontal planes and contour lines.

i

FIGURE 5.5 Contour lines are shown on most topographic maps as brown lines. Heavier lines (every fifth contour) are used to designate major units

of elevation.
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FIGURE 5.6 Enclosed depressions (e.g., sink holes, kettles) are shown by hachure lines on contours. Hachures point towards the center of the

depression.

The following principles may be useful in the use and
interpretation of contour lines:

1. All points on a contour line have the same
elevation.

2. Contours separate all points of higher elevation
from all points of lower elevation.

3. Contour lines never intersect or divide; they merge
at a vertical or overhanging cliff.

4. Every contour closes on itself either within or
beyond the limits of the map.

5. Contours that close within a relatively small area on
a map represent hills or knobs.

6. Steep slopes are shown by closely spaced contours,
gentle slopes by widely spaced contours.

7. Uniformly spaced contour lines represent a uniform
slope.

8. When contour lines cross streams, they bend
upstream; that is, the segment of the contour line
near the stream forms a V with the apex pointing in
an upstream direction.

9. The difference in elevation between the highest and
the lowest point of a given area is the maximum
relief of that area.

Refer to Figure 5.7 for the relationship of contour lines
to topography.

The ability to read and interpret contours is largely a
matter of practice and of recognition of certain common
formations. Perhaps the simplest formations are those of
hill slopes. In addition to the steepness or gentleness of a
slope being determined by the spacing of the contour
lines (principle 6 in the list) variations in steepness can
be shown. For example, Figure 5.8 shows an even slope
(A) a slope steeper at the top and gentler at the bottom
representing a concave slope (B), and a slope gentler at
the top and steeper at the bottom representing a convex
slope (C). Avalley is alow area of ground, usually cut by a
river or stream between areas of higher ground. As shown
in Figure 5.9A from point “O,” located in a valley
bottom, there will be one downhill direction (down-
stream), and three uphill directions, steeply up from the
stream on each side of the valley and more gently towards
the source of the stream. The characteristic shape for a
valley, as shown in Figure 5.9B, is a V, but there are many
variations in valley form. Figure 5.9C through H are
some of the main ones. In all of these examples, natural
streams would flow in the bottoms of the valleys,
bisecting the angle formed by the V of the contours,
except in the case of the through valley.

THE USE OF SYMBOLS IN MAPPING

These illusteations show how various festures
are depicted on a topographic map. The upper
illustration is a perspective view of 8 river valley
and the adjoining hills. The river lows iatoa
bay which is partly enclosed by a hooked sand-
bar. On cither side of the valley are terraces
through which streams have cut gullies. The

hill on the right has @ smoothly eroded form

2\%@)

and gradual slopes, wh the one on the left
rises abruptly in a sharp precipice from which
it slopes gently, and forms an inclined tableland
traversed by a few shallow gullies. A rosd
provides access to a church and two houses
situated across the river from a highway which
follows the seacoast and curves up the river
valley,

The lower illustration shows the same
featuzes represented by symbols on 2 topo-
graphic map. The contour interval (the verti-
cal distance between adjscent contours) is 20
feet.

FIGURE 5.7 Topography expressed by contour lines. (Source: USGS.)
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Contours in a V shape may also mean a projection from narrow hill or range of small hills is known as a ridge
a hill, known as a spur. This is shown in Figure 5.10A (Figure 5.10C). A high break in a ridge is called a saddle
where from point “P”” there is only one uphill direction (Figure 5.10D). If the break is low enough to allow easy
(to the top of the hill or ridge) and three downhill direc- communication between the lowlands on each side, it is
tions. An isolated hill is illustrated in Figure 5.10B. A long referred to as a pass.
Qownpy

180 160 140 120
180 160 140 120

180 160 140120

FIGURE 5.8 Use of contours to show types of slopes and gradients. (A) Even slope. (B) A slope steeper at the top and gentler at the bottom, a concave
slope. (C) A slope gentler at the top and steeper at the bottom, a convex slope.
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FIGURE 5.9 Use of contours to represent valleys. (A) Theoretical example in a block diagram. (B) Theoretical example in contours. (C) A narrow
valley. (D) A gorge. (E) A wide valley. (F) A through valley. (G) A wide valley. (H) A meeting of valleys.
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FIGURE 5.10 Use of contours to represent hills. (A) Theoretical example in a block diagram. (B) An isolated hill. (C) A ridge. (D) A ridge with a

saddle and a pass.

In addition to contour lines, the heights of many
points on a map, such as road intersections, summits
of hills, and lake levels, are shown to the nearest foot
or meter. More precisely located and more accurate
in elevation (as determined by surveying) are bench-
marks. Benchmarks are indicated by brass plates perma-
nently fixed on the ground. On a map a special symbol
is usually used to distinguish it from other types of
spot elevations and includes the elevation (e.g., BM
5653).

The Mapping Agency of the Department of
Defense also produces topographic maps, as well as acro-
nautical charts, nautical charts, and precise positioning
data and digital data for military purposes. The topo-
graphic maps are similar to those produced by the
USGS, except that the UTM grid system, with a few
modifications, is used for locations and distances are
measured with metric units.

APPLICATION

DETERMINATION OF ELEVATION

On contour maps the elevations of benchmarks and
other spot locations are often given exactly. Elevations at
other locations must be estimated. If the point whose
elevation is to be estimated falls on a contour line, the

elevation of that contour is the best estimate of the point.
If the point falls between contours, however, a technique
called Zinear interpolation may be used to arrive at the
estimated elevation.

Linear interpolation is based on the assumption that
the slope between contours is constant, an assumption
that may not actually be correct, and that introduces
potential errors into the estimation. In the absence of
additional information, linear interpolation is a logical
procedure that involves using rules of proportionality
for the estimate. If, for example, a point is located
halfway between two contour lines, the point’s elevation
is estimated as being halfway between the elevation
values of those lines. The procedure for estimating the
elevation at any location is to first draw a line through
the point whose elevation is to be determined in the
direction of maximum slopes, that is, at right angles to
the contour lines. Next, determine the distance from the
point to the lower contour, as a proportion of the total
distance between the two contours. Then apply that pro-
portion to the contour interval. Finally, add the resulting
fraction of the contour interval to the lower contour
elevation to obtain the point’s estimated elevation. As
an example, on a map with a contour interval of 20 ft,
the distance of a point from the lower contour line is
10 ¢cm, and the distance between the lower contour and
the next higher contour line is 30 cm. If the elevation of



the lower contour line is 820 ft, then the estimated eleva-
tion is:

Elevation = 820 +(10/30)(20)=826.7 ft (Eq.5.3)

SLOPE MEASUREMENT

Slopes are expressed in three alternate ways: (1) as a
gradient, (2) as a percent, or (3) in degrees. The same
slope can be expressed in any of these three forms.

The gradient of a slope is the fraction that represents
the ratio between the vertical distance and the horizontal
distance. Both distances must be stated in the same units.
For this ratio to be computed, a starting point and ending
point are located on the map. The elevation of each point
and the horizontal distance between them are deter-
mined. The slope is then written as the ratio between
the vertical and horizontal distances. If the vertical dis-
tance is 35 ft, for example, and the horizontal distance is
350 ft, the slope is 35,/350, which reduces to 1 /10 or 10
units (feet, meters, etc.) of horizontal per unit increase in
elevation.

Slope is expressed as a percent by simply determining
the increase in elevation per 100 units of horizontal dis-
tance. This is determined by dividing the elevational in-
crease by the distance and multiplying by 100. In the
previous example:

Percent slope = 35/350 x 100 =10%  (Eq. 5.4)

The third means of expressing the slope is as an angle in
degrees from the horizontal. This is obtained by dividing
the increase in elevation by the horizontal distance. The
numerical value is the tangent of the slope angle from
which the degrees of slope can be obtained.

TOPOGRAPHIC PROFILE

Topographic maps represent a view of the landscape
from above, and even though contour lines show the
relief of this landscape, it is often desirable to obtain a
better picture of the actual shape of the land in an area.
This can be achieved by constructing a topographic cross
section (i.e., a cross section of the earth’s surface along a
given line). Profiles may be constructed quickly and ac-
curately from topographic maps with graph paper.

The procedure for constructing a profile is as follows:

1. Examine the line of profile on the map and note the
elevations of the highest and lowest contour lines
crossed by it. This will determine the number of
horizontal lines needed by the profile land and will
help in determining a convenient and meaningful
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vertical scale. Select the vertical scale to be used.
Label on graph paper the horizontal lines that cor-
respond to the elevation of each contour line (use
only alternate or heavy contour lines if they are
closely spaced).

2. Place the edge of the graph along the profile line.
Opposite each intersection of a contour line with
the profile, place a short pencil mark on the graph
paper and indicate the elevation of the contour.
Also, mark the intersections of all streams and
depressions.

3. Project each marked elevation perpendicularly to
the horizontal lines of the same elevation on the
graph paper.

4. Connect the points with a smooth line and label
prominent features.

5. State the vertical exaggeration. Profiles are drawn
with equal vertical and horizontal scales to avoid
distortions. However, it is usually necessary to use
avertical scale several times larger than the horizon-
tal scale. This is done to bring out topographic
details in areas of low relief. The vertical exagger-
ation is calculated by dividing the horizontal scale
by the vertical scale. Thus a map with horizontal
scale of 1:24,000 and a vertical scale of 1in =
400 ft (1:4800) = 5X.

An example of a profile is given in Figure 5.11.

DELINEATION OF AWATERSHED

The delineation of a watershed of a stream may be
useful if the stream is being monitored when the pollu-
tion or potential pollution of the stream is from either
point or nonpoint sources. The extent of the watershed
can be delineated by drawing a line along the ridge tops or
drainage divides adjacent to the stream. The closed ends
of contours that represent ridges point in the downslope
direction. An example is given in Figure 5.12.

DISTANCE MEASUREMENT

The simplest method of determining the straight-line
distance between two points on a map is to measure the
map distance directly with a ruler, a pair of dividers, or
marks on the edge of a strip of paper. The earth distance is
then determined by checking the measurement against
the appropriate bar scale. If the measured distance
exceeds the length of the bar scale, several partial mea-
surements are added together.

The advantage of the paper strip method is that dis-
tances other than straight-line distances are easily accom-
modated. The distance along an irregular route is
measured by individually marking sections of the route,
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FIGURE 5.11 A profile generated from a topographic map.

FIGURE 5.12 Delineation of the watershed of Stone Creek, a small tributary of the Colorado River (Grand Canyon, Arizona, 1:100,000, 1984).
(Source: USGS topographic maps.)



end to end, on the paper strip. These sections are kept as
short as necessary to ensure that the length of each one
closely approximates the curved-line distance between
the marked points. Once the total length of the route is
marked on the strip, the distance is scaled by the same
technique as is used in straight-line distances.

Another method of measuring distances on a map is
to use a special device called a map measurer. This device
consists of a tracing wheel connected to scaled dial.
The tracing wheel rotates as the device is guided along
the route being measured. The number of inches
or centimeters that the device travels is indicated on the
dial.

The method just described and other applications can
be carried out with computer digitizing techniques and
the appropriate graphical software. USGS topographic
maps are currently available for every state, together
with supporting software that enables various operations
to be performed. For example, the latitude and longitude
coordinates and elevation of any point on the map can be
easily determined, distances and slopes can be measured,
areas can be calculated, and profiles can be easily drawn
and displayed. In addition, scales and slopes can be easily
changed by zooming in or out, routes can be traced,
custom text added and a custom photo-quality map can
be printed on ink-jet or laser printer or plotter.

SOIL SURVEY MAPS

Soil maps are the result of soil surveys. Soil surveys
classify, map, and describe soils as they appear in the
field. In the United States soil surveys are carried out
under the auspices of the National Cooperative Soil
Survey Program (NCSS), a joint effort of the U.S.
Department of Agriculture (USDA), National Resource
Conservation Service (NRCS), formerly known as the
Soil Conservation Service and other federal agencies
such as the U.S. Forest and the State Agricultural Experi-
ment Stations. Most of the actual surveying is done by soil
scientists of the NRCS. Published soil maps are accom-
panied by soil survey reports, which provide scientific
information useful to all who interact with soil resources.

A soil survey report lists the kinds of soils found in a
county (or other area covered by the map and report).
The soils are described in terms of location, profile char-
acteristics, relation to each other, suitability for various
uses, and needs for particular kinds of management. Each
report contains information about soil morphology, soil
genesis, soil conservation, and soil productivity. This
allows the user to determine the suitability of a soil for
such uses as crop production, pasture or rangeland,
growth of trees, various engineering interpretations or
wildlife management. Such information can be of direct
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or indirect interest to those concerned with environmen-
tal problems and monitoring. Of direct relevance is infor-
mation about the suitability of soils for septic tank
installation, for example. Basic soil characteristics can be
used to assess an area for its susceptibility of being
aftected by hazardous materials and for location of moni-
toring sites. For example, it would be very undesirable to
dispose of hazardous material on coarse-textured, par-
ticularly gravelly or sandy soils, that have very rapid per-
meabilities. Components of such materials could readily
reach and contaminate groundwater.

A detailed soil map, based on the original soil survey,
usually consists of numbered sheets in the back of the soil
survey report, printed on aerial photographs. The objec-
tive of soil mapping is to separate areas of the landscape
into segments that have similar use and management
requirements. The maps delineate areas occupied by dif-
ferent kinds of soil, each of which has a unique set of
interrelated properties characteristic of the material from
which it formed, its environment, and its history. The
soils mapped by the NRCS are identified by names that
serve as references to the national system of soil tax-
onomy. Basic to the soil map is the map unit, which is a
collection of areas, defined and named the same in terms
of their soil components. Each map unit differs in some
respects from all others in a survey area. Each unit is
uniquely identified on a soil map. Because soils are natural
objects, however, a mapping unit will typically include a
range of properties characteristic of all natural-occurring
entities.

Soil survey reports also contain a small-scale map
called a general soil map. The general soil map contains
soil map units or soil associations that are generated by
combining the map units of the original detail soil maps.
A soil association is a group of soils or miscellaneous areas
geographically associated in a characteristic repeating pat-
tern and defined as a single map unit. A general soil map
shows broad areas that have a distinctive pattern of soils,
relief, and drainage. The general soil map can be used to
provide an overview of the soil distribution of an area and
to compare the suitability of large areas for general land
uses. Descriptions of the soil associations of the general
soil maps are given in the text of the soil survey report.

A user interested in the soils of a particular area or site
must first locate the area or site on the map and determine
what soils are there. Index sheets are included to help one
find the right portion of the map. The map legend gives
the soil name for each symbol. Once the soils of a given
area or site are determined, the user can then refer to the
descriptions and appropriate tables to learn about the
properties of the soils. Additional tables can be referred
to by the user to obtain more information about the uses,
limitations, and potential hazards associated with the
soils.
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Refer to Figure 5.13 for an example of the use of a soil
map. This figure shows a portion of the detailed soil map
from the Sozl Survey of Gila Bend-Ajo Area, Arizona,
Parts of Mavicopa and Gila Counties. The area shown is
northwest of Gila Bend. Oatman Flat contains soil map-
ping unit 41, which is the Indio silt loam. This unit is
dominated by the Indio silt loam, which is described in
the soil survey report as consisting of deep, well-drained
soils on floodplains of the Gila River. The permeability is
moderate, the water holding capacity is high, and the soils
are generally subject to occasional periods of flooding.
The soils have severe limitations for septic tank absorp-
tion fields, sewage lagoon areas, and areas for landfills
because of potential for flooding.

AERIAL PHOTOGRAPHY

In addition to providing a base for soil and other applied
maps, aerial photography allows the rapid acquisition of
accurate, up-to-date information about the size, location,
and character of objects on the earth’s surface. It can
also reveal the configuration of the surface itself. For
these reasons, aerial photography is essential to modern
topographic mapping. Vertical aerial photographs

for mapping purposes are taken in a series, with each
photo overlapping the preceding photo. Two adjacent
overlapping photos are called stereo pairs. In use, stereo
pairs are placed in a simple instrument, called a stereoscope,
that allows one eye to see one view and the other
eye the other. Parallax (the difference in two aspects
of the same object) is thus obtained, and the result is
an apparent three-dimensional views of the earth’s sur-
face, a stereoscopic image. Aerial photos used in this
manner can be valuable in themselves for environmental
monitoring.

When stereo pairs are used for preparing topographic
maps, they are viewed in a more sophisticated instrument,
called a stereo plotter. In conjunction with aerial photog-
raphy, ground control points are established that are
casily identifiable, both on the ground and in aerial
photos. A survey establishes the precise locations of the
control points, and a map, called a control diagram, is
prepared on the basis of the survey. This provides the base
for a map, which is prepared in conjunction with the data
obtained from aerial photo stereo pairs with a stereo
plotter.

Aecrial photographs obtained from aircraft have been
used for the most part in map preparation. In addition,
images are being obtained with earth-orbiting satellite

FIGURE 5.13 A portion of a detailed soil map showing an area along the Gila River northwest of Gila Bend, Arizona. (From U.S. Department of
Agriculture and Natural Resources Conservation Service, 1997. Soil Survey of Gila Bend-Ajo Area, Arizona, Parts of Maricopa and Pima Counties.

Issued May, 1997.)



images from space. These images, used in conjunction
with computer technology, are increasingly being used to
supplement the use of the more conventional maps. This
topic is discussed in Chapter 11.

GLOBAL POSITIONING SYSTEM

The use and application of coordinate systems as de-
scribed in the ““Principles of Mapping” section have
been based on geodetic and related field-surveying
methods. With the development of new technologies,
including computer technology, a new system of deter-
mining location has evolved known as the Global Po-
sitioning System (GPS). GPS is now used by researchers
and field workers to obtain more accurate and real-time
positional information. The GPS is an all-weather, space-
based navigation system developed by the Department
of Defense (DOD) to satisty the requirements for the
military forces to accurately determine their position, ve-
locity, and time in a common reference system, anywhere
on or near the earth on continuous basis. Because
the DOD was the initiator of GPS, the primary goals
were military ones. It is now widely available for civilian
uses and is an important tool to conduct all type of land
and geodetic control surveys. Relatively inexpensive GPS
receivers are commercially available, with which the user
can determine his or her position and track locations on a
moving vehicle.

The GPS receiver can mathematically determine a
precise geographical position by processing signals from
four satellites simultaneously. Five basic steps are essential
for the GPS receiver to obtain accurate coordinates. They
include (1) trilateration, (2) distance measurements by
radio signals, (3) the use of clocks and computers, (4)
satellite locations, and (5) atmospheric correction.

Trilateration is the method by which the GPS receiver
triangulates its location by simultaneously processing sig-
nals from four or more satellites. The first satellite estab-
lishes the receiver’s position with a single sphere, which is
the distance the radio signal travels. A second satellite
refines the receiver’s position to the intersection of two
spheres. The third satellite corrects the receiver’s position
to three spheres, and finally, the fourth satellite resolves
the receiver’s position to a single point. A single point is
acquired by solving mathematical equations with four
variables (latitude, longitude, elevation, and time). Four
satellites, one for each variable, are needed to triangulate a
three-dimensional point.

The distance to the satellites must be known to obtain a
GPS location. GPS determines the distance to the satel-
lites with the travel time of the radio signal emitted from
the satellites and the speed the radio signal travels. Clocks
are needed to measure the travel time of the radio signal
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transmitted from the satellite to ensure the locations
recorded by the GPS receiver are accurate. Digital clocks
in the receivers synchronize themselves with the atomic
clocks in the satellites.

DOD computers at five monitoring stations around
the world validate the accuracy of the clocks in all the
satellites. If satellite clock errors are detected, the com-
puters make orbital calculations and corrections as
needed. A simplified GPS system in Figure 5.14 shows
schematically the relationship between the satellites, the
monitoring stations, and the receivers held by the users.

The satellites are in geosynchronous orbit with an or-
bital period of 12 hours (actually 11 hours and 58 min-
utes because it is based on the observation of the stars in
sidereal time) in designated planar orbits at an altitude of
approximately 12,600 miles. Together the GPS satellite
orbits are so arranged that at least four satellites are in
view above the horizon at any time. Although 24 satellites
consisting of 21 working units and 3 spares were con-
sidered optimum, other satellites are being added. Figure
5.15 illustrates and describes the arrangement of the
orbital satellites. Additional information about satellites
and types of orbits can be found in Chapter 11. Knowing
the exact satellite position is critical. The four DOD
monitoring stations function as uplink installations,
which means they are capable of transmitting data to the
satellites, including positions as a function of time, clock
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FIGURE 5.14 Simplified GPS system.

FIGURE 5.15 The satellites and spares are arranged in six nearly
circular orbits. The orbits are tilted at an angle of 55 degrees relative
the axis of the earth.
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correction, and other broadcast message data. A fifth
station monitors satellite performance. Atmospheric
interference results when charged particles and water
vapor in the earth’s atmosphere affect the travel time of
radio signals. The monitoring station computers can cor-
rect for these factors.

QUESTIONS

1. Compare a small-scale map with a large-scale map
with regard to:

a. Area covered
b. Amount of detail
c. Usefulness for environmental monitoring

2. In the public land coordinate system it is common for
the ranges to be offset in an east-west direction as one
moves north or south on a map. What s the reason for
this?

3. Describe how a topographic map can be used for
interpreting the physical features of an area that
might be useful in an environmental monitoring
system.

4. Describe the usefulness of delineating a watershed on
a topographic map in evaluating potential pollution
hazards.

5. Describe how a soil survey report and accompanying
soil maps can be used to establish an environmental
monitoring site

6. How can global positioning systems (GPSs) be used
to supplement topographic and soil maps in environ-
mental monitoring?
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Until recently, geographic information systems (GISs)
and related technologies such as global positioning
systems (GPSs) and remote sensing were largely the instru-
ments of aselect group of researchers. Now, more environ-
mental professionals have a better understanding and use
of these tools. These professionals are building applica-
tions to help their own decision making and to facilitate
interaction with the public. There are a few major catego-
ries of GISs applications, as shown in Box 6.1.

GISs are especially useful in environmental applications
for several reasons. First, environmental issues are the
subject of widespread interest and heated debate. As the
public becomes more involved with environmental dis-
cussions, they also demand greater access to information.
GISs focus on the use of maps that are understandable.
Second, GISs can handle large amounts of disparate data
and organize these data into topics or themes that repre-
sent the multiple aspects of complex environmental
issues. Third, GISs serve as collaborative tools that pro-
mote interaction.

This chapter introduces GISs and attendant technolo-
gies. The maps are generated with ArcView GIS software
from Environmental Systems Research Institute, the larg-

BOX 6.1 General Geographic Information Systems
Applications

e Building digital maps

e Inventorying resources, such as a forestlands or
crops

e Spatial data modeling for land management and
environmental decision making.

est manufacturer of GIS software for natural resource use.
Important GIS concepts are illustrated with graphic
examples with data from the Santa Rita Experiment
Range south of Tucson, Arizona.

DESCRIPTION OF GEOGRAPHIC
INFORMATION SYSTEMS

GEOGRAPHIC INFORMATION SYSTEMS
COMPONENTS

GIS has two major components. One component is a
database of information about a given location. The
other component is a computer with cartographic (geo-
coordinates) display capabilities that is used to create maps
from the database. The two components are linked so that
when data are added to or changed in the database, the
maps change too. In the example shown in Figure 6.1 the
properties of soil type and vegetation are related to eleva-
tion ranges and represented as locations A, B, and C. For
simplicity the spatial area (X,Y data) occupied by each
location is not included in Figure 6.1. GIS tables usually
contain multiple data sets, which are called themes or
layers. These data are combined as shown in Figure 6.2.
GIS is built on the logic of common database programs
(see Chapter 4). Typical databases are used to perform
queries against tables of data. A typical query is, ““Tell me
all the people in this city that own their home, are at least
50 years old and make at least $30,000 per year.” GIS
performs this same kind of query, but adds a spatial
component. Location is involved (e.g., “Show me [on a
map] all the private residences owned by persons who are

LOCATION ELEVATION SOIL VEGETATION
(z) TYPE

A(Xa,ya) -- 300-500 Clay Grass

B(xb,¥b) -- 400-600 Loam Pines

C(X¢»Ye) -- 100-300 Sand Shrubs

FIGURE 6.1 Graphical representation of soil data and vegetation locations.
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HYDROLOGY

/

ROADS /

/

OWNERS

FIGURE 6.2 Combining data layers in a geographic information system.

over 50 and make at least $30,000 per year””). The added
dimension, once again, is where. In GIS, all data are
geo-referenced to some location.

How GEOGRAPHIC INFORMATION SYSTEMS
REPRESENT THE REAL WORLD

There are two types of GIS programs—they are distin-
guished by how each represents real-world objects.
Raster-based GISs represent data with dots (bits) on a
map (Figure 6.3). Locations are represented on a grid of
cells. In the figure, the surface of a lake is mapped to a
raster GIS and results in the blue cluster of cells on the
right. The cells do not exactly match the outlines of the
lake. The ““squaring oft”” of edges is called alinsing and is
caused by imperfect sampling of smooth curves. Taking
more samples (i.e., using smaller grids with more bits per
unit area) results in less aliasing and a better representa-
tion of physical reality. This is called higher resolution, and
it is a term used throughout the domain of spatial tech-

nology to measure error. Better resolution means less
error, but it costs more to acquire. The accuracy of GIS
maps depends on how many data samples are taken per
unit area.

Vector-based GISs represent the physical features in
nature as points, lines, or polygons (Figure 6.4). Note
that there is also aliasing in vector GISs. In this case, the
curvilinear boundaries of features like lakes or roads are
measured with bits of straight line. The more little lines
we use, the better we will capture the true nature of the
feature.

BASIC GEOGRAPHIC INFORMATION SYSTEMS
OPERATIONS

There are many GIS operations, but they can be grouped
into three categories (Box 6.2).

These operations are explained in more depth later in
this chapter, after the process of adding data into a GIS is
explained.

|/

FIGURE 6.3 Raster or grid geographic information systems representation of a lake.
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FIGURE 6.4 Vector geographic information systems representation of a lake.

GEOGRAPHIC INFORMATION
SYSTEMS DATA

TYPES OF GEOGRAPHIC INFORMATION
SYSTEMS DATA

GISs require two types of data: location data, including
location and elevation, and thematic data or the proper-
ties at each location. GISs use the location data as a base
map to tie together the layers of thematic data. Tech-
niques for collecting and managing each type of data are
discussed in the subsequent sections.

LOCATION DATA

Location data can come from paper maps, from field
surveys with GPS and surveying instruments, or, more
recently, from airborne photogrammetric technology
such as orthophotos and LiDAR. These location data
must be converted into computer maps. Therefore it is
useful to talk about some considerations regarding maps
and cartography in general.

BOX 6.2 Geographic Information Systems
Operations

Reclassification: this means working with just
one map, usually to perform an inventory or a count
of some feature (e.g., how much of a given area is
vegetated or what is the extent of this oil spill).

Overlay: combining two or more maps (e.g., lay
a soils map on top of a vegetation map and see how
many places there is a coincidence of a certain soil
with a certain vegetative type).

Measuring distance and connectivity:

(e.g., how far will owls have to travel over this clear-
cut to get between stands of forest).

MAP CONSIDERATIONS

Maps are useful when they represent the world in stan-
dardized ways and use common terminology so that they
can be related to one another. Three important terms are
scale, projection, and datum (Box 6.3). See also Chapter
5 for a complete description of maps.

COLLECTING LLOCATION DATA FROM THE AIR

As previously noted and as discussed in detail in Chapter
8, location data can be collected with GPS. Location data,
including elevation, can also be collected from airborne
sources. The latter includes stereoscopic aerial photo-
graphs, sonar (measures ocean floor topography), and
airborne radar. These technologies send out a continuous
burst of signals, measure the time it takes for the signals to
bounce back, and use that information to map out terrain
or buildings. Orthophotos are another means of collect-
ing airborne location data (Fig. 6.5). Orthophotos are
actually a series of overlapping photos that take pictures of
the same ground features from several angles. These
photos are then combined and the features are “‘ortho-
gonalized” or straightened (like an orthodontist
straightens teeth) so that everything in the photograph
looks as though it is directly below you.

REPRESENTING ELEVATION WITH DIGITAL
ELEVATION MODELS

Areal surface (x,y) locations are easily represented in two-
dimensional maps but the elevation (z) value is not. A
location map is incomplete without the elevation data
that are often required for thematic data overlays. In
GIS, elevation data are collected into what are called
digital elevation models (DEMs). DEMs are constructed
by interpolating continuous elevations from data points
taken all across a surface. Interpolation is a process of
using algorithms to build a surface based on averages or
best-guess estimates of points between the data that are
actually taken in the field.
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BOX 6.3 Map Consideration Terms

Scale: Maps are a reduced representation of the
earth’s surface. The extent to which they are reduced is
the map’s scale, which is expressed as a fraction. A
common scale is 1,/24,000, which means that 1 inch
on the map represents 24,000 inches on earth. The
larger the number in the denominator, the smaller the
scale (a confusing use of terminology.) Large scale
means close up, higher resolution, or more detail (see
Chapter 5). Maps must be the same scale if they are
going to be overlaid on one another.

Projection: The carth is not flat as seen on most
maps, but a spheroid. Maps try to imitate the curvature
of this spheroid with a projection. There are many
different projections and their value varies depending
on which part of the earth you are studying. The most
widely used projection is Universal Transverse
Mercator, or UTM, invented by the Flemmish
geographer Gerhardus Mercator in the 16th century,

and standardized by the U.S. Army in the late
1940s. This projection most accurately portrays
the earth’s curvature in the middle, between 84° N
and 80° S. It divides the world into 20 zones of
latitude, north-south, each 8° high (except in the most
northerly and southerly, which are 12°) and 16° wide
(see Chapter 5).

Datum: Datums are a measurement of the
carth’s curvature. The earth is not perfectly
spherical but slightly egg-shaped, a spheroid.
Datums are estimates of this spheroid, and they
represent complex coordinate systems generated
from a set of control points, or known locations.
These control points, called monuments, are
embedded in sidewalks or streets across the country,
and surveyors use them to get origin points for
their measurements. They are a bright, brass color.
The current standard that is used in the United
States is the North American Datum of 1983
(NADS3).

FIGURE 6.5 Orthophoto of Tucson, Arizona. Note that the parcel boundaries do not match up to the lots and will need to be corrected with

“rubber-sheeting.”

There are many different forms and names of DEMs.
The most simple one is the altitude matrix DEM, which is
just numbers on a chart. In Figure 6.6, different cells are
numbered to represent different elevations, in this case
seven categories, like a raster map. DEMs are all essentially
altitude matrices like this, but they can be made to look
like continuous surfaces with different interpolation tech-
niques. Figure 6.7 illustrate a DEM shown in ArcView: if
you click on any of the points of the map, you will get
elevation data for a single cell (DEMs are raster-type GIS).

Another common DEM is the contour model, in which
interlapping curved lines describe the ridges and valleys
that make up terrain relief (Figure 6.8). Resolution is
defined by the distance between these lines (e.g., 100
m, 200ft, 10ft). These lines are normally constructed
from data points with interpolation. Below, the DEM
for the Santa Rita Experiment Range has been turned
into a contour map.

As was stated, DEMs are raster data, or grids, but they
can also be converted to vector maps. The most common
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FIGURE 6.6 Altitude matrix showing gradual rise in elevation from northwest top to southeast bottom.
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FIGURE 6.7 (A) Digital clevation map of the Santa Rita Experiment Range, south of Tucson. (B) Using the Identify tool to click on a point on the
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FIGURE 6.8 Digital elevation map of Santa Rita converted to contours.
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FIGURE 6.9 (A) Example of a triangulated irregular network (TIN). (B) Santa Rita Experiment Range shown as a TIN.

example ofa DEM vector map is the triangulated irregular
networks (TINs) elevation model. TINs are made up
of continuous, connected triangles (Figure 6.9). Because
TINs are vector based rather than raster based, they
are easier to manipulate mathematically. TINs also
better represent the direction a surface faces (e.g., north-
west or southwest) than do raster DEMs. The surface
direction is called aspect. TINs belong to a class of surface
representations known as tessellations. TINS represent a
surface with patches, much the way a soccer ball does, only
with TINs the triangle-shaped patch size varies to match a
different elevation. For TINs, more and smaller triangles
indicate more relief (greater changes in elevation).

THEMATIC DATA

As previously stated, thematic data (sometimes
called attribute data) are the data that GISs combine
with location data to describe real-world features. An
example is soil type. Soils types vary across a landscape.
The combined map of these variances is the soils theme
(Figure 6.10).

Theme data can come from field surveys, such as soil
sampling, from reports (for example, growers reporting

their field crops combined into a crops theme), or from
remote-sensing technology. The latter is an increasingly
important source for data and, because of its complexity
bears more explanation.

COLLECTING THEMATIC DATA WITH
REMOTE SENSING

Remote-sensing tools include everything from handheld
cameras and sensing devices, to aerial photography
and satellite imagery. Remote sensors read the light
of an object or natural feature and can discern informa-
tion from its “‘spectral signature.” For example, the
brightness value can indicate whether the location is
vegetated or barren and the stress status of the vegetation.
A field with crops gives off a different signal than one that
is plowed. A paved street reflects differently than an un-
paved one. These sensors are multipsectral, meaning they
can see beyond the visible image that our eyes give to us.
They can measure infrared signals, for example, which
are very good at detecting vegetation (see Chapter 11).
The full range of radiation sources is categorized in the
table of electromagnetic spectrum (see Chapter 11,
Figure 11.2).
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FIGURE 6.10 (A) Landsat image with the outline of the Santa Rita Experiment Range superimposed. (B) Soils map for the Santa Rita Experiment
Range. (C) Legend for the soils theme. Note that the soil types have been grouped into classifications with a number assigned to them.
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PROCESSING DATA FOR USE IN GEOGRAPHIC
INFORMATION SYSTEMS

GIS data must be classified into themes or covers—recall
the soils theme map of the Santa Rita Range (see Fig.
6.10). Notice in the legend down the side that there are a
number of soil classes listed—this is what a classification
does—it places similar features in the same category. In a
similar manner, satellite data are classified by grouping the
measured reflectance values in a given sensor’s band.
Those values are then assigned some meaning. For
example, in the image of the High School Wash area of
Tucson, AZ (Fig. 6.11), various reflectance values have
been grouped and false colored to represent grass, build-
ings, streets, and so on, as shown in the legend. This
classification has turned this image into a land use theme.
Note from the following figures that as the resolution
becomes coarser, so do the classification categories.

MODELS OF REAL-WORLD
PROBLEMS WITH GEOGRAPHIC
INFORMATION SYSTEMS

In the “Map Considerations” section, three basic GIS
operations are mentioned (reclassification, overlay, and
measuring distance). This section gives examples of each
to demonstrate how a GIS can model real-world prob-
lems. The real-world example will be an endangered
species application to find and isolate a certain endan-
gered plant species on the Santa Rita Experiment Range.

RECLASSIFICATION

Reclassification is rearranging the classes of datain a theme
toisolate acertain variable. In the example, itis determined
that the endangered plant species is more likely to be
located at elevations over 1100 m. Figure 6.12 shows the
DEM theme, which has been classified by ArcView into
nine classes (A) and then in to two classes (B). A reclassifi-
cation operation will change that into two classes—above
and below 1100 m. Reclassifications are usually done to
inventory themes. Figure 6.12, shows the location and size
ofareas exceeding 1100 m in elevation.

OVERLAY

GIS operations that involve two or more themes are
called overlay. In the example, it is determined that fur-

ther information can help reveal more likely places to tind
the endangered plants. Soil type is another factor. Collat-
ing certain soils types and elevations exceeding 11 m will
narrow the search. As with the DEM, the soils map is
reclassified to reflect the sought-after soil types. Overlay
will combine these two binary maps to find the coinci-
dence of the soils types and elevations over 1100 m
(Figure 6.13). This is the equivalent of a Boolean
“AND”’ operation in database terms (more on Boolean
operations below).

DISTANCE MAPPING

Distance mapping can supplement the applications illus-
trated in Figure 16.13. The plant species used in the
example is often found near washes. GIS has a buffer
operation that will find the cells that are a specific distance
from the washes on the Santa Rita Experiment Range
(Figure 6.14). Now this map can be overlaid on the
prior map to yield those locations that are a coincidence
of elevations over 1100 m, the favoring soil types, and
areas near the washes.

MORE COMPLEX SPATIAL MODELING

The preceding example provides a hint of the more com-
plex modeling that can be done with GIS by combining
Boolean operations with binary mathematics. The reclas-
sified binary themes for elevations over 1100 m and soils
of a certain type can be used in various ways. In Figure
6.14, a Boolean AND operation was used. Boolean oper-
ations, named after their inventor, George Boole, are the
basis of logic circuits and database programs. In GIS
Boolean operations are used to join themes or maps.
The Boolean AND operation is used to disclose the
locations where both conditions exist—in this instance,
where elevations over 1100 m and soils of a certain
type occur.

In Boolean operations, all the numbers are binary—
either 0 or 1. A 0 is used for locations where the plant
species will not be found—either cells less than 1100 m in
elevation or the wrong soil types. A 1 is used for cells that
have the selected properties. To yield the cells where both
conditions occur, we use a Boolean AND because Bool-
ean ANDs work like a multiplication:

0°0=10,1"0=0,0"1=0,1"1 = 1 (Eq. 6.1)
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FIGURE 6.11 Images of the High School Wash in different resolutions. As in any statistical sampling program, the larger the sample (pixel) size, the
coarser the classification system.
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FIGURE 6.13 (A) Binary map of'soil types where plant species is likely to be found. (B) Result of overlay between the reclassified digital elevation map
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case there are three layers of buffers to rank those areas that are closest as the highest priority and work outward from there.

where the last case, both conditions being 1, is the only
one that comes out with a 1 (Figure 6.15A).

However, suppose the plant species is more likely to
be found where both conditions are met, but that it still
may occur when either of the two conditions (>1100 m
elevation or appropriate soil) are met. In this case,

a Boolean OR will show where any condition will be

met:

0OOR0=0,10R0=1,00R1=1,

Eq. 6.2
lorR1-1 (Fa-62)
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FIGURE 6.15 (A) Result of Boolean AND. (B) Boolean OR results. All the dark areas have at least one condition met. (C) Simple ranking model ends

with three classes.

Clearly, this will result in many more ‘‘solutions”
(Fig. 6.15B).

Of course, the areas that meet both conditions are
more likely to have the plant species. A ranking model
will show them as a preference. Ranking models are not
Boolean. Their logic works like a mathematical plus:

0+0=0,0+1=1,140=1,1+1=2 (Eq.6.3)

The result will be that those areas that meet neither
condition for finding this plant species—those with a
O0—will still result in a 0 when combined. Those areas
that have one, but not both conditions will form a large
middle group of cells, and those with both conditions

will form a third category that is a priority area (see
Fig. 6.15C).

MORE COMPLEXITY-WEIGHTED RANKING
MODELS

The ranking model demonstrated how to bring prefer-
ence into spatial modeling. The same preference can be
introduced by an expert to weight the model. For
example, if elevation is a more important factor than soil

type, a multiplier can be applied to that part of the equa-
tion. This is called weighting the model and would make a
ranking model a weighted ranking model. Scientists may
apply very complex polynomials weights to parts of an
equation to reflect the information they have discovered
in their research. This underscores a very important
point: GISs are only tools; they do not do the model-
ing—the researcher does. It is tempting to think of GISs
and related technologies as a black box, spewing forth
answers to problems with certainty and precision. The old
expression ““‘Garbage in/garbage out” applies to GIS as
well as any other computer technology. GIS will not
correct poor science. As previously shown, GIS is also
only an approximation of physical reality. Resolution is
always an issue and affects the use of this technology at
many levels.

GEOGRAPHIC INFORMATION
SYSTEM ONLINE TOOLS AND
VISUALIZATION

GISs and other environmental modeling tools have
long been oft-limits to most users because of their cost
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and their complexity. Recently, these tools have
become much more affordable, and the technology
has become more accessible through the intro-
duction of user-friendly online tools that reduce the
steep learning curve traditionally associated with GIS
and make it an accessible device for nontechnical
practitioners.

ONLINE TOOLS

GIS has become a part of the products offered by com-
panies dealing in location-based services (LBS). These
services include online mapping such as is found at
Yahoo and other Web-based search tools or the direc-
tional technology available in some upscale automobiles.
Soon many devices, such as cellular phones, will come

| File Edit View Favorites Tools Help

equipped with GPS. Other companies are becoming
more GIS-invested in their marketing strategies and at a
small business level.

VISUALIZATION

GISs are visualization-based by design. Integrating the
GIS visualizations with digital photography is another
useful way to make GIS more appealing. Figure 6.16A
shows some panoramas created by participants in a com-
munity-mapping project. These participants capture 360-
degree pictures of their environment and then map them
to an online resource (Fig. 6.16B) where they can be
shared. The panoramas are constructed by combining
several overlapping digital photographs. They can be
tied to data, and they can be strung together so that you
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can “‘travel” through an entire region. They help users
orient themselves to the study terrain.

VIRTUAL REALITY MODELING

Panoramas simulate three-dimensional (3-D), but they
are not true 3-D modeling. GIS can do true 3-D model-
ing, which is very useful in applications where there is a
visual impact assessment involved, such as designing
scenic look outs on trails and highways. Figure 6.17A
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_3 http:/fag.arizona.edu/agnet/srer/vrml/sr

File Editdﬂaw Favorites 'Iools Help

illustrates how a 3-D model of the Santa Rita Experiment
Range is generated from a DEM.

Other 3D effects can also enhance GIS queries. GIS
and Virtual Reality Modeling Language (VRML)
have been successfully integrated so that users can ““fly”’
through a landscape and then query data behind
the model. Figure 6.17B shows an example of a VRML
created with a satellite photo draped over the DEM
of the Santa Rita Experiment Range south of Tucson
integrated with a GIS, and the layer for Pastures
turned on.
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FIGURE 6.17 (A) DEM-generated 3-D model of Santa Rita Experiment Range. (B) Virtual reality model of the Santa Rita Experiment Range.
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FIGURE 6.18 Yuma, AZ, seed growers project Website. Open a password-protected page, zoom in, click on a field, and insert a “pin” with

information about the crop being planted.

THE FUTURE: GEOGRAPHIC
INFORMATION SYSTEM AS A
COMMUNITY RESOURCE

Online data and visualization are making GIS a commu-
nity-accessible tool. GIS can also serve as a community
collaboration vehicle. Figure 6.18 shows screens from
a Yuma, AZ, seed growers, application Website. These
growers have to work with each other at planting
time to prevent cross-pollination. They had been using
a physical bulletin board in the Yuma County Extension
office to communicate with each other, which meant
several trips a day to the office, and the danger that
the pins would fall out or be disturbed in some way, and
some growers would not get a message. In this case,
with the application by ArcIMS, a Web-based GIS tool,
the base map is a satellite photo of the Yuma Valley,
and the data on the back end is managed by an

Oracle database program. This project demonstrates
two principles of community GISs: interactivity and
peer-to-peer communication. Interactivity is an import-
ant component of public service GIS.

QUESTIONS

1. What spatial considerations are there in enviromental
decision making, and how can GIS help address these
considerations?

2. How does GIS tie data to location?

3. What is the difference between raster and vector
GIS?

4. Define these basic GIS operations: reclassification,
overlay, distance measurement, and connectivity.
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5. What are the different ways to collect data for
GIS:?

6. Describe these spatial models: simple binary AND and
OR models; ranking models; weighted ranking
models.

7. Solve the following problem using the modeling
techniques above:

You are trying to locate the areas in a given region
that are most susceptible to mosquito breeding.
You are looking for these factors: low, near water,
like a lake or a stream, and grassy. Show how
you would solve that problem using a simple
Boolean AND. Now weigh the model so that
the low factor gets twice as much weight as the
others.
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ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

The vadose zone is defined as the geological zone between
a regional groundwater body and the land surface and is
composed of unsaturated material. The vadose zone in-
cludes weathered and unweathered minerals and geo-
logical deposits, which are sedimentary, metamorphic,
or igneous in nature. The soil environment is a subset of
the vadose zone defined more precisely as weathered
geological materials and biological residues that come
into contact with the earth’s atmosphere. The soil envi-
ronment includes viable plants and animals (roots, resi-
dues) and microorganisms that reside in the pore spaces
of and are attached to the geological materials. The pore
spaces of this environment also contain water with dis-
solved minerals and air enriched with carbon dioxide and
other trace gases. The pore water and soil gas sustain
plants, animals, and microorganisms that live in this en-
vironment. When excess water percolates below the root
zone, soluble constituents (nutrients and pollutants) can
contaminate groundwater.

The challenge facing environmental scientists when
sampling the soil or vadose zone environment is formid-
able because this environment is heterogeneous at all
scales (Figure 7.1). Often, anthropogenic activities en-
hance the complexity of the soil environment. These
activities can mask the true nature of the soil environment
in ways that can constrain accurate characterization. For
example, many agricultural activities often modify the
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physical, chemical, and biological nature of soils. Field
preparations include surface leveling, which may cut
across and mix several soil horizons, and the removal of
all plant species to facilitate crop production. Over time
this ““modified” soil environment develops its own set of
unique characteristics. Regular surface manipulation of
agricultural soil may homogenize the first 0.5 m of soil,

but wide variations in soil types can occur even over short
distances.

In this chapter we emphasize the methods and equip-
ment needed to collect and store soil, soil-water, and soil-
gas samples for the following purposes: conducting soil
surveys, assessing the fertility status for agricultural pro-
duction, and monitoring the vadose zones for pollution

Soil individual
(polypedon)

Master Scil Horizons
(solum)

FIGURE 7.1 Soil scales, from landscape to a soil core sample. Topography and vegetation are visible (external) soil macroheterogeneities. Soil
landscape and polypedons and soil horizons held define intermediate and field scale heterogencities of the soil environment. Inset shows the
microheterogeneity of soils. (Adapted from Brady and Weil, 1996, Fig. 3.1, and Pepper ez al., 1996, Fig. 2.3.)



characterization. Inasmuch as the distinction between
soil and vadose zones is often blurred, the sampling
techniques discussed in this chapter apply to both
environments.

SOIL SAMPLING STRATEGIES

Chapter 2 introduced sampling units and strategies in
two and three dimensions, with examples that are appli-
cable to the soil environment. In classic soil science a soil
“unit’ or pedon is defined as “‘the smallest volume of soil
than can be called a soil” (Brady and Weil, 1996). This
definition has particular relevance for soil classifiers who
must rely on observations made from volumes of soil that
canvary from 1 to 10 m? in surface area and from 1 to 3m
in depth (see Figure 7.1). However, a more generic def-
inition is often adopted in soil environmental monitoring.
This may in fact be based in the definition of scales that
are discussed later. Modern soil environmental monitor-
ing methods often do not consider classic soil classifica-
tion to optimize sampling schemes. In subsequent
sections we briefly discuss classic soil sampling for classifi-
cation applications.

In terms of surface, a homogencous soil unit may be
defined as an area that has similar physical features,
smaller or larger, as a pedon. Thus, a soil unit may be
considered as a mass of soil with no distinguishing pro-
files; that is, there are no visible changes in characteristics
such as texture, color, density, plant (root distributions),
moisture content, and organic-matter content. This def-
inition of a soil unit is used in the remainder of this
chapter.

If other changes occur within a ““unit,” in one or more
of the categories previously listed, it is subdivided into
smaller units. Thus, the process of subdividing the soil
environment continues by defining another unit of soil
within these units. Soil scientists recognize that inter-
mediate scale units such as a landscape (see Figure 7.1)
are far from being homogeneous. However, intermediate
scales are important in the management of soil processes
associated with agricultural production, land treatment of
waste, and remediation of contaminated soils. In the
practical sense, intermediate-scale soil units must be sub-
divided into smaller macroscale and microscale units to
facilitate the sampling and analysis processes.

CLASSIC SOIL SAMPLING

Soil surveying methods, originally developed by the Soil
Conservation Service of the U.S. Department of Agricul-
ture (USDA), have their origins in classic soil science,
specifically soil genesis, pedology, and morphology. Soil
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morphology involves observational analysis of soil forma-
tions, structures, and the like. Soil morphology requires
direct field observations, which, when combined with
laboratory measurement of field samples, allow final clas-
sification of the soil pedon. For example, field observa-
tions include the semiquantitative measurements shown
in Table 7.1.

Other important soil classification information that can
be obtained from field samples and analyzed in the la-
boratory are shown in Table 7.2.

Classic soil classification, with field observations,
requires extensive field experience. Soil classifiers must
be certified and have several years of supervised field
experience in soil surveying and classification. The pur-
pose of soil mapping is not to define exact areas or
volumes of soil with unique or exclusive properties, but
to define the locations of soil series (the most specific unit
within the U.S. Soil Classification System) within soil
map units or landscapes (Figure 7.2). Most USDA Soil
Conservation Service Soil Surveys (see also Chapter 5)
have been conducted by trained soil scientists relying
almost exclusively on field topographical and morpho-
logical observations.

EQUIPMENT FOR SOIL CLASSIFICATION

A subset of equipment listed in Box 7.1 may be used to
inspect and collect soil samples. A more complete list of
field equipment definitions, charts, and guidelines is pro-
vided in a practical field guide by Boulding (1994) or
Manual Agricultural Handbook 18 (1993 ) by Soil Survey
Staff of the U.S. Conservation Service. Typically, the soil

TABLE 7.1
Semiquantitative Measurements Obtained from Field Observations

Soil horizon definitions and boundaries: O, A, E, B, C

Color-predominant: red, black, gray, bluish related to moisture, and soil
chemical composition

Mottling: color distributions by size and contrast

Texture-particle size distribution: gravel, sand, silt clays (field estimates)

Porosity-density-compaction: voids

Structure: ranges from loose (single grain) to massive (prismatic)

Moisture regime: saturated (water table location), unsaturated
(duration)

Water drainage: infiltration rate

TABLE 7.2
Quantitative Measurements from Laboratory Analyses of Field Samples

Particle size distribution: in percent sand, silt, and clay

Hydraulic conductivity: saturated, unsaturated

Saturated pH and electrical conductivity: from water saturated paste
Organic carbon and organic nitrogen: organic matter

Cation exchange capacity: base saturation, sodium exchange ratio
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BOX 7.1 Field Equipment Necessary for Soil/Vadose
Zone Sampling

Auger (hand-mechanical), drill rig

Shovel, scoop, mechanics tool box

Charts: soil morphology and classification,
Munsell soil color, mineral and texture
classification

Bottles: hydrochloric acid (tenth: normal) solution,
deionized water

Recording devices: log book, camera, waterproof
pen

Maps: Soil survey, topographic, geologic,
Forms: Soil profile, borehole forms, chain-of-
custody, sample labels

Compass, global positioning system (GPS) hand-
held unit

Soil sample collection paper or plastic bags, auger
sleeves

Sample storage container (cooler)

classifier walks across the landscape in ecither a grid
or transverse pattern and verifies the soil properties by
collecting and examining samples using a screw type
hand auger (see Figure 7.2). The soil classifier may also
collect soil samples for laboratory chemical and physical
analyses using a truck-mounted drill rig. Soil classifiers
also may dig trenches to view soil profiles. This practice,
although expensive and disruptive, is effective for visually
delineating soil profiles and microfeatures. Finally, soil
scientists may also rely on topographical features, vegeta-
tion distribution, and unique landmarks for the
final delineation of soil series on an aerial photograph
(see Chapter 5).

SOIL SAMPLING IN AGRICULTURE

Agricultural environments are unique, intensively man-
aged soil systems defined and modified by human beings
to sustain food production. These changes require large
energy inputs like grading and plowing and regular
additions of fertilizers, pesticides, and, in arid and semi-
arid areas, significant amounts of irrigation water.
Monitoring the status of agricultural soils is primarily
done to assess soil fertility. However, soil samples are
sometimes collected to determine major chemical and
physical properties such as salinity, water infiltration, or
organic matter content. These soil properties can change
significantly over time with repeated fertilizer and waste
additions and tillage practices.

Grid Sampling

Transect Sampling

FIGURE 7.2 Soil sampling approaches used for the delineation of soil
boundary series (A-E). Grid sampling points (z0p) are more costly and
ignore topographic features. Transect sampling makes use of soil topo-
graphic information to find boundaries, reducing sampling costs.
(Adapted from Brady and Weil, 1996, Fig. 19.6.)

As a general guideline, one single or composite (bulk)
sample per four hectares (~ 10 acres) should be collected
from the top 30cm of the soil profile with a bucket
auger or a spade. However, obvious changes in topog-
raphy should also be taken into consideration. Bulking
samples to save on analytical costs is also frequently
done under these conditions. This procedure is acceptable
if each sample contributes the same amount of soil to the
final sample and only if an estimate of the mean concen-
trations is needed without regard to potential spatial vari-
ability. The collection of these types of samples is typically
accomplished with a simple random sampling scheme
(Figure 7.3). The scale intervals must be selected before
sampling and can be approximated by steps or measured
with a tape measure (see also Klute, 1986). Alternatively, a
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FIGURE 7.3 Random walk sampling used to collect soil samples from
agricultural soils. A randomly selected starting location in the field and
other subsequent sampling locations, based on randomly selected direc-
tions and paces. (Adapted from Klute, A. [1986] Methods of Soil Analysis:
Part 1—Physical and Mineralogical Methods, 2nd edition. American
Society of Agronomy, Soil Science Society of America. Madison, WI.)

field can be subdivided into units with a grid to facilitate
sample location. Samples can then be collected within
randomly selected grids. Here the number of grid divi-
sions should be at least 10 times the number of samples
collected. However, with global positioning system
(GPS) devices, grids may no longer be necessary to collect
samples randomly (see Figure 2.5B).

When a given soil parameter is suspected to have a
strong spatial dependency, a systematic or grid sampling
pattern can be chosen. A grid sampling pattern may be
selected by dividing the field into squares or triangles
(Figure 2.5B) and collecting samples at the nodes or
within each grid. Here the number of squares or triangles
is equal to the number of samples needed. This technique
provides a set of samples with X-Y coordinates that can be
used to develop contour maps with geostatistical
methods (see Chapter 3). Modern precision farming
techniques that make use of detailed spatial information
on the soil texture of agricultural fields is critical to opti-
mize fertilizer and water applications.

EQUIPMENT FOR SOIL SAMPLING IN
AGRICULTURE

The equipment necessary to collect soil samples is limited
to a subset of the list presented in Box 7.1 Unsaturated
soil samples for soil fertility analyses should be collected
with a bucket auger and kept at room temperature.
Microbial activity in soil samples is minimized by air-
drying (1 to 3 days) in a dry environment with daily
mixing. Once dried, the average loam soil should not
have more than 5% soil moisture content. After drying,
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the samples should be stored in sealed plastic bags, pend-
ing analysis. Properly dried and sealed soil samples may be
stored indefinitely. If microbial analyses are needed, the
samples should not be air-dried; they should be sealed
and stored at 4° C before analysis (see Chapter 20 for
details on soil sampling for microbial analyses).

VADOSE ZONE SAMPLING FOR
POLLUTION CHARACTERIZATION

In the last 25 years, a new emphasis on more precise
methods for sample collection has emerged, following
the need to quantify vadose-zone pollution. Industrial
and municipal waste treatment and disposal, uncontrolled
chemical spills, atmospheric depositions, and physical dis-
turbances (mining, reclamation) add new dimensions to
traditional soil sampling. Accordingly, statistical methods
to define the number of samples are necessary to meet
environmental pollution and cleanup standards, as well
as control the costs associated with soil sampling and
analyses. However, soil sampling still requires a combin-
ation of systematic and random sampling and knowledge
of site characteristics, as well as its history.

In some cases, the source of the pollutant is known, and
the objective is to characterize the extent of contami-
nation. In such cases, sampling density is usually greatest
at the origin of contamination and decreases radially out-
ward (Figure 7.4). Systematic sampling may be done
along possible migration pathways, defined by topog-
raphy and wind patterns. In other cases, the source of
pollution is not known, and the objective is to locate the
source. Grid sampling is then used to locate pollutant
“hot spots.”” In such cases, a statistical analysis is required
to define the grid size, considering the area and probabil-
ity of occurrence of hot spots (see also Chapter 3). For
agricultural applications, soil profiles are used to assist in
sampling. Soil profiles typically extend from 0 to 3m
below the surface, depending on the number and thick-
ness of each profile. For pollutant characterization, the
goal of soil sampling is to determine the depth of pollu-
tion, and soil-profile data may or may not be useful.
Typically, a more important consideration is the depth
to groundwater. Therefore sampling is often extended
beyond the soil environment to include the vadose zone.

SOIL SAMPLERS

Soil samplers are grouped into manually operated and
power-driven samplers (Dorrance et al., 1995). Factors
affecting the selection of samplers between and within
these two categories include required sampling depth,
soil conditions (e.g., presence of caliche, gravel layers),
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FIGURE 7.4 Grid and directional (exploratory) soil sampling patterns assume a pollution point of origin. Note that sampling can be done in the
direction of potential pathways of pollution (transport via air and water). Dots represent sampling points.

sample size, moisture conditions, site accessibility, costs,
and personnel availability. Manually operated samplers
are primarily used for surface sampling (e.g., less than
5 m deep, depending on conditions). Mechanically driven
devices are more suited for sampling deeper regions of the
vadose zone or in conditions that are unsuitable for
manual samplers. For additional details on samplers de-
scribed in this chapter, see Dorrance et al. (1995).

HANDHELD (MANUALLY OPERATED)
SAMPLING EQUIPMENT

The most common manually operated samplers are
shown in Table 7.3, and their descriptions follow.

BULK SAMPLERS

Simple tools for obtaining soil samples include stainless
steel spoons, sampling scoops, shovels, trowels, and
spatulas. Stainless steel construction ensures that these
samplers will be inert to typical pollutants. These devices
are also used to obtain soil samples from excavated
trenches. Samples are stored in appropriate containers.
Bulk samplers expose the sample to the atmosphere, en-
hancing loss of volatile constituents including volatile
organic compounds (VOCs). Because they are disturbed
samples, bulk samples are not suitable for geo-technical
studies.

AUGERS

Many soil environments have developed profiles
(A and B horizons) with depths that seldom exceed 2 m.
There fore most soils can be sampled with handheld
equipment similar in design to that shown in Figure 7.5.
There are several types of augers and tubes designed for
sampling under many soil textural and moisture condi-
tions (see Figure 7.5). Auger samplers do not prevent

TABLE 7.3
Manual Sampling Equipment

1. Bulk samplers:
Shovels
Scoops
2. Auger samplers:
Screw-type augers
Posthole augers
Regular or general-purpose barrel augers
Sand augers
Mud augers
Dutch-type augers
3. Tube-type samplers:
Open-sided soil sampling tubes
Veihmeyer tubes
Thin-walled tube samplers (Shelby tubes)
Split-barrel drive samplers (split-spoon samplers)
Ring-lined barrel samplers
Piston samplers
Maccauley sampler




cross-contamination of soil profiles and are not recom-
mended for sampling soils for trace chemical analyses.
Also, core integrity cannot be maintained because in
most cases the soil sample must be dislodged by tapping
the outside shell.

SCREW OR SPIRAL AUGERS

These augers are similar to wood augers (Figure 7.6)
modified for attachment to extension rod and tee-type
handle (Dorrance et al. 1995). A commercial spiral
auger consists of a steel strip spiraled to 25-cm
units. These samplers are best suited for use in moist,
cohesive soils, free of gravel. They are frequently used to
bore through very dense layers of soil. Because the
samples are exposed to the atmosphere, they are not
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FIGURE7.5 A, Left, basic hand-operated soil auger showing the auger
head, an extension rod, and a handle. Right, details on the auger head
showing cutting tip, barrel, slip wrench, and shank for attachment to
extension rods. This illustrated design allows insertion of a replaceable
plastic liner and caps for collection and retention of an intact sample
suitable for geotechnical studies. Alternative auger head designs are avail-
able depending on soil conditions. B, Sand. This sampler is designed for
use in extremely dry, sandy soils. The cutting bits touch so that they can
hold dry sand samples. C, Mud. This head has an opening cut out of the
barrel for easy removal of heavy, wet soil and clay samples. Cutting bits are
similar to regular augers but are spaced further apart. D, Regular. This
head is for sampling under ordinary soil conditions. E, Planer. This head
cleans outand flattens the bottom of predrilled holes. It removes the loose
dirt left in the borehole by other augers. F, Dutch. This head is excellent
for drilling excessively wet, boggy soil and fibrous, heavily rooted swampy
areas. Itis forged from high-carbon spring steel and is available onlyina 3-
inch diameter. G, Screw. Extra-heavy-duty screw-type auger is used for
taking smaller samples. Flighting is 6 inches in length. (From Ben
Meadows Company, a division of Lab Safety Supply, Inc.)

suitable for analyses of VOCs. Screw-type augers are usu-
ally 1 in (2.5cm) to 2 in (5 cm) in diameter, work best
in clay soils, and are designed to collect small amounts
of soil.

BARREL OR BUCKET AUGERS

The basic design of a barrel auger includes a bit with
cutting edges, a short tube or barrel within which the
soil sample is retained, and two shanks (see Figures 7.5
and 7.6). Barrel augers generally provide larger samples
than screw-type augers. Some designs permit insertion
of plastic, brass, stainless steel, polytetrafluoroethylene
(PTFE), or aluminum liners (see Figure 7.5). The
auger head is attached to extension rods and a tee-handle
(see Figure 7.5). Additional extension rods are added



108 L.G. Wilson and J.F. Artiola

HANDGRIP

ESP BODY ———

LATCH f 4

JACK LEVER

PEDAL
DEPRESSOR

JACK i

JACK FULCRUM

GROUND PAD I oy

STOP RING

HAMMER
ASSEMBLY—

\4— GUIDE ROlD
THREADED COLLAR

_ < IMPACT CUSHIONING WASHER

1
< ALUMINIUM CYLINDER

FIGURE 7.6 Veihmeyer tube example. Manual JMC subsoil probe, hammer driven, with plastic lined sampling tube that can be removed and capped
to minimize sample contamination. Hammer option and extensions allow for manual sampling below 1 m depth, depending on soil type and moisture

conditions. (From JMC manual.)

as needed. Samplers are available in various diameters.
Bucket augers vary in diameter from about 2in (5 cm)
to 4 in (10 cm); the most common are 3.5 in (8.9 c¢m)
in diameter. The basic variations in design allow sampling
in sandy, muddy, or stony conditions (see Figure 7.5)
and collect up to 1 kg of soil. Core catchers are often
installed within the tip to prevent loss of very dry or
loose samples.

TUBES

Soil sampling tubes (Figure 7.6) provide an alternate
method of sample collection that limits cross-contamin-
ation and maintains core integrity. Tube-type samplers
generally have smaller diameters and larger body lengths
than barrel augers. The basic components of tube-type
samplers include a hardened cutting tip, body tube or
barrel, and a threaded end. In some designs, extension
rods are screwed onto the body tube as required to reach

the total sampling depth. The tubes are constructed
of hardened steel, and some units are chrome plated.
Tube samplers permit the insertion of liners for the col-
lection and direct storage of an intact soil core. Liners are
used to obtain undisturbed samples. This reduces sample
handling in the field and minimizes sample contamin-
ation. Because these samplers have a diameter that
seldom exceeds 2in (5 cm), they can be driven into the
ground by hand, with a foot support adapter, or with
a slide hammer. Tube samplers fitted with a slide hammer
can be driven several meters into the ground, depending
on soil textures. Transparent plastic liners are very
useful for collecting soil samples for trace chemical analy-
sis and for recording and separating soil textural
layers. Nonetheless, soil-sampling tubes have one serious
sampling problem: they can compress soil profiles
in heavy-textured soils. In light-textured soils these
sampling devices often exclude or displace coarse soil
material.
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FIGURE 7.7 (A) Shelby tube, comprising a single picce, thin-gauge
metal tube with a sharpened point. Sampler head connects tube to
extension rod for manual or power sampling. Ball valve releases air during
sampling. Ends are capped following sampling, and the tube is stored in
an ice cooler for laboratory analyses of sample. (B) Split spoon sampler.
(A, After Foremost Mobile Co., Inc. B, (From Ben Meadows Company,
a division of Lab Safety Supply, Inc.)

Common sampling tubes include open-sided soil-
sampling tubes, Veihmeyer tubes (See Figure 7.6),
thin-walled tube samplers (Shelby tubes) (Figure 7.7A),
split-barrel drive sampling (split-spoon) (Figure 7.7B),
ring-lined barrel samplers, and piston samplers. Some of
these tubes can also be used with power-driven equip-

ment. For a description of these tubes see Dorrance et al.
(1995).
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Other specialized types of soil sampling equipment
work only in organic soils that are soft or saturated.
Other samplers and sampling equipment adapted for
sampling in peat soils and even in frozen (permafrost)
soils are discussed by Carter (1993) (Boxes 7.2
and 7.3).

MECHANICAL SOIL AND VADOSE ZONE
SAMPLING EQUIPMENT

The manual samplers described in the previous section
are suitable when relatively shallow depths are involved
and where drilling conditions are favorable. Otherwise,

BOX 7.2 Advantages of Manual Sampling

1. In contrast to mechanically operated
samplers, there are no major mobilization and
demobilization requirements (i.e., the technician
walks to the sample site and can begin sampling
almost immediately).

2. Samples can be taken at locations not easily
accessible by power equipment (e.g., hillsides).

3. Hand-operated equipment may be safer
to operate than mechanically operated samplers
(e.g., no moving parts). However, there is always
the risk of muscle or back injury to the
technician when withdrawing the tool and
samples from the hole.

4. Hand-operated devices do not generate
as much frictional heat compared with
mechanically operated samplers. Therefore
the associated loss of volatile constituents is
reduced.

5. The cost of manual sampling is generally
much lower than that for mechanically operated
samplers.

BOX 7.3 Disadvantages of Manual Sampling

1. Sampling is generally limited to shallow
depths.

2. Collecting intact or complete samples may be
difficult or impossible in coarse-grained soils.

3. Samples obtained with bucket and screw
type augers are disturbed and not suitable for geo-
technical observations. Using tube-type samplers or
augers with liners reduces this problem.
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power-driven equipment is necessary. The units described
include handheld power augers, solid-stem flight augers,
hollow-stem augers, sonic drilling, and direct push soil
probes. These methods are preferred over drilling
methods commonly used to install water supply wells,
such as cable tool and rotary units, because drilling fluids
are generally not required. For additional details on these
samplers see Lewis and Wilson (1995).

HANDHELD POWER AUGERS

These devices consist of a spiral flight auger driven
by either a small air-cooled engine or an electric motor.
They are available with handles for either one or two
operators. Additional flights are attached as required.
Flights are available commercially in diameters ranging
from 2in (5cm) to 12in (30.5 cm) and lengths of 30in
(76.2cm) or 36in (91.4 cm). Unpainted flights are avail-
able to avoid sample contamination. As the auger ad-
vances into the profile, soil cuttings are brought to the
surface. The samples are placed in containers with spat-
ulas or trowels. A problem with this method is that
samples are disturbed, making it difficult to relate them
to specific depths. An alternative approach is to withdraw
the auger flights at the depth of interest and drive a probe
(e.g., Shelby tube) into undisturbed soil. Handheld
power augers are limited to shallow depths and uncon-
solidated soils free of gravel or cobbles. If sampling tubes
are not used, the disturbed samples are not useful for soil
profile characterization or geo-technical studies (e.g.,
determination of layered conditions). Volatile constitu-
ents are lost by exposure to the air and by heat generated
during drilling.

SOLID-STEM AUGERS

Mounted on drill rigs, these augers are capable of
sampling to a greater depth than the hand-operated
units. Single auger flights consist of spiral flanges welded
to a steel pipe. Multiple sections are joined together as
required to produce continuous flighting. The bottom
flight contains a cutting head with replaceable carbide
teeth. Single flights are commonly 5 ft long. Outside
diameters are commercially available in sizes ranging
from 4in (10cm) to 24in (61 cm). New single flights
should be sandblasted before use to remove paint that
may interfere with soil pore-solution analyses. An engine-
driven system turns the auger sections, and as the auger
column is rotated into soil, cuttings are retained on the
flights. The augers are then removed from the hole and
samples are taken from the retained soil. Alternatively,
samples are brought to the surface and collected. Unfor-
tunately, with either method it may not be possible to
precisely relate samples and depths. The reason is that soil

moves up the flights in an uneven fashion as the auger
column is advanced. A preferred approach is to remove
the auger flight at the desired sampling depth, lower a
tube sampler (e.g., Shelby tube) in the open hole, and
drive the sampler into undisturbed soil. Both methods are
subject to cross contamination by caving and sloughing
of the borehole wall as the auger flights are removed and
reinserted. This is of particular concern when the objec-
tive of sampling is to obtain depth-specific contaminant
profiles.

Several factors affect maximum sampling depth,
including soil texture, excess soil moisture, available
power, and auger diameter. A typical depth under ideal
conditions may range up to 37 m. Greater drilling depths
are attained in firm, fine-textured soils. Unless core
samplers are used, this methods is not suitable for charac-
terizing VOCs because of volatilization as samples are
exposed to air and because of heat generated by the
drilling process.

HOLLOW-STEM AUGERS

Hollow-stem augers are similar to continuous flight,
solid-stem augers except their hollow interior allows
access of sampling tools (Figure 7.8). A center rod with
a pilot bit is inserted into the continuous flights to help
advance the cutting bits. Alternatively, a knockout plug
is located at the end of the lowermost flight to keep fine
material from rising into the auger head. A common
length of an auger flight is 5ft (1.5m). The inside
diameters of commercially available auger flights range
from 2.5in (6.3cm) to 10.25in (26 cm). The corre-
sponding actual hole sizes range from 6.25 in (15.9 cm)
to 18in (45.7 cm). Maximum drilling depths depend on
the texture of the vadose zone, size of rig, and hole
diameter.

Soil sampling is possible by collecting samples brought
to the surface, as is done with solid-stem augers. A pref-
erable approach is to lower sampling tubes through the
hollow core of the flights and drive them into undis-
turbed soil. Because the continuous flights of a hollow-
stem auger remain in place during sampling, soil from
upper horizons is prevented from falling into the bottom
of the hole. Thus, the cross contamination problem asso-
ciated with solid-stem augers is avoided. When sampling
at a given depth, drilling is stopped and the center rod or
plug is removed. The sampler is then lowered inside the
auger and driven by a hammer into undisturbed soil
ahead of the auger flights. For a characterization of the
pore-solution chemical properties throughout the vadose
zone, samples are commonly collected at 5-ft (1.5-m)
intervals oratdistinct textural changes. Itis also sometimes
helpful to maintain a record of the number of hammer
blows required to advance the sampler a given distance.
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The results can be related to textural changes. Samplers
used during hollow-stem boring include Shelby tubes,
split-spoon samplers, and ring-lined barrel samplers.
Additionally, 5-ft (1.5-m) long, continuous samplers
are commercially available for sampling soils free of
cobbles.

Hollow-stem augering provides a rapid, economical
means of obtaining undisturbed samples. Equipment is
routinely available. Because hollow-stem boring uses no
drilling fluid, the potential for chemical contamination or
alteration of pore liquids is minimal. A major limitation is
that the method is not suitable in extremely dry, fine
materials; in saturated soils; or in soils containing cobbles
or boulders. Heat that is generated during driving the
samplers will promote VOC loss.
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SONIC DRILLING

Sonic drilling is a relatively new technique for obtaining
vadose zone soil samples for pore liquid analyses
(www.sonic-drill.com). This technique is essentially a
dual-cased drilling system that uses high-frequency
mechanical vibrations to allow continuous core sampling
and advancement into the profile. The drill head uses
offset counterrotating weights to generate sinusoidal
wave energy, which operates at frequencies close to the
natural frequency of the steel drill column (up to 150
cycles per second) (Figure 7.9). The counterrotating bal-
ance weights are designed to direct 100% of the vibration
at 0 degrees and 180 degrees. This action causes the
column to vibrate elastically along its entire length. Res-
onance occurs when the vibrations coincide with the
natural resonant frequency of the steel drill casing. This
allows the rig to transfer timed vibrational energy to the
top of the drill string. The high-energy vibrations are
transmitted down to the face of the drill bit, producing
the cutting action needed for penetration. Rotation and
application of a downward force causes the drill string to
advance through the profile. During drilling, the walls of
the steel pipe expand and contract, causing the fluidiza-
tion of soil particles along the drill string, which enhances
drilling speed.

A dual-string assembly allows the use of an outer casing
to hold the borehole open and an inner core barrel for
collecting samples. Diameters of the outer casing range
up to 12 in (30.5 cm). Diameters of the sampling core
barrel range from 3 in (7.5cm) to 10 in (25 cm). When
the borehole is drilled, the core barrel is advanced ahead
of the outer casing in 1 to 30ft (95m) increments,
depending on physical conditions. After the core barrel
is removed from the borehole, a plastic sheath is slipped
over the barrel. The sample is extruded into the sheath.
Subsamples are taken and stored in appropriate contain-
ers. Lined split-spoon samplers or Shelby tubes can also
be used for sampling. In addition to the drilling of vertical
holes, sonic rigs can angle-drill holes up to 75 degrees
from horizontal. This is advantageous when sampling
beneath existing waste disposal facilities such as landfills
and impoundments.

The principal advantages of sonic drilling are that water
is not required, perched water can be identified, and there
is a relatively safe operating environment. Other advan-
tages include the ability to collect continuous cores;
drilling rates (up to 10 times faster than hollow-stem
rigs [no drilling fluids needed]; fewer drill cuttings to
dispose of (up to 80% less than other rigs); the ability to
drill through bedrock, cobbles, and boulders; and the
ability to drill to greater depths than hollow-stem augers
(sonic drills can provide 3-in cores to a depth of 500 ft
[153 m]). Disadvantages include a higher cost than that
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FIGURE 7.9 Basic components and principle of operation of sonic drilling. Besides usage for environmental sampling, the technique is used for
mineral exploration, angle drilling, and constructing water supply wells. (After Sonic Drilling Ltd. and Boart Longyear Co.)

for hollow-stem augers, equipment breakdowns, and
potential volatilization of VOCs due to the heat that is
generated.

DIRECT-PUSH SOIL SAMPLING

Direct-push soil sampling is also known as direct drive,
drive point, or push technology. This type of sampling
involves forcing small-diameter sample probes into the
subsurface and extracting samples at depths of interest
(Lee and Connor, 1999). The samplers are advanced into
the vadose zone by static hydraulic force coupled with
percussion hammering and/or vibration. Under favor-
able conditions, this advancement system is capable of
pushing sampling tools at a penetration rate of 5 ft
(1.5m) or more per minute to depths of 30 ft (9 m) to
60ft (18 m). Some systems use a large rig capable of
conventional drilling that has been modified with a hy-
draulic hammer. Other systems combine hollow-stem
augering and direct push sampling to reach greater
depths. Up to 14,500kg of downward force may be
applied with this system.

Samplers used with this method include nonsealed soil
samplers (solid and split barrel samplers, thin-walled sam-
plers), and sealed soil samplers (piston samplers). Liners
can be used with the nonsealed samplers to minimize loss
of volatile constituents. Although single probe sampling
is possible, the raising and lowering of samplers in the
borehole results in cross-contamination. Dual-tube
systems reduce this problem but require greater force,
limiting sample depth and sample diameter compared to
conventional systems. Unlike the typical hollow-stem
auger rigs where the raised masts may reach 30 ft (9 m)
in the air, the smaller direct-push samplers have lower
operating masts 12 ft (3.7 m). Thus, they can be used

under power lines or in other areas that would preclude
hollow-stem augers. They can also be mounted on pickup
trucks, increasing mobility and decreasing mobilization
and demobilization times. The mass of waste soils
brought to the surface is much less than with conven-
tional rigs, reducing disposal costs. The requirement for
grout to seal the abandoned hole is also reduced. The
main limitation with this technique is the decreased sam-
pling depth compared with other rigs, especially where
cobbles and boulders are present in the profile. Ongoing
improvements in the technique will undoubtedly mini-
mize this problem in the future. Heat that is generated
during sampling causing the loss of VOCs is once again
a potential problem.

SOIL SAMPLE STORAGE AND PRESERVATION

Soil samples collected for issues related to contamination,
public health, and risk and safety assessment usually re-
quire special procedures. Typically, samples are not
allowed to dry and are collected and preserved ““as is,”
meaning that soil moisture and chemical field conditions
are maintained. Therefore these soil samples are usually
collected in glass or plastic jars, sealed, and kept cool
(4° C). Cooling the samples to near freezing is also
necessary to reduce biological activity. Freezing soil
samples, although sometimes done, is not reccommended
because freezing will change the biological and perhaps
even the physical nature of the soil medium. No chemical
preservatives are added to soil samples. Table 7.4 lists the
major container types and holding times allowed for soil
samples.

Intact soil cores collected using the sampling tubes, as
described earlier, must also be quickly capped and sealed
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Soil Sample Storage Containers and Holding Times
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Parameter” Container (Plastic, Glass) Maximum Holding Time (days)
pH, alkalinity PlG 14

Major anions: Cl, SO4, Br, POy4 ... Hg, CN total P PG 28

Nitrate, nitrite, sulfide, sulfite, ammonia PG 2

Cr(VI), oil and grease, organic carbon P’G 28

Metals Pl G 6 mo

Extractable organics

Volatile organics

G (Teflon-lined cap)

~7 (until extraction)
30 (after extraction)

G (Teflon-lined septum) 14
Methanol immersion®

Unknown

(From U.S. Environmental Protection Agency.)
“All samples should be stored at 4° C.
“Plastic (polyethylene) containers preferred.

‘Soil samples may be immersed in methanol in the field to prevent volatilization and degradation.
Br, Bromine; CI, chloride; CN, cyanide; Cr(V1), hexavalent chromium; Hy, mercury; P, phosphorus; SOq, sulfate.

using tape, and stored at 4° C until dissection and analy-
sis. Care must be taken not to invert or shake these cores
to prevent mixing and disruption of core integrity.

Soil samples collected for volatile organics analysis can
be collected in glass vials fitted with Teflon-lined septa.
The use of jars or vials with septa reduces losses of volatile
organic chemicals because the soil samples need not be
exposed to the atmosphere before analysis. Another
option is to transfer subsamples into glass jars to minimize
headspace or into jars containing a known volume of
methanol, usuallyina 1:1 ratio (volume /volume). Metha-
nol emersion effectively preserves the volatile components
of the sample at the time of containerization.

SOIL-PORE WATER SAMPLING

All common pollutants dissolve in water to some extent
and are prone to move with the water. Therefore soil-pore
water sampling is often used to determine the degree and
extent of vadose zone contamination. Table 7.5 shows
the pollution sources for which pore-liquid sampling is
appropriate. The table lists specific sources under three
classes—industrial, municipal, and agricultural—and pos-
sible pollutants. Most of these sources are regulated by
federal statutes designed to protect groundwater, for
example, the Resource Conservation and Recovery Act
(RCRA) and the Safe Drinking Water Act of 1974. For
additional information on techniques discussed in this
section, see Wilson ez al. (1995).

So1L SAMPLING VERSUS SOIL-PORE WATER
SAMPLING

Choosing between soil sampling and soil-pore water sam-
pling depends on the goals of the sampling program. If

the purpose of sampling is to characterize the distribution
of pore liquid constituents throughout the vadose zone
on a one-time basis, soil sampling is appropriate. How-
ever, soil sampling is essentially a destructive process in
that it does not allow for the measurement of changes in a
profile over time. Soil-pore water sampling allows collec-
tion of multiple samples over time, thus providing a
means to evaluate specific locations in the vadose zone.
The device often used to collect soil-pore water samples is
called a suction lysimeter. We define suction lysimeters as
devices with porous segments facilitating the extraction
of pore liquid samples from variable-saturated regions of
the vadose zone. Although these devices can be used to
sample both saturated and unsaturated regions, their
major role is sampling from unsaturated regions. They
are used to detect pollutant movement in the vadose zone
underlying new waste disposal facilities, serving as an early
warning system. They also have a role in compliance
monitoring and postclosure monitoring at waste sites.
Suction lysimeters are also widely used in research pro-
jects (e.g., in weighing lysimeters).

In contrast to soil sampling, where samples are
obtained at incremental depths (e.g., every meter)
throughout a profile, because of cost, suction lysimeters
are generally positioned at greater intervals. Additionally,
lysimeters may not be located in the same vertical profile.
The trade-off is the ability to sample throughout time.

SOIL-PORE WATER SAMPLERS (SUCTION
LYSIMETERS)

The basic components of a suction lysimeter are a
porous segment or cup connected to a body tube of
the same diameter (Figure 7.10) (Wilson ez al., 1995).
Two small-diameter tubes are inserted through the top,
one for applying pressure/vacuum, and the second for
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TABLE 7.5
Pollution Sources Suitable for Pore-Liquid Sampling

Pollution Source Class

Possible Pollutants

Industrial

Surface impoundments (pits, ponds, lagoons)
compounds

Landfills

Land treatment sites

Underground storage tanks

Mine drainage

Waste piles

Municipal
Sanitary landfills

Septic systems

Salinity (brine), pesticides, nerve gas, chlorinated solvents, other organic and inorganic

Salinity, toxic and hazardous wastes, metals, incinerator ash

Oily wastes, nitrogen compounds, phosphorus, heavy metals, refractory organic compounds
Gasoline, diesel fuel, fuel oil, liquid hazardous waste

Heavy metals, radionuclides, sulfuric acid

Salinity, sulfuric acid, heavy metals

Salinity, nitrogen compounds, trace metals, pathogenic microorganisms, possibly trace organic
compounds, methane
Nitrogen compounds, phosphorus, BOD, pathogenic microorganisms, possible trace organic

compounds (e.g., TCE)

Oxidation ponds

Artificial recharge facilities (soil aquifer treatment)
Wetlands

Urban runoft drainage wells (AKA vadose zone

wells, dry wells) microorganisms

Agricultural
Irrigation return flows
Feed lots

Surface impoundments

Nitrogen compounds, BOD, phosphorus, pathogenic microorganisms

Nitrogen compounds, phosphorus, BOD, TOC (THM precursors), pathogenic microorganisms
Nitrogen compounds, phosphorus, BOD, TOC (THM precursors), pathogenic microorganisms
Salinity, oils, grease, gasoline, nitrogen compounds, pesticides, suspended solids, pathogenic

Salinity, nitrogen compounds, phosphorus, pesticides
Salinity, nitrogen compounds, phosphorus, pathogenic microorganisms
Salinity, nitrogen compounds, phosphorus, pathogenic microorganisms

Adapted from Bedient ez al. (1999) and Fetter (1999).

AKA, Also known as; BOD, biological oxygen demand; TCE, trichlorocthylene; THAM, trihalomethane; TOC, total organic carbon.

transmitting collected pore liquid to the surface
(see Figure 7.10). When it is properly installed (i.e.,
when the saturated porous segment is placed in intimate
contact with the surrounding soil), the liquid within the
sampler pores forms a hydraulic connection with the
liquid in the soil.

OPERATING PRINCIPLES

When pore spaces of the vadose zone are completely
filled with water, pore liquid may be extracted with either
wells or suction lysimeters. However, when the water
content is less than saturation, pore liquids will not
drain into a well. The simple analogy of a household
sponge may help explain this phenomenon. When a
sponge is placed in a basin of water for some time, the
pores become full of water (i.c., the sponge is saturated).
If the sponge is removed from the water and held verti-
cally by one end, water will drain from the other end. In
time, drainage stops although ample water remains
within the pores. The sponge is said to be unsaturated,
but not dry. Water is retained within the sponge against
the force of gravity by capillarity and adsorption of water
molecules to the sponge matrix. Squeezing the sponge
slightly causes drainage from the large pores. When even
more pressure is applied, the finer pores drain. Similarly,
we have to supply energy by squeezing or applying a

suction to get water out of unsaturated soil. Suction
lysimeters are a means of applying suction to the sur-
rounding unsaturated soil.

When the air pressure is reduced within a suction ly-
simeter in a soil, a suction gradient is established across
the porous segment into the soil-pore liquid (see Figure
7.10). This causes a flow of pore liquid through the
porous segment into the interior of the sampler. Applica-
tion of a small vacuum drains water from the larger pore
spaces. Drainage from the smaller and smaller pores re-
quires more energy than may be available. Eventually
drainage slows and stops unless a greater suction is ap-
plied (i.e., by further reducing the air pressure inside the
sampler). Depending on soil texture, the upper limit of
water movement in most soils is between about 65 and 85
centibars (cb). This means that although there may be
water remaining in unsaturated pores at higher soil water
suctions (e.g., in fine-textured soils), suction lysimeters
are incapable of sampling them. Box 7.4 shows the
common units to describe pressure and vacuum.

CONSTRUCTION MATERIAL AND BUBBLING
PRESSURE SELECTION FACTORS

The porous segments of commercially available suction
lysimeters are made from ceramics, PTFE, or stainless
steel (Wilson ez al, 1995). Manufactured ceramic
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FIGURE 7.10 Design and operation of a pressure-vacuum lysimeter used to collect soil pore water samples at shallow depths. The ceramic cup is
fragile and can crack or can be crushed under soil pressure. (After Fetter, 1999.)

segments are made from formulations of kaolin, talc,
alumina, ball clay, and other feldspathic materials. The
PTFE samplers are constructed from porous TEFLON?7.
Stainless steel porous segments are made from sintered
stainless steel. Ceramic cups are epoxied onto the body
tube. Alternative commercial ceramic and PTFE cups are
threaded onto the body tube and sealed with an O-ring.
The porous segments of stainless steel samplers are inte-
grated into the body tube during construction.

The porous segments in ceramic and stainless steel
samplers are hydrophilic, whereas PTFE segments are
hydrophobic. The property of hydrophophilicity or
hydrophobicity affects the ability of menisci in the pores
to withstand suctions (i.e., to prevent air entry into the
sampler). Bubbling pressure is defined as the air pressure

at which bubbling occurs (air passes through) in the
porous segment of a sampler submerged in water. The
bubbling pressure is equivalent to the maximum suction
that can be applied to the sampler before air entry occurs,
which disrupts the flow of water into the device. Table 7.6
lists representative bubbling pressures for the three types
of samplers and equivalent, maximum pore sizes. Table
7.6 also shows that the bubbling pressure for hydrophilic
segments is greater than for hydrophobic samplers. Thus,
the operating ranges of ceramic and stainless steel sam-
plers are greater than for PTFE samplers. This means they
will operate more effectively under drier soil conditions.
Other factors governing the selection of a porous seg-
ment type include expected contaminants, soil texture
and expected pore-liquid suction range, and strength.
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BOX 7.4 Pressure/Vacuum Equivalents

One (1) bar is the equivalent of:

100 centibars (cb)

100 kilopascals (kPa)

0.1 megapascals (MPa)
0.987 atmospheres (atm)
106dynes cm?

33.5 ft of water

401.6 in of water

1020 cm of water

29.5 in of mercury

75 cm of mercury

750 mm of mercury

14.5 pounds per square inch (psi)

Porous segments may attenuate certain pollutants during
passage into the interior chamber. For example, ammo-
nia-nitrogen, salts, and metals in pore liquids can sorb
or precipitate onto ceramic and stainless steel suction
lysimeters.

SAMPLER TYPES

The three basic types of suction lysimeters are single-
chamber, vacuum operated; single-chamber, pressure
vacuum (P/V) operated; and dual-chamber P/V oper-
ated (Wilson et al., 1995). Selection among these alter-
natives depends largely on required sampling depths.
These samplers are frequently laid horizontally. Table
7.7 lists appropriate depths for each of the common
sampler types.

Single-chamber lysimeters

A simple vacuum-operated suction lysimeter consists
of'a porous segment integral with a body tube; a one-hole
rubber stopper sealing the upper end of the body
tube; small-diameter tubing, one end inserted through
the stopper to the base of the porous segment, and the
other end inserted into a collection flask; and a vacuum
source connected to the collection flask. A vacuum ap-

TABLE 7.6
Common Porous Materials Used in Suction Lysimeters

propriate to the moisture conditions and the sampler
type is applied (e.g., 30 cb for moist soils with stainless-
steel samplers). The partial vacaum draws soil-pore
liquid through the porous walls of the sampler and,
via the small-diameter tubing, up into the collection
flask.

A second type of chamber lysimeter called the P/V-
operated sampler is designed to sample at depths beyond
the reach of simple vacuum-operated units (see Figure
7.10). Although this design shows the porous segment at
the base of the sampler, units are available with the porous
segment integrated into the body tube at the top of the
sampler. Two small-diameter lines are located within
the sampler; one extends to the base of the sampler
while the other terminates near the top. The longer inside
tube is the sample collection line. The shorter tube is
connected to a surface P/V source. The tubes are
clamped off during sampling. When soil-pore water is
sampled, a partial vacuum (e.g., 60 to 80 cb) is applied
to the P/V line. This draws pore liquid through the
porous segment into the base of the sampler. For
the sample to be recovered, the vacuum is released on
the sample line, pressure is applied to the P/V line, and
the liquid is forced through the sample line into a collec-
tion bottle.

Dual-chamber, pressure-vacuum—-operated

samplers.

A concern with single-chamber samplers is that the
pressure applied to retrieve the sample may force
the sample out through the cup. Sample ejection may
not be a problem in units containing the porous segment
on top of the body tube, although applying pressures
greater than the bubbling pressure may force air
outside the sampler. Dual-chamber samplers avoid this
problem by separating the lower, porous segment from
the upper collection chamber. The line connecting the
two chambers contains a check valve to prevent
sample backflowing into the lower chamber. The sample
collection procedure is the same as for the single-chamber
units except the applied retrieval pressure cannot force
the sample into the porous segment. Greater depths are
possible, limited mainly by head losses in the tubes.

TABLE 7.7
Maximum Sampling Depths of Suction Lysimeters (meters)

Equivalent High-
Porous Segment Bubbling Maximum Pore Size Pressure Pressure
Material Pressures (cb) (pm) Material Vacuum Vacuum Vacuum
Ceramic 50 100 200 (6)(3)(1.5) Ceramic 2 15 91
Stainless steel 20-60 5-15 Stainless steel 1.75 3.3 >3
Polytetrafluoroethylene 7-20 1542 Polytetrafluoroethylene 1 1 1




INSTALLATION PROCEDURES

Cleaning, assembly, pressure testing, and prewetting
new samplers is recommended before they are installed
in the vadose zone. Cleaning is necessary to remove dust
or other possible contaminants during the construction
process. Ceramic and PTFE samplers are cleaned by pass-
ing dilute hydrochloric acid through the porous segment
followed by distilled water. Stainless steel samplers are
cleaned with isopropyl alcohol and 10% nitric acid. Sam-
plers that can be dissembled are cleaned by placing the
acid solution inside the sampler and forcing the solution
through the cup by pressurization. Alternatively, the
porous segments are placed in solution, which is drawn
in by vacuum (Figure 7.11).

Suction lysimeters function equally well in vertical,
slanted, and horizontal boreholes. The installation pro-
cedures are the same. Hand-operated bucket augers
described in a previous section are suitable for construct-
ing shallow boreholes for suction lysimeters provided
soils are not too coarse grained. Power-driven units such
as hollow-stem augers are required for greater depths or
in coarse-grained deposits. The hollow auger flights also
keep the borehole from caving during insertion of the
sampler assembly. If possible, the soil removed from the
borehole should be set aside in the order of excavation so
that backfill soil will be replaced in the proper sequence. It
is advisable to screen the excavated material (e.g., with a
3-in mesh screen) to remove gravel and cobbles that
might interfere with a uniform backfilling of the hole.

Soil samples taken in regular intervals are useful for
determining textural changes in the profile. When pos-
sible, the samplers should be terminated in soils above a
textural change where water contents are likely to be
elevated.

Soil slurry is placed in the bottom of the borehole to
ensure an intimate contact between the porous segment
and the surrounding soil. This placement is particularly
important in coarse-textured soils. Soil slurry is prepared
by mixing distilled water and sieved soil from the sampler
depth to a consistency of cement mortar. An alternative
approach in coarse textured soils is to prepare a slurry with
200 mesh silica flour. Silica flour slurry ensures good
hydraulic contact and minimizes clogging of the porous
cup by fine particulate matter transported by pore liquid.
Silica flour slurry also extends the sampling range of PTFE
suction cup samplers. In shallow holes, the slurry can be
carefully poured to the bottom of the hole.

FREE DRAINAGE SAMPLERS

A free drainage sampler is a collection chamber placed in
the soil to intercept liquid from overlying macropore

Soil and Vadose Zone Sampling 117

fluid air
return pressure . .
soild stainless steel

316 stainless-steel
pipe with 5 cm outside
diameter

/

1/4" OD
316 stainless
steel tubing

35cm

single direction
flow valve

N

porous stainless steel
pipe with 5 cm outside
diameter

10 cm

5cm
SIDE VIEW

FIGURE 7.11 Diagram of a stainless steel dual chamber vacuum
lysimeter used to collect soil pore water samples. The durable stainless-
steel construction makes it less likely to fail when installed at depths
below 3 m. (From Soil Measurement Systems.)

regions of the vadose zone that are intermittently satu-
rated by infiltration of surface water (Wilson ez al., 1995).
Macropore flow is defined as water movement through
holes or channels that are more than 1 mm or more in
width or diameter. These samplers are passive, collecting
water by gravity rather than by vacuum. (However, some
free drainage samplers are designed to apply a slight
vacuum to the collecting surface.) A sand-filled funnel
is a simple example of a free drainage sampler. The
funnel is filled with clean sand and inserted into the roof
of a cavity excavated into undisturbed soil. The funnel
is connected through tubing to a collection bottle
located at a lower elevation. Water percolating through
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macropores in the overlying soil is intercepted by the
funnel and drains through the sand into the collection
bottle. Water from the bottle is drawn up to the surface by
vacuum. When macropore and micropore flow both
occur, it is prudent to use a system of free drainage
samplers and suction lysimeters. Free drainage samplers
intercept saturated flow and suction lysimeters unsatur-
ated flow.

PORE WATER SAMPLE STORAGE AND
PRESERVATION

Pore water samples collected should be handled as any
other water samples.

QUALITY CONTROL
EQUIPMENT CARE

All equipment used in soil sampling should be kept in
working order, be cleaned promptly, and stored properly.
Often, cutting edges of augers and tubes are damaged
during use. Common maintenance of this equipment
includes sharpening and tip replacement. It is helpful to
have backup augers or tubes when conducting extensive
field sampling.

Auger and tube cleaning should occur after each
sampling when soil samples are collected for trace
contaminant analyses. This is particularly important
when textural discontinuities are encountered. For
example, wet clay layers or lenses stick to the equipment
and leave residues that can be dislodged in the next
sampling event and mixed in with the new soil sample.

Prescribed cleaning protocols should be followed,
which include brushing oft all soil residues and washing
the augers, tubes, and extensions with deionized water.
Special detergents can be used when the equipment is
contaminated with oily residues. Steam cleaning is also
a very fast and effective method to decontaminate
the auger flights between boreholes. This is especially
important when samples are used to obtain pore liquids
for chemical analyses. Although many augers are con-
structed of stainless steel, some are coated with nickel,
cadmium, or zinc metal to reduce oxidation. These
augers should not be used to collect soil samples for
trace metal analysis. Most sampling tubes are constructed
of stainless steel and are therefore rust resistant. Usually
plastic liners are the best choice to sample and store soil
samples with sampling tubes. New liners should be
used for each sample because recycling them is not
recommended.

SAMPLE RECORDS

Most soil, water, and gas samples collected in the
field are subsequently analyzed in the laboratory.
Therefore to avoid expensive resampling, all data
should be logged and all samples tagged for identifica-
tion. All containers must be labeled with waterproof
labels. Additionally, custody seals should also be used
on each container cooler used for sample storage and
transportation. Chain-of-custody forms should follow
cach group of samples and container(s) from the
point of sampling to the point of delivery, which is
usually the laboratory. Finally, note that the holding
time listed in Table 7.4 begins from the time of field
collection.

QUESTIONS

1. Soil scientists define the smallest soil unit as a pedon.
Explain why it may be impractical to collect a soil
sample support the size of a pedon.

2. Explain why it may be advantageous to sample
and characterize each soil horizon in a soil profile.
Hint: consider how soil characteristics affect the
pollutants.

3. Explain under what conditions soil sample bulking is
(a) necessary and (b) not advised.

4. Figure 7.4 shows an industrial site slated for
closure. Why would systematic grid soil sampling
be necessary in the areas within the property fence?
What environmental factors would determine
the depth of soil and vadose zone sampling at each
location?

5. Discuss the advantages and applications of hand tube
samplers, hollow-stem auger samplers, and sonic
drilling.

6. Soil pore water samples may not collect any water
when the soil matrix potential is higher than their
bubbling pressure. Explain.

7. Explain the potential use of soil pore water samplers to
monitor the following:

(a) Solil salinity
(b) Total soil phosphorus



(¢) Nitrate-nitrogen
(d) Total soil iron

(e) Soluble zinc
(f) pH
(g) Soluble hydrocarbons
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The topic of groundwater sampling encompasses a

broad and still expanding range of disciplines and

ENVIRONMENTAL MONITORING AND CHARACTERIZATION
Copyright 2004, Elsevier (USA). All rights reserved.

methods. The field has evolved rapidly throughout
the 1980s and 1990s as increased attention has been
focused on problems of groundwater contamination
by wvarious organic and inorganic compounds. As
advances in laboratory analytical methods allow detection
of ever smaller concentrations of increasing numbers
of compounds in groundwater, the need for accuracy
and precision in sampling techniques continues to
grow.

The purpose of this chapter is to provide an overview
of the diverse and evolving field of groundwater sam-
pling. It is not possible to give a complete treatment
to this topic within the confines of a single chapter.
References are provided to direct the reader to more
complete and detailed coverage of specific topics.

GROUNDWATER SAMPLING
OBJECTIVES

To conduct an effective groundwater sampling effort,
one must understand the specific objectives of the sam-
pling program. Often, one or more of the objectives will
dictate certain sampling methods, locations, or protocols.
Some of the more common objectives include satistying
requirements of state or federal regulatory programs,
providing data needed for management or cleanup of a
contaminated site, and assessing baseline conditions
before site development.

121
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Groundwater sampling is often conducted under the
requirements of state or federal regulatory programs.
Federal regulatory programs that include requirements
or guidelines for groundwater monitoring include the
following;:

e Comprehensive Environmental Response Compen-
sation and Liability Act (CERCLA), commonly
known as the “Superfund” program that regulates
characterization and cleanup at uncontrolled haz-
ardous waste sites

e Resource Conservation and Recovery Act (RCRA),
which regulates management and remediation of
waste storage and disposal sites

e Safe Drinking Water Act (SDWA), which regulates
drinking water quality for public water supplies and
also includes the Underground Injection Control
(UIC) Program and the Well Head Protection Pro-
gram

e Surface Mining Control and Reclamation Act
(SMCRA), which regulates permitting for open pit

mining operations

In addition to the federal regulatory programs, many
states have regulatory programs that are concerned with
groundwater monitoring. Some regulatory programs
specify only the general requirement for groundwater
monitoring. Others, such as RCRA, provide detailed
guidelines for most aspects of the sampling program,
including well design and placement, sample collection
methods, target analytes, and statistical techniques used
to evaluate the results. A more complete discussion of the
federal regulatory programs mandating groundwater
sampling is provided by Makeig (1991).

Much of the groundwater sampling conducted during
the past two decades has been focused on characterization
and cleanup of sites where groundwater has become con-
taminated through spills, leaks, or land disposal of wastes.
Groundwater sampling programs at contaminated sites
are usually conducted to obtain data necessary for making
decisions on site management or cleanup in addition to
satisfying regulatory requirements. The specific objec-
tives of the groundwater sampling program may change
as the site becomes better characterized and as site reme-
diation progresses. The frequency of sampling may also
be adjusted depending on how rapidly groundwater con-
ditions are changing at the site.

Groundwater sampling is sometimes conducted to es-
tablish baseline conditions before development of a new
facility or to characterize ambient conditions across a
large area such as in basin-wide studies. Baseline sampling
is usually meant to provide a “snapshot” of groundwater
conditions at a particular time. The analytical suite for
baseline sampling usually includes common anions and
cations and, depending on the objectives of the study,

may include trace metals, pesticides, and a range of
organic compounds. If baseline sampling is being con-
ducted before industrial development of a site, the ana-
lytical suite will typically include potential contaminants
that may be present on the site once the facility is in
operation.

Leak detection monitoring, sometimes referred to as
compliance monitoring, is commonly conducted at land-
fills, hazardous waste storage facilities, and chemical stor-
age and manufacturing facilities. This type of monitoring is
designed to provide early warning of contamination asso-
ciated with releases from these facilities. To be effective,
leak detection monitoring must be conducted at wells that
are properly located, generally in areas downgradient from
the facility of interest. The sampling frequency and list of
analytes must be adequate to detect a release before the
contaminants have migrated to any sensitive downgradi-
entreceptors. Typically, upgradient monitor wells are also
included in leak detection monitoring to provide baseline
water quality data for groundwater moving to the site to
allow for comparative evaluations.

A common objective for all types of groundwater sam-
pling is to obtain samples that are representative of the
groundwater conditions in the subsurface where the
sample originated. Many factors can affect the properties
of a groundwater sample during the process of sampling.
The following sections provide a discussion of some of
the more important factors that must be considered to
design and conduct a successtul groundwater sampling
program.

LOCATION OF MONITOR WELLS

Groundwater monitoring is typically conducted by col-
lecting samples from a network of monitor wells. There
are many site-specific variables that must be considered in
the design of'a monitor well network. If the monitor wells
are not located or constructed appropriately, the data
collected may be misleading. For example, if monitor
wells are too widely spaced or improperly screened, the
zones of contaminated groundwater may be poorly de-
fined or even completely undetected. The task of
designing a monitor well network is generally more diffi-
cult for sites with more complex or heterogeneous sub-
surface conditions compared with sites with more
homogeneous subsurface conditions.

For initial investigations of sites where existing hydro-
geological data are sparse, it is usually most cost-effective
to implement a phased program of monitor well con-
struction. In the phased approach, a group of wells is
installed, and lithological data (e.g., rock/sediment
type), groundwater levels, and groundwater quality data
from the initial set of wells are collected and interpreted



before deciding on placement and design of the second
phase of monitor wells. This approach allows for more
informed decision making, and generally results in a more
cost-effective monitor well installation program. The
following sections describe some of the factors that affect
the design of monitor well networks.

HYDRAULIC GRADIENT

Groundwater flows from regions of higher hydraulic head
to regions of lower hydraulic head. The change in hy-
draulic head along a groundwater flow path is termed the
hydranlic gradient. The hydraulic gradient has both a
magnitude and direction. The velocity of groundwater
flow is proportional to the magnitude of the hydraulic
gradient and the hydraulic conductivity of the aquifer
(see Chapter 12). Groundwater flows faster where the
hydraulic gradient and/or hydraulic conductivity are
larger. Groundwater flow velocities are much slower
than surface water flow velocities, except in limestone
karst formations, where groundwater flows through
caves and large solution channels. The range of ground-
water flow velocity varies greatly, but does not commonly
exceed a few meters per day.

During initial investigation of a site where there are no
existing wells nearby, it is sometimes possible to infer the
direction of groundwater flow in shallow, unconfined
aquifers by observing the surface water drainage patterns.
On the regional scale, groundwater flow patterns often
follow surface water flow patterns. In basins where exten-
sive pumping of groundwater is occurring, groundwater
flow directions may be primarily controlled by pumping
wells. In lowland areas near surface water bodies, ground-
water flow directions may fluctuate in response to
changes in surface water levels. In basins where ground-
water is considered an important resource, there are often
published reports available that provide information on
groundwater levels and flow directions. If the direction of
regional groundwater flow can be determined, this infor-
mation can be used to help select the location of the initial
monitor wells at a site. A series of groundwater level
measurements should be collected after the initial wells
are installed to confirm the groundwater flow patterns at
the site. The hydraulic gradient is often depicted with
contours of equal groundwater level elevation, similar to
the way terrain contours are drawn on a topographical
map. This is a useful means of displaying the complex
nature of groundwater flow patterns, particularly on a
regional scale.

All of the factors mentioned above may influence deci-
sions about placement and design of monitor wells. At
sites where groundwater contamination is being investi-
gated, it is usually desirable to have wells located both
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upgradient and downgradient of the location where the
contaminants were suspected of being released to the
groundwater. This placement of wells allows for an assess-
ment of the impact of the particular contaminant source
area being investigated.

GEOLOGICAL CONDITIONS

Groundwater will tend to follow the path of least resis-
tance through the aquifer. Groundwater flow paths will
change where there are abrupt contrasts in hydraulic
properties of the aquifer, such as where a low permeability
bedrock outcrop intrudes into a sedimentary basin. In
alluvial basins, groundwater flow may tend to preferen-
tially follow zones of coarse-grained sediments such as
buried stream channels or point bar deposits. In fractured
rock aquifers, groundwater generally exhibits significant
preferential flow, following the open, conductive frac-
tures and bypassing the dense matrix. Such geological
properties are often an important factor in the interpre-
tation of groundwater levels and groundwater quality
data and in the siting of monitor wells. This section
provides an overview of a few of the more common
types of geological conditions that complicate the task
of design and placement of monitor wells.

Heterogeneous aquifers: Heterogeneity refers to the vari-
ation of hydrogeological properties from place to place in
the subsurface. The degree of heterogeneity varies from
site to site and is related to the environment in which the
sediments were deposited. Glacial and fluvial sediments
typically have higher degrees of heterogeneity than
marine or lacustrine sediments. Discontinuous lenses of
different sediment types are common in glacial and fluvial
environments (Figure 8.1).

Groundwater flow and contaminant transport can be
strongly affected by heterogeneity. In highly heteroge-
neous systems, groundwater flow paths can be very com-
plex and convoluted. Groundwater will tend to flow
more rapidly through the coarse-grained lenses and chan-
nels and very slowly through fine-grained lenses. Selec-
tion of well locations and screened interval depths is
difficult in these environments.

Selection of screened interval depths is particularly
difficult in these environments. Wells that are screened
over large intervals of the aquifer have a better chance of
intercepting a contaminated zone but may result in a
diluted sample because of the contribution of uncontam-
inated groundwater from surrounding zones. Con-
versely, wells that are screened over short intervals may
not access those zones where contaminants are present.
Because of these uncertainties, the number of monitor
wells required to adequately characterize a heterogeneous
site is larger than that for a relatively homogeneous site.
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FIGURE 8.1 Vertical cross section illustrating the physical heterogeneity typical to subsurface environments (drafted by Colleen McColl).

Multiple aquifer systems: It is not uncommon to en-
counter multiple aquifer systems in sedimentary basins.
Multiple aquifer systems are formed where laterally ex-
tensive low permeability silt or clay layers separate higher
permeability layers of more coarsely grained sediments.
The low permeability layers separating the aquifer zones
are termed aquitards. A schematic drawing of a multiple
aquifer system is presented in Figure 8.2. Groundwater
flow directions and quality may vary considerably be-
tween the different aquifer zones in a multiple aquifer
system.

Monitor wells in multiple aquifer systems must
be located and constructed with care to avoid cross
contamination between aquifer zones. Wells that are
improperly sealed or constructed can provide conduits
for contaminants to move between aquifer zones and
result in greatly increased cleanup costs. Typically,
multiple aquifer systems are monitored separately, with
different sets of monitor wells constructed in each
aquifer zone. Multiple completion monitor wells may be
constructed by installing two or more well casings in
a single borehole, as shown in Figure 8.3. However,
care must be taken to insure correct placement and
integrity of the seals between the aquifer zones.

Fractured vock aquifers: In fractured rock aquifers,
groundwater moves almost exclusively through the net-
work of open fractures. The locations of and connections
between the fractures are very difficult to map. In some
fractured rock environments, wells constructed a few
meters apart may penetrate different fractures that are
hydraulically disconnected. Because the groundwater
flow paths are circuitous, movement of contaminants
through fracture networks is often unpredictable. Where
bedrock is exposed, it is sometimes possible to map the
orientation of the fracture sets where they are visible on
the surface. Monitor wells that are located along the
principal axis of the fracture sets that intersect a contam-
inant source area may have a higher probability of en-
countering fractures through which groundwater is
flowing preferentially.

WELL CONSTRUCTION

Many of the current monitor well drilling and construc-
tion methods evolved during the 1970s. Techniques
have been adapted from both the water well and petrol-
eum drilling industries to meet the special challenges of
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FIGURE 8.2 Vertical cross section illustrating a three-aquifer system:
perched aquifer; unconfined upper aquifer; and lower, confined aquifer
(drafted by Gale Famisan).

monitor well drilling. As regulatory guidelines have
grown more stringent and a better understanding about
potential problems caused by improper materials or well
construction has developed, monitor well installation
methods have become more sophisticated. In the United
States, many drilling contractors have developed special
equipment and techniques specifically for monitor well
installation.

Although many site-specific variables must be con-
sidered in the design of groundwater monitor wells,
most monitor wells share some common design elements
(Figure 8.4). Typically the upper section of the well is
protected with a short section of steel casing called sur-
face casing. The surface casing protects the well casing
from physical damage by vehicles or from frost heaving in
cold climates. Surface casing may also be grouted to
provide a seal against surface water infiltration. The well
casing extends downward through the surface casing.
Grout materials are installed around the outside of the
well casing to prevent movement of surface water down
the borehole. Well screen is installed in the interval where
the groundwater is to be monitored. In monitor wells,
the well screen is typically either wire wrapped (also
known as continuous slot) or slotted. Surrounding the
well screen is a gravel pack, which serves to filter out
fine sand and silt particles that would otherwise enter
the well through the well screen.

A monitor well is designed to provide relatively small
volume samples (e.g., tens of milliliters to a few liters)
from the aquifer. It is desirable that these samples be as
representative of the groundwater in the aquifer as pos-

Individual Well

Bentonite Seal

Filter Pack

FIGURE 8.3 Vertical cross section showing a well cluster (multiple
wells in a single borehole) (drafted by Colleen McColl).

sible. Small-diameter monitor wells are desirable (2.5 to
10cm) to avoid pumping large quantities of contami-
nated water during well purging. Care must be taken
during drilling of monitor wells to avoid contamination
of the aquifer from overlying soils; contaminated drilling
tools; or lubricants, adhesives, and drilling fluid additives
used in the drilling operations. There may also be a need
to collect discrete samples of soil or groundwater during
the drilling of monitor wells.

MONITOR WELL DRILLING METHODS

Monitor wells are typically constructed by one of the
following principal methods: (1) driving, (2) jetting,
(3) auger drilling, (4) cable tool drilling, (5) rotary
drilling, (6) casing hammer or Becker drilling, or (7)
resonant sonic drilling. Each of these methods has
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FIGURE 8.4 Scal schematic of generic monitor well design elements
(drafted by Colleen McColl).

BOX 8.1 Comparison of Monitor Well Drilling
Methods

Driven Wells—Driven wells are used for shallow
aquifers in unconsolidated formations. Driven wells
consist of small-diameter steel pipe tipped with a
specially constructed section of well screen that
terminates in a tapered drive point. The drive point
and screen are mounted on the bottom of the pipe, and
the assembly is driven into the ground by hammering.
Driven wells can be installed by hand in
unconsolidated formations to depths of about 10 m.
With the use of machine-driven hammers, depths of up
to about 30 m can be reached. The inside diameter of
the steel pipe used in drive point wells is typically 2 in
(5cm) or less.

Advantages—Driven wells offer low cost and rapid
installation. There are no cuttings or spoil generated
during the installation process. Driven wells can be

advantages in different hydrogeological environments.
For a more complete discussion of drilling methods, see
Driscoll (1995). Brief descriptions of each of these
methods are provided in Box 8.1.

Wells are generally drilled vertically downward. How-
ever, for certain conditions, so-called directional or
angled drilling may be used. Directional drilling was ori-
ginally developed for use in the petroleum industry and
has recently been adapted for groundwater monitoring
and reclamation wells. In environmental applications,
horizontal drilling has been used where buildings or
other obstructions prevent the installation of vertical
wells or where the number of vertical wells needed to
capture a contaminant plume would be impractical, such
as in low permeability sediments. This method is more
costly and time-consuming than vertical drilling
methods. The horizontal well also presents challenges
for the installation of pumps and other sampling equip-
ment.

MONITOR WELL CONSTRUCTION MATERIALS

Materials that are used to construct monitor wells gener-
ally include a well casing and a gravel pack installed
around the well screen, and grout plugs installed around
the outside of the casing above or between the screened
intervals. The following sections describe some of the
considerations related to the choice of materials for moni-
tor well construction.

Well casing and screen materials: The monitor well
casing must be sturdy enough to withstand the stress of

installed by hand in areas that are inaccessible to
drilling equipment.

Disadvantages—Driven wells provide no
opportunity to observe or sample the sediments as the
well is installed. Unless a borehole is constructed
before driving the well, there is no way to install grout
seals in a driven well. The relatively small diameter of
the drive pipe limits the types of sampling devices that
can be installed.

Jetted Wells—The jetting method involves forcing a
stream of high velocity water from the bottom of a
section of well casing or screen. The water stream
loosens the sediments at the bottom of the hole and
transports the cuttings to the surface around the
outside of the well casing. This action allows the casing
to sink or be easily driven into the formation. The
jetting method can be used to install small-diameter
wells to depths of up to approximately 60 m in sand and
fine gravel formations. Depending on the depth of the



well and the characteristics of the formation, it may be
necessary to increase the viscosity of the jetting fluid by
adding bentonite or other additives. Jetting is
sometimes used to place the well screen below the
bottom of well casing that has been installed and
grouted in place with other drilling methods.

Advantages—]Jetting wells are low cost and can be
rapidly installed.

Disadvantages—]etting is generally not successtul in
formations containing layers of clay or cobbles. The
jetting method does not allow for placement of a
gravel pack around the outside of the well screen or
grout seals around the outside of the well casing. It is
not possible to obtain reliable lithologic information
during jetting. Because the cuttings and water return
to the surface, this is not a good choice for
contaminated systems.

Auger Drilling—Auger drilling uses a rotating
drilling string with spiral-shaped cutting edges called
flights. There are several related drilling methods that
are included under the category of auger drilling.
Bucket augers and earth or construction augers consist
of short sections of auger flights attached to a
telescoping steel-drilling column. Bucket augers are
operated by drilling a short distance until the flights
become filled with cuttings, then raising the cutting
head to the surface where the cuttings are spun or
tipped off the cutting head. Continuous flight augers
consist of interlocking sections of drilling column that
are all equipped with auger flights. The cuttings from
the bottom of the hole are continuously lifted to the
surface as the auger spins. Hollow-stem augers are
continuous flight augers constructed so that an open
section of drill column extends through the center of
the flights. Hollow-stem augers are available with
center column diameters ranging from about 6.4 to
33 cm.

Advantages—With hollow-stem augers, it is
possible to construct wells in unstable formations by
installing the well casing, gravel pack, and well sealing
materials through the hollow central column. During
this time the auger remains in the borehole and is
withdrawn in stages. In this way, the hollow-stem
auger acts as a temporary casing. Hollow-stem augers
also provide an excellent means of obtaining
undisturbed soil samples during drilling. Various types
of samplers can be inserted through the open central
column and driven into the soil ahead of the auger. No
drilling fluids are used with auger drilling methods.
This can result in considerable cost savings when
drilling at contaminated sites where spent drilling
fluids must be handled as hazardous waste.

Disadvantages—Auger drilling is generally limited
to use in unconsolidated formations at depths of less
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than 60 m. For the construction of wells with bucket
augers, earth augers, or solid-stem augers, the
formation must be stable so that the borehole will
remain open long enough to allow removal of the
drilling tools and placement of the well casing and
screen. Where clay is present, continuous flight augers
may smear borehole walls by the rotation of the auger.
This smearing can partially seal off the more permeable
zones in the formation. This may result in unreliable
estimates of aquifer hydraulic properties derived from
pumping tests in auger-drilled wells.

Cable Tool Drilling—Also known as percussion
drilling, cable tool drilling uses a string of heavy
drilling tools that are attached to a cable and repeatedly
lifted and then dropped into the borehole. The
repeated action of the drill bit crushes or loosens the
formation. Above the water table, a small amount of
water is added to the borehole, which forms a slurry in
the bottom of the hole. As drilling progresses, this
slurry is periodically removed by means of a bailer. In
unstable formations, a steel casing is driven into the
borehole, behind the advance of the drill bit.

Advantages—Cable tool drilling is applicable to a
wide variety of geological environments and can be
used to install wells to depths of several hundreds of
meters. When the casing is driven during drilling,
excellent lithological information can be obtained
because the cuttings bailed from the borehole are not
mingled with sediments from higher elevations.

Disadvantages—There is typically a lot of splash as
the bailer is emptied, making cable tool drilling a poor
choice from the standpoint of worker health and safety
at heavily contaminated sites. Cable tool drilling is also
slow in comparison with rotary methods.

Rotary Drilling—Rotary drilling encompasses a
number of similar drilling methods, all of which
incorporate a rotating drilling column through which
the drilling fluid, which can be liquid or air, is
circulated to bring drill cuttings to the surface. There
are several variations in the types of drill columns that
are used and in the way that the liquid or air circulates
in the borehole. In conventional rotary drilling,
drilling fluid is pumped down through the hollow drill
column through holes in the face of the drill bit. The
circulating fluid cools and lubricates the drill bit and
lifts cuttings from the hole as it returns up the borehole
to the surface. At the surface, the cuttings are screened
or allowed to settle, and the drilling fluid is recirculated
back into the borehole. In reverse rotary drilling, the
drilling fluid moves downward through the annular
space in the borehole and back up through the drill
column. Because the fluid is moving upward through
the relatively small-diameter drill pipe, the fluid

(Continued)
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BOX 8.1 (Continued)

velocities are higher, and cuttings are more effectively
lifted from the well. Dual tube rotary methods use a
drill string made of concentric steel pipe. The
circulating fluid or air moves downward through the
annular space between the inner and outer pipes and
returns to the surface through the inner pipe. Some
rotary drill rigs have the capability to drive the casing
into the borehole during drilling. This is particularly
useful where there are unstable formations or when
there is a need to isolate shallow contaminated zones
from deeper portions of the formation. The specific
type of rotary method chosen will depend on the
drilling conditions, the need for obtaining soil samples
and lithological information during drilling, and the
considerations for controlling the possible spread of
contaminants during drilling.

Advantages—Rotary drilling methods are adaptable
to most geological environments and can be used to
install wells to depths of several hundreds of meters.
In most geological formations, rotary drilling will
progress faster than percussion or auger drilling. Air
rotary drilling methods offer the added advantage of
not having to manage potentially hazardous drilling
fluids.

Disadvantages—Dust and vapors generated during
air drilling are difficult to contain and may present
health and safety risks for workers at contaminated
sites. Rotary drilling is also generally more expensive
than other methods.

Casing Hammer Drilling—Casing hammer
drilling involves driving heavy walled casing into the
ground with a steam or hydraulic-driven hammer
similar to those used to drive bridge pilings. A double-
walled pipe is used for the drive casing. A hardened
drive shoe is attached to the bottom end of the drive
casing. Compressed air is circulated down the annular
space between the inner and outer casing pipes and
returns up the inside of the inner pipe, lifting the
cuttings from the borehole. The discharge airstream is
routed through a cyclone separator to remove the
cuttings from the airstream.

Advantages—The drill cuttings produced by casing
hammer drilling arrive at the surface relatively intact
and are representative of a discrete depth. This
facilitates the preparation of detailed lithological logs.
Sampling tools can easily be inserted into the open

emplacement in the borehole and the pressure exerted by
the backfill materials. It must also be chemically and
physically compatible with the subsurface environment
where it will be installed. Ideally, the material should be

inner drill casing for collection of sediment, water, or
vapor samples during drilling. When the borehole
reaches the desired depth, the well casing and screen
are installed through the open inner drill casing.
Gravel pack and grout materials are placed around the
well casing sequentially, as sections of the drill casing
are withdrawn. The smooth inner walls of the drill
casing and the uniform diameter of the borehole aid
accurate placement of these materials. Casing hammer
drilling is adaptable to a wide range of geological
conditions and can drill to depths of more than 100 m.
Casing hammer drilling can produce very rapid drilling
rates in many geological formations.

Disadvantages—Casing hammer drilling is
expensive and may be slower than rotary drilling
methods in clays.

Resonant Sonic Drilling—The basic operation
principles of sonic drilling are presented in Chapter 7
(see the “Sonic Drilling” section). Wells that are more
than 100 m deep may be constructed with resonant
sonic drilling methods.

Advantages—It is particularly suited to drilling in
zones of cobbles, where other drilling methods may
have difficulty. This method is well suited to construct
monitoring wells more than 100 m deep. This method
has several advantages for constructing monitor wells.
Excellent lithological information can be obtained
from the soil core produced with resonant sonic
drilling. Subsamples of sediments can be obtained
from any depth in the core and submitted for
laboratory analysis. Many resonant sonic drilling rigs
have the capability to drill angled boreholes, which can
be useful if there are buildings, utilities, or other
obstructions blocking the area where a monitor well is
needed, or when attempting to intersect vertical
fractures. Resonant sonic drilling produces minimal
worker exposure to contaminated soil because the soil
core remains intact and can be easily contained as it is
extruded from the core barrel.

Disadvantages—This method is less suited to
drilling in thick sequences of plastic clays. Depending
on the drilling conditions and depth of the wells,
resonant sonic drilling may be somewhat slower and
more expensive than rotary or casing hammer
methods. The sediment collected may experience
heating and some size separation, which may aftect
their integrity for physical and chemical
characterization.

chemically inert with respect to the type of contaminants
being monitored. In most instances, cost is also a consid-
eration in choosing well casing materials. The casing used
in monitor wells is typically constructed of one of four



general types of materials (Nielsen & Schalla, 1991,
p- 249):

e Thermoplastic materials, including polyvinyl chlor-
ide (PVC) and acrylonitrile butadiene styrene (ABS)

e Metallic materials, including low carbon steel, gal-
vanized steel, and stainless steel (particularly types
304 and 316)

e Polytetrafluoroethylene (PTFE), known by the trade
name Teflon

e Fiberglass-reinforced epoxy (FRE)

Each of these materials has properties that may make it
more suitable than others for a particular set of site con-
ditions and groundwater sampling requirements.

Structural considerations: The stress on a monitor well
casing occurs both during and after the well construction.
During well construction the casing hangs suspended in
the borehole. The casing joints must be strong enough to
support the weight of the hanging casing string. During
and after construction, the casing is subjected to the
weight exerted by the backfill materials. Metallic materials
generally provide the greatest structural strength. FRE is
nearly as strong as stainless steel but much lighter in
weight. Thermoplastic materials, particularly in the
thicker wall sizes can also provide adequate structural
strength for most monitor well installations. PTFE has
the poorest structural strength and special care is needed
to avoid distortion or bending of the well casing and
screen when constructing monitor wells with PTFE. In
addition to the casing material, the structural strength of
the well casing also depends on the type of joints used.
The most common jointing technique for monitor well
construction is flush-threaded pipe. Other joining
methods include welding for metallic casings, and the
use of threaded couplings for plastic and metal pipe and
groove locking couplings for FRE casing.

Physical/chemical compatibility considerations: At some
sites, the physical or chemical conditions in the subsurface
may be incompatible with certain casing materials. For
example, at some highly contaminated sites the sediments
may be saturated with various organic solvents. Although
thermoplastic materials generally have good resistance to
degradation from fuels and chlorinated solvents, some
organic solvents such as methyl ethyl ketone, tetrahydro-
furan, and methyl isobutyl ketone will soften PVC. Bar-
celona et al. (1983) provide a list of the groups of
chemical compounds that may degrade thermoplastic
well casing materials. Unfortunately, the threshold con-
centration at which the degradation occurs is not well
documented. Metal, PTFE, and FRE casing materials
are generally resistant to degradation from organic
solvents.

Metal casing may be subject to rapid corrosion in cer-
tain geochemical environments. The factors contributing
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to corrosion are complex. In general, corrosive condi-
tions are associated with high or low pH; with high
concentrations of dissolved oxygen, dissolved carbon
dioxide, or dissolved chloride; or with the presence of
hydrogen sulfide. Corrosive conditions are commonly
associated with landfills and sites affected by acid mine
drainage. Stainless steel is much more resistant to corro-
sion than low carbon steels. Thermoplastic, PTFE,
or FRE casing is generally not subject to corrosion and
can be used in place of metal casings in corrosive
environments.

For any bias to be avoided in the samples obtained from
a monitor well, the casing materials should be inert with
respect to the contaminants being monitored at the site.
In 1986, the U.S. Environmental Protection Agency
(EPA) (1986) issued a Groundwater Monitoring Tech-
nical Enforcement Guidance Document that established
guidelines for groundwater monitoring at waste storage
and disposal sites administered under the RCRA pro-
gram. This guidance document specified that only fluo-
ropolymer (PTFE) or stainless steel casings could be used
for monitor wells because these were considered to be the
most inert. However, since that time, several studies have
shown that PVC may in some cases be used in place
of these more expensive materials with no significant
loss of sample quality.

DESIGN AND PLACEMENT OF MONITOR
WELL SCREENS

Well screen describes any of several different designs of
perforated casing used to allow water to enter a well.
When a monitor well is designed, consideration must be
given to the type of screen to be installed and the place-
ment of the screened interval in the well. Proper screen
design is necessary so that the well can provide adequate
quantities of sediment-free groundwater for sampling.
Placement and length of the screen will determine
whether the monitor well provides discrete samples
from a thin vertical section of the subsurface zone of
interest or provides integrated samples from a larger ver-
tical cross section of the subsurface domain.

Well screen design: Many different types of well screens
are available for use in production wells. Most monitor
wells use either machine slotted screen or continuous slot
wire-wrapped screen. Machine slotted screen is manufac-
tured by cutting slots of precise widths in ordinary well
casing. The slots in slotted screen are a consistent width
throughout the wall thickness of the casing. Wire-
wrapped continuous slot screen is manufactured by spi-
rally winding wire with a triangular cross section around
an array of longitudinally oriented rods. At each point
where the wire crosses a rod, the two are joined by



130 M. Barackman and M.L. Brussean

welding. Continuous slot screen, given its larger slots, is
more resistant to plugging from particles becoming
trapped in the slots.

The well screen is designed to allow water to enter the
well while preventing the entry of the surrounding gravel
pack. For effectiveness, the slot size of the well screen
must be chosen to be smaller than the majority of the
grains in the gravel pack. The slot size is generally chosen
to hold back between 85% and 100% of the grains in the
gravel pack materials. The gravel pack grain size is chosen
based on the character of the geological formation in
which the well is screened. See Aller ez al. (1989) for a
more complete discussion of gravel pack and well screen
design.

Length and placement of monitor well screens: The se-
lection of the length of a monitoring well screen depends
on the intended use of the well. In addition to providing
groundwater samples, monitoring wells may be used as
water level measuring points and as test wells for evaluat-
ing hydraulic properties of the aquifer. These different
objectives sometimes present conflicting requirements
for screened interval length.

For baseline monitoring in an aquifer used to supply
potable water, it may be appropriate to construct monitor
wells that are screened over a large portion of the aquifer
thickness. However, contaminant concentrations may
vary substantially across a vertical cross section of the
aquifer. Depending on the sampling method, wells with
long screened intervals may provide an integrated sample
that is representative of some average concentration
across the screened interval. It is generally more difficult
to use monitor wells with long screened intervals to
obtain information on the vertical distribution of con-
taminants in the aquifer.

At sites with stratified geological features, it is not
uncommon for contaminants to be segregated into spe-
cific horizons or zones within the subsurface. Wells that
are screened across a large thickness of the subsurface can
provide conduits for movement of contaminants into
previously uncontaminated zones. It is therefore impor-
tant to understand something of the vertical distribution
of contaminants in the subsurface before installing wells
that are screened across multiple aquifer zones.

When it is necessary to obtain information on the
vertical distribution of contaminants in the subsurface,
monitor wells are constructed with short sections of
screen open only to selected zones within the subsurface.
Screen lengths as small as 0.3 m may be used in detailed
investigation of contaminant plume geometry. More
commonly, screen lengths ranging from 1 to 3m are
used for characterizing vertical contaminant distribu-
tions. A variation of this approach uses drive-point well
devices, which in essence are pipes with a drive point and a
screen located at the leading end (see Box 8.1). Wells with

short screened intervals provide samples and water level
data that are representative of a discrete subsurface hori-
zon. With a sufficient number of selectively screened
monitor wells, the three-dimensional distribution and
direction of movement of contaminants can be character-
ized. Multiport sampling devices may be installed as an
alternative to monitor wells. In place of well screen, these
sampling devices use small sampling ports installed on the
outside of the well casing. Multiport sampling devices
provide a larger number of sampling ports in a single
borehole than can be achieved with conventional
screened wells. However, they are more costly and diffi-
cult to construct than conventional monitor wells.
Aquifers with changing groundwater levels complicate
the decision on well screen placement. Groundwater
levels may fluctuate seasonally in response to changes in
recharge or to changes in pumping of production wells.
In many areas, average groundwater levels are declining
because of overpumping of the aquifer. Monitor wells
that are installed with short screened sections located
near the water table may be left dry and useless when
groundwater levels decline. For an increase in the useful
life of monitor wells in these areas, longer screened
sections should be installed in those wells that are at risk
of being left dry by declining regional groundwater levels.

MONITOR WELL SEALING MATERIALS
AND PROCEDURES

The borehole that is drilled for well installation is by
necessity larger than the well casing. The area between
the well casing and the wall of the borehole is called the
annular space or annulus. To ensure that the samples
produced by the well are representative of the screened
intervals, one must prevent groundwater flow through
this annular space. Various sealing materials are installed
in the annular space to accomplish this. The seals are used
to prevent the infiltration of water from the surface and to
isolate the screened intervals in the well. For a more
complete discussion of monitor well sealing, see Aller
et al. (1989).

Monitor wells are usually sealed with either a cement-
based grout or one of several types of bentonite clay
materials. The choice of grout materials may depend on
the type of well casing materials used, the location of the
sealing materials in relation to the water table, and local or
state regulations. It is not uncommon for bentonite-
based sealing materials to be used in the lower portions
of the well, with cement-based grout placed near the
ground surface.

Cement-based grout materials are formulated from a
mixture of sand and cement, with no gravel. Cement
grouts are mixed with water to form a slurry and placed



in the annulus either by inserting a temporary pipe,
known as a tremie pipe, that extends to the bottom of
the grouted interval or by pouring the grout from the
surface down the annulus. The tremie pipe method is
preferred because it allows the grout to fill the annulus
from below and minimizes the chance of voids being
formed during grout placement. Cement grout shrinks
slightly as it hardens. This shrinkage can result in the
formation of cracks that can compromise the integrity of
the grout seal. Special low-shrinkage cements may be
used to mitigate this problem. Up to 10% powdered
bentonite may be added to a standard cement grout
mixture to reduce shrinkage and cracking. Cement-
based grout materials are highly alkaline, with pH ranges
from 10 to 12. Cement grout may alter the pH of
groundwater with which it comes in contact. This effect
can be severe and persistent. It is therefore necessary to
ensure that no cement grout is allowed to enter the gravel
pack or is placed in the vicinity of the screened section of
the well.

Bentonite is a clay mineral that expands when hydrated
with water. Bentonite does not harden like cement and is
therefore not subject to cracking so long as it remains
hydrated. Bentonite is available in several forms, includ-
ing pellets, granules, and powder. It may be placed in the
borehole as a slurry, using the same methods as for
cement grout, or it may be placed in dry form and allowed
to hydrate in place. Bentonite is less alkaline than cement
grout and is therefore more suitable for use in proximity
to the screened interval of the well. Like most clay min-
erals, bentonite has a high cation exchange capacity. This
allows it to exchange cations such as sodium, calcium,
aluminum, iron, and manganese with the groundwater.
These reactions can alter the chemistry of the ground-
water that comes in contact with the bentonite.

To protect the chemical integrity of the samples and the
hydraulic properties of the well, one must prevent grout
materials from infiltrating the gravel pack. If grout slurry
is placed directly in contact with the permeable sand or
gravel pack, the pressure of the overlying grout and back-
fill materials can force the grout into the coarse sand
or gravel. This can be prevented by placement of a 0.3-
to 0.6-m—thick layer of fine sand between the top of the
gravel pack and the overlying bentonite grout.

WELL DEVELOPMENT

During the drilling process the walls of the borehole are
subject to plugging by fine particles in the drilling fluids
or smearing by the movement of the drilling tools or
temporary casing into and out of the borehole. For
water from the aquifer to freely enter the well and to
reduce the production of suspended sediment, it is neces-
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sary to remove the fine particles from the borehole wall.
The process by which this is accomplished is referred to as
well development.

Well development is accomplished by energetically
moving water into or out of the well screen and gravel
pack. For effective development, sufficient energy is re-
quired to physically disturb the gravel pack out to the
radius of the borehole wall. During the process of devel-
opment, silt and fine sand particles migrate through the
gravel and enter the well screen. This migration of fine
particles actually improves the ability of the gravel pack to
provide effective filtration.

A variety of methods are used for well development.
The choice of development method depends on the
design of the well, the hydraulic characteristics of
the aquifer, and the concentration of contaminants in
the groundwater. The following sections discuss some
of the more common methods of monitor well develop-
ment.

Surging: One of the most common methods of moni-
tor well development involves use of a plunger, called a
surge block, that fits loosely inside the well casing and is
forcibly moved up and down. As the plunger is moved
down and then up, water is alternatively forced out of and
drawn back into the well screen. This surging action
provides the best means of effectively developing the
gravel pack (Driscoll, 1995). Following a period of
surging, the well is either pumped or bailed to remove
the accumulated sediment from the bottom of the well.
Development by surging results in a minimal amount of
groundwater removed from the well. This can result in
considerable cost savings at sites where groundwater is
contaminated and therefore may need to be disposed of as
hazardous waste when pumped to the surface.

Bailing: A bailer is constructed of a section of pipe with
a diameter that is sufficiently small to fit inside the well
casing and a check valve that allows it to fill from the
bottom. The bailer is attached to a cable and repeatedly
lowered into the well, allowed to fill with water, pulled to
the surface, and emptied into a drum or tank. The action
of quickly lowering the bailer forces some water to move
outward through the well screen. As the bailer is filled and
retrieved, water moves inward through the screen.
Bailing is not as effective as surging, but may be sufficient
for wells in formations that contain small amounts of silt
and clay. Bailing produces larger quantities of water than
surging.

Air lLifting: Air lifting is accomplished by inserting a
pipe into the well to a depth of at least 1 to 2 m beneath
the water level. Compressed air is directed down the pipe
and displaces the water in the well. When the displaced
water reaches the surface, the air supply is turned oft, and
the water column is allowed to fall back down the well.
Depending on the depth of the well and the height of the
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water column in the well, air lifting can produce surging
action equal to or greater than that of a surge block. Air
lift pumping is difficult to control, and water can be
forcibly ejected from the top of the well. To help prevent
this, a pipe or hose can be fitted to the top of the well to
direct water to a storage tank. Nevertheless, this method
may not be appropriate for the development of wells
where the water discharged from the well must be con-
tained and managed as hazardous waste.

Over pumping: Monitor wells in relatively permeable
formations can be developed by intermittently pumping
at high flow rates, then allowing the water level in the well
to recover. This method is not as effective as the other
methods mentioned previously but may be adequate for
wells in coarse-grained formations. It is difficult to
achieve the flow velocities necessary to remove fines
from the borehole wall through pumping. Development
by pumping also produces relatively large volumes of
groundwater, which may result in higher waste disposal
costs.

DESIGN AND EXECUTION OF
GROUNDWATER SAMPLING
PROGRAMS

The previous sections describe many of the factors that
must be considered when constructing and installing
monitor wells capable of delivering representative
samples of groundwater. However, the most carefully
designed and installed monitor well network can provide
misleading or erroneous data through random or system-
atic errors introduced in the process of sample collection
and analysis. Proper sampling methods are therefore
equally as important as proper well placement and con-
struction methods in the overall success of a groundwater
sampling program. The following sections provide a dis-
cussion of the major aspects of designing and conducting
a groundwater sampling program.

SAMPLING OBJECTIVES

The first step in development of a groundwater sampling
program should be to define the objectives that are to be
met and identify any factors that may constrain accom-
plishing those objectives. A clear understanding of the
objectives will allow development of a focused and eftec-
tive sampling program that will provide the necessary data
in a cost effective manner. Some of the general objectives
for groundwater sampling are discussed in the first
section of this chapter. These objectives should be stated
more specifically when applied to an individual site or

project. Analytical and sampling protocols should reflect
the general purpose and data quality objectives necessary
to meet the project goals. The following examples illus-
trate some of the important aspects of sampling program
design and execution.

EXAMPLE 1 Objective: Determine the distribution

of mitrate in private dvinking water wells in a
county-wide district. This objective defines

a regional-scale reconnaissance type of study focused
on determining water quality characteristics for a large
area. The study will be conducted with existing
drinking water wells, so the investigator will have no
control over well placement and design. Uncontrolled
variability will undoubtedly be introduced because of
variations in well construction and placement. It

would be desirable to develop standard protocols for
sample collection activities to minimize the variability
introduced through sample collection. These

protocols might define where samples could be
collected (e.g., from the kitchen tap or from the closest
outlet to the well), how long the well would be pumped
before sampling; what water quality parameters would be
measured in the field at the time of sampling; what data
would be recorded about the sampling event; and how
the samples would be preserved, packaged, and
transported to the laboratory. With standardization of
all the sample collection and handling procedures,

the total amount of random variability in the data can
be minimized.

EXAMPLE 2 Objective: Identify the source of elevated
chromium concentrations vecently observed in samples
collected from specific dvinking water wells. This
objective defines a focused and probably localized study
that may need to be conducted with some urgency. Of
primary importance to the objective of this study is an
understanding of the direction of groundwater flow in
the vicinity of the affected wells. If no local
measurements of water level data are available, regional
water level contour maps may be available from state or
federal resource management agencies. Once the
direction of groundwater flow is determined, a search
might be conducted to locate possible sources of
chromium in the upgradient direction. Monitor wells
could be installed between any suspected sources and
the affected production wells.

A phased approach is often the most cost-eftective
way to conduct this type of investigation. The first
phase may involve installation of monitor wells that will
be located on the basis of very limited information. After
the data from the initial investigation are available, the
placement and design of the Phase-2 wells can be more
focused and eftfective. Sampling and field data collection



protocols should be developed before the initial investi-
gation and modified as needed in subsequent phases.

Initial investigations of this nature can sometimes be
conducted more effectively with groundwater sampling
methods that do not require the installation of
monitoring wells. These methods involve insertion of a
specially designed probe into the subsurface using a drill
or hammer rig, and retrieval of a groundwater sample. In
shallow aquifers, the probe can be pushed from the
surface. For deeper aquifers or aquifers overlain by
consolidated geological formations, the probe is used in
conjunction with a drilling rig and pushed into the
bottom of the borehole ahead of the drilling tools. These
sampling methods do not allow for repeat or duplicate
samples from the same locations, but they can be useful as
a screening tool for sampling many locations in a short
period of time at minimal cost.

EXAMPLE 3 Objective: Provide ongoing leak detection
monitoring for a hazardous waste storage facility, in
compliance with the Resource Conservation and Recovery
Act (RCRA) permit requirements. This objective
describes a routine monitoring program that is
conducted to meet a specific regulatory requirement.
Most aspects of this sampling program, including
sampling frequency, sampling methods, analyses to be
performed, and statistical methods for data analysis will
be prescribed by the regulatory agency that administers
the permit. Quality control and quality assurance (QA/
QC) is important in all groundwater sampling programs.
However, QA/QC is of primary importance in compli-
ance monitoring sampling. False-positive results can
result in unnecessary public concern, as well as additional
costs to verify that the facility is not leaking. False-nega-
tive results, or a negative bias in the data, can result in a
leak remaining undetected. QC is maintained through
standard practices being defined, followed, and docu-
mented. QA involves collection and analysis of duplicate
and blank samples and audits of sampling procedures.
Duplicate samples are samples that are collected at the
same time from the same well. Analytical results from
duplicate samples provide a measure of the variability
inherent in the sampling and analysis process. Blank
samples are samples that contain clean water. The blank
samples accompany the actual samples through all phases
of handling and analysis. Detection of contaminants in
the blank samples may indicate contamination of the
samples from extraneous sources. For large, ongoing
sampling programs, QA/QC procedures are often
documented in a Quality Assurance Project Plan (QAPD).
The purpose of the QAPP is to define the data quality
objectives for the program and detail all the procedures
and personnel responsible for ensuring that those
objectives are met.
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EXAMPLE 4 Objective: Monitor the changes in the tvi-
chlovoethene (TCE) plume associated with o hazardous
waste site. This objective is typical of many ongoing
monitoring programs at contaminated sites. The
contaminant of concern has been defined and the source
of the contaminant is known. The area of contaminated
groundwater, often referred to as a contaminant plume,
changes through time, either as a result of natural
processes or in response to groundwater remediation
efforts. Tracking the changes in the plume provides the
data necessary for effective site management.

Ongoing monitoring programs benefit from consis-
tency. Often, when changes are made in the way samples
are collected, handled, or analyzed, random errors or new
bias will be introduced in the data. This can lead to
misinterpretation of results. Sampling protocols and
methods should be established and followed. QA/QC
should be in place so that spurious results can be identi-
fied. Periodically, it may be desirable to send a subset of
duplicate samples to another analytical laboratory as a
check on the possible bias in results from the primary
laboratory. Audits of field procedures are also useful in
ensuring that sampling protocols are being followed.

It is usually desirable to collect a set of samples over a
short period of time. This provides a picture of the
groundwater conditions during a single week or month.
Comparison with conditions from previous or subse-
quent sampling rounds is used to determine where
changes are occurring in the plume. Once sufficient data
are available to develop an understanding of the plume
dynamics, the monitoring intervals and set of wells to be
monitored can be adjusted to match site conditions. In
areas where concentrations are changing slowly, wells can
be sampled less frequently than other wells. Wells in
particularly sensitive areas, such as around the perimeter
of the plume, may be sampled more frequently. When
unexpected changes occur in groundwater levels or
concentrations, the monitoring program may need to be
modified so that appropriate data can be obtained to
understand the causes and effects of these changes.

The preceding examples have demonstrated some of
the differences in groundwater sampling programs
designed to meet different objectives. There are common
elements to most groundwater sampling programs. Such
a list, presented by Herzog et al. (1991), is provided in
Box 8.2. However, the relative importance of each
element depends on the specific program objectives.

(GGROUNDWATER SAMPLING DEVICES

Many groundwater sampling devices are currently
commercially available. A comparison of the more com-
monly used devices is presented in Box 8.3. The use of
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BOX 8.2 Common Elements of Groundwater
Sampling Programs

1. Objectives of the groundwater sampling and
analysis program

2. Site-specific parameters of concern to be
sampled and analyzed

3. Location, condition, and access to sampling
points (e.g., wells, discharge points, surface
water) to be included in the program

4. Number and frequency of samples to be
collected

5. Sampling protocol—well purging procedure
and equipment needs; field parameter
monitoring,/sample screening; sample
collection; parameter specific techniques and
equipment needs; field QA/QC controls

6. Field sample pretreatment requirements—
filtration, preservation

7. Sample handling, delivery method, and
transport time

8. Chain-of-custody requirements—sample
documentation

9. Sample chemical analysis—identification of
analytical methods; storage and holding times;
laboratory QA/QC

From Herzog, B, Pennino, J, and Nielsen, G. (1991) Ground-
water sampling. In Nielsen, DM. Practical handbook of
groundwater monitoring, Lewis Publishers (an imprint of CRC
Press), Chelsea, MI.

BOX 8.3 Comparison of Common Groundwater
Sampling Devices

Bailers—Bailers are one of the oldest and simplest
types of groundwater sampling devices. Conceptually,
bailers are analogous to the bucket and rope type of
system that has been used to lift water from wells for
centuries. The major refinement for bailers used in
groundwater sample collection is the use of a check
valve to allow the bailer to fill from the bottom. This
feature reduces the turbulence and aeration that would
otherwise occur when water cascaded down into the
open top of the bailer.

Advantages—Bailers used for groundwater
sampling are typically fabricated from PVC, PTFE, or
stainless steel. They are available in a variety of
diameters and lengths. The length of line to which the
bailer is attached limits the depth from which a bailer
can lift. Electric winches are available that allow rapid
retrieval of bailers from deep wells. Bailers are
lightweight and simple to operate. They are
inexpensive enough to be considered disposable,

appropriate sampling equipment is critical for implemen-
tation of a successful sampling program. There is no one
sampling device that is ideal for all circumstances. Barce-
lona et al. (1985, p. 98) list the following four important
characteristics of groundwater sampling devices that
should be considered for every sampling program:

1. The device should be simple to operate to minimize
the possibility of operator error.

2. The device should be rugged, portable, cleanable,
and repairable in the field.

3. The device should have good flow controllability
to permit low flow rates (<100 ml min~") for
sampling volatile chemical constituents, as well as
high flow rates (<1 L min ") for large-volume
samples and purging stored water from
monitoring wells.

4. The device should minimize the physical and
chemical disturbance of groundwater solution
composition in order to avoid bias or imprecision in
analytical results.

The choice of sampling equipment is dependent
on several site-specific factors, including the monitor
well design and diameter; the depth to groundwater;
the constituents being monitored; the monitoring fre-
quency; and the anticipated duration of the sampling
program. Some of the major factors to consider are briefly
discussed.

The first requirement for a sampling device is that it be
able to be inserted in the monitoring wells. Although this
seems intuitive, it is sometimes overlooked in the design

thereby avoiding costs of decontamination and check
sample analysis. Clear bailers are useful for obtaining

an indication of the presence of floating hydrocarbon
layers in wells.

Disadvantages—Purging wells with bailers is
tedious and labor intensive. There is also a greater
potential for worker exposure to contaminants
with bailers than with most other sampling
devices. Because the operator does not control the
opening and closing of the check valve, it is
difficult to know the depth in the well from which
the sample was obtained. Bailing does not supply
a continuous stream of water to the surface, so it
may be necessary to fill sample bottles in stages,
potentially allowing for the loss of volatile
contaminants. The turbulence and aeration that
occur when the bailer is splashed down into the
water surface in the well can also affect volatile
contaminant concentrations.

Syringe Samplers—Syringe samplers incorporate a
movable plunger that fits tightly in a cylindrical sample
chamber. The operator controls the movement of the
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plunger. Initially, the plunger is forced to the end of
the syringe by pressure applied through the air line.
After the sampler is lowered to the desired depth in the
well, the pressure is released from the air line and the
hydrostatic pressure pushes the plunger back, allowing
a sample into the syringe body. The sampler, with the
sample inside, is then lifted to the surface. Syringe
samplers that use an electric motor to move the
plunger have also been constructed.

Advantages—The syringe sampler produces
minimal negative pressure and virtually no aeration of
the sample. The syringe can be made from inert
materials, and samples can be obtained from discrete
depths in the well. Syringe samplers are portable, easy
to operate, and inexpensive. It is possible to use the
syringe for a sample container, thereby avoiding the
possible loss of volatile compounds when the sample is
transferred to another container. There are no inherent
depth limitations for syringe samplers. For
pneumatically operated syringe samplers, the tubing
used in the air line must be able to withstand pressures
greater than the hydrostatic pressure at the depth
where the sampler is to be used.

Disadvantages—The small volumes that can be
obtained with syringe samplers make them ineffective
for purging wells and inefficient for collecting large
volume samples. Syringe samplers are also not suited to
sampling water with high sediment content. The
particles of sediment can score the syringe barrel,
resulting in leakage around the plunger. Syringe
samplers are not as widely used as other some other
types of samplers and may not be readily available.

Inertial Pumps—Inertial pumps consist of a length
of semirigid tubing with a check valve attached to the
bottom end. The tubing is lowered into the well and
water enters through the check valve. The tubing is
then forcefully moved up and down in the well, either
manually or through the use of a motor-driven pump
jack. As the tubing moves upward, the check valve
closes. The column of water is lifted along with the
tubing and gains upward momentum. When the
tubing changes direction and begins the downward
stroke, the upward momentum in the water column
results in low pressure at the check valve, causing the
check valve to open and admit more water to the
tubing. When the tubing reaches the bottom of the
downstroke, the check valve closes. Through
repetition of this process, water is lifted to the surface.
The maximum flow rate is dependent on depth of the
well and depth of submergence at the check valve.

Advantages—Inertial pumps are simple, portable,
and easy to operate. They can lift water from depths as
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great as 75 m. The pumps are inexpensive and thus
can be dedicated to each well, thereby eliminating
problems with decontamination. They can be used
with silt-laden water and can also be used for
development of small-diameter wells. Finally, they
can be used in wells as small-as 3 cm in diameter.

Disadvantages—Inertial pumps must be operated
vigorously. Such operation results in turbulence and
possible aeration of water in the upper portion of
the well. There are also pressure fluctuations in the
water column that could result in degassing or loss
of volatile compounds. The surging action of the
pump can agitate the water in the well and cause
increased sediment in the samples.

Suction Lift Devices—Suction lift devices
operate by drawing groundwater up from the well
through a suction line. The maximum practical
depth at which suction lift can operate is about 8 m.
Therefore these sampling devices are limited to use
in shallow wells. Flexible tubing is inserted to the
desired depth in the well and connected to a flask.
The flask is connected to a vacuum source. When a
vacuum is applied, water is lifted from the well and
passes through a sample delivery tube into the
bottom of the flask. The flow rate can be controlled by
limiting the amount of vacuum applied. After the
desired sample volume is obtained, the sample is
transferred from the flask to the appropriate sample
containers. The sample is not allowed to enter the
pump. A vacuum can be applied through use of a
variety of hand-operated or electrically driven
vacuum pumps.

Advantages—Suction lift sampling devices can
be used in a well of any diameter and only a length of
tubing need be inserted in the well. Suction lift devices
are simple and easy to use. There are no moving parts
that contact the water sample; thus these devices can
pump sediment-laden water. Decontamination can be
simplified by placing dedicated suction tubing in each
well. With hand-operated vacuum pumps, suction lift
devices are highly portable.

Disadvantages—Sampling is limited to wells where
the depth to water is less than 8 m. The small volume
pumped with suction lift devices makes them
inefficient for purging wells. Samples are exposed to
low pressures that can cause degassing and loss of
volatile compounds. Additional losses of volatile
compounds can occur when the sample is transferred
from the flask into sample containers.

Gas-Drive Devices—Gas-drive devices typically
consist of a cylindrical sample chamber connected to a
gas-entry tube and a sample delivery tube. A check
valve is installed in the bottom of the sample chamber.

(Continued)
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BOX 8.3 (Continued)

Valves at the surface allow for the opening and closing
of the sample delivery tube and admit and release
pressure in the gas-entry tube. Before entry into the
well, the sampler is pressurized with the sample
delivery tube closed. This closes the check valve and
prevents water from entering the sampler as it is
lowered into the well. At the desired depth, the
pressure is released to allow the sample chamber to fill
with water. The pressure is then reapplied, and the
check valve closes, trapping the sample in the sample
chamber. For the sample to be delivered to the surface,
the valve on the sample delivery tube is opened. The
sample is then displaced by gas pressure and moves up
the sample delivery tube to the surface.

Advantages—Gas-drive samplers are available in
many different materials and diameters. They are
portable and relatively inexpensive. The depth from
which samples can be obtained is limited only by the
burst strength of the tubing used. Gas-drive samplers
can be used to obtain samples from discrete depths.

Disadvantages—The sample comes into contact
with the gas used to drive the sampler and with the
length of tubing that delivers the sample to the surface,
either of which may result in changes in the chemical
composition of the sample. If the driving gas is allowed
to escape up the sample delivery tubing, it can strip
volatile compounds from the water film left in this
tubing from the previous sample. Volatile
concentrations in the subsequent sample will then be
reduced through dilution with the relatively
contaminant free water film in the sample tubing.

An air compressor or compressed-gas cylinders

must be transported to the site where the sampler is
to be used. If sediment partially jams the check valve,
gas bubbles may be released into the well, possibly
altering the chemistry of the water in subsequent
samples.

Bladder Pumps—Bladder pumps are similar in
concept to gas-drive pumps. However, they contain a
flexible bladder that prevents contact between the
sample and the driving gas. The interior of the bladder
is connected to the inlet check valve and to the sample
delivery tubing. The annular space between the
sampler body and the exterior of the bladder is
connected to the gas entry tube. When the sampler is
pressurized, the gas pressure bears on the outer walls
of the bladder, causing it to compress and displace the
water on the interior of the bladder up the sample
delivery tube. When the gas pressure is released, the
hydrostatic pressure forces water to enter the interior

of the bladder, and the bladder expands. Automated
control systems are available to optimize the cycling of
the pump. With automated controls, bladder pumps
can deliver a nearly continuous discharge stream.

Advantages—The bladder prevents contact
between the driving gas and the sample,
minimizing problems with gas stripping and
acration. Bladder pumps can produce high flow
rates sufficient for purging wells and, by reducing
the gas pressure or cycle timing, produce low flow
rates suitable for sampling. Most bladder pumps are
capable of lifts in excess of 60 m. The pumps
themselves are portable and relatively easy to service
and decontaminate.

Disadvantages—Operation at greater depths
requires larger volumes of gas and longer cycle times.
Check valves can be fouled by sediment in the water.
The higher-quality pump units are relatively expensive.

Electric Submersible Centrifugal Pumps—
Submersible centrifugal pumps operate by forcing
water through a series of rotating impellers, powered
by an electric motor. The motor section is located at
the bottom of the pump. Water enters through a
screen between the motor section and the impeller
section. Different numbers of concentric impeller
sections may be attached depending on the pumping
volumes and pressures required. Electric submersible
pumps are widely used in both domestic and public
water supply wells. More recently, they have been
adapted and become popular for the purposes of
groundwater sampling.

Advantages—Electric submersible centrifugal
pumps are available in inert materials (stainless
steel, Viton, and PTFE). They can produce large
flow rates that are sometimes needed for purging
wells and, when equipped with variable frequency
drives, be slowed down to produce small flow rates
for sampling. At least two manufacturers produce
models that will fit into a 2-in (5-cm) well casing.
The pumps designed specifically for groundwater
monitoring are relatively easy to repair and
decontaminate in the field. They provide a continuous
stream of water at the surface.

Disadvantages—The equipment cost is higher than
for many other types of sampling devices. The lift for
the smaller diameter pumps is limited to about 60 m.
They require a generator or other source of electricity
and a pump controller box for operation and are
therefore not as portable as some other devices. The
pumps are also sensitive to the presence of fine
sediments, which may erode pump components at the
high speed of operation.



of a sampling program. Almost all commonly used sam-
pling devices will fit into 4-in (10-cm) diameter wells.
Many devices are also available for 2-in (5-cm) diameter
wells. Relatively few devices are available for wells smaller
than 1 in (2.5 ¢cm) in diameter. Wells that are crooked or
do not have flush-fitting casing joints may prevent the use
of samplers that would otherwise work in a straight,
smooth well casing of the same diameter. PVC well casing
has different internal diameters depending on the re-
spective strength rating. A sampling device specifically
designed for schedule 40 PVC casing may not fit in a
well constructed with thicker wall schedule 80 PVC
casing, even though the nominal diameters of the two
casings are the same.

The depth to groundwater is another factor that must
be considered in choosing a sampling device. The depth
to groundwater determines the pressure that the sam-
pling device must generate to lift water to the surface.
Generally, suction lift devices will only operate where the
lift is 8 m or less. Positive displacement devices can be
designed to operate with lifts of several hundreds of
meters. Generally, the selection of sampling devices be-
comes more limited when lifts of more than about 60 m
are involved. Larger lifts also result in sampling activities
becoming more time consuming, particularly if the sam-
pling device must be inserted and removed from the well
with each sample. For programs with large lifts, it is
generally more cost effective to install dedicated sampling
devices in each well.

After it has been determined which sampling devices
will fit in the wells and are capable of lifting samples to the
surface, the next consideration is generally whether the
device is capable of delivering representative samples for
the constituents being monitored. Monitoring programs
typically include a list of constituents for which samples
will be analyzed. Dissolved gases and volatile organic
compounds are typically two of the more difficult classes
of compounds to sample. These are generally sensitive to
aeration, changes in temperature and pressure, and leach-
ing or adsorption in the sampler tubing or components.

For ongoing monitoring programs, consideration
should be given to equipping each well with a dedicated
sampling device. The use of dedicated sampling devices
reduces labor and avoids the potential errors associated
with equipment decontamination. When a single sam-
pling device is used for sampling contaminants from mul-
tiple wells, it must be decontaminated before each
sampling event. To confirm that the decontamination
process is effective, equipment blank samples are
obtained with the sampling device to collect a sample of
water that is known to be free of contaminants. The
equipment blanks are analyzed at the analytical laboratory
with the same methods as for the actual samples. In an
ongoing monitoring program, the costs of analyses for
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equipment blanks and labor for decontamination can
rapidly exceed the costs of equipping each well with a
dedicated sampling device. Disposable bailers offer an-
other alternative to decontamination; however, bailed
samples may not be representative for all contaminants.

Ideally, the same device could be used for both purging
and sampling the well. This requires a device capable of
high pumping rates for purging and low pumping rates
for sampling. When sampling for volatile compounds or
compressed gases, it is generally not acceptable to use a
valve for flow control. Valves may create large pressure
drops in the sample delivery line that may result in turbu-
lence and depressurization of the sample stream, and thus
possibly alter the chemical quality of the sample (Neilsen
and Yeates, 1985). It is better to be able to vary the
pumping rate of the sampling device so that the flow
can be regulated without extreme pressure changes in
the sample delivery line. For larger wells, it may be neces-
sary to install both a high-flow pump that is used only for
purging the well and a dedicated sampling device used
only for sampling after the well is purged.

PURGING MONITOR WELLS BEFORE SAMPLING

Under most sampling protocols, groundwater is removed
from the monitor wells before sampling. This is referred
to as purging the wells. The basis for purging is the as-
sumption that the groundwater standing in the well
casing is not representative of the groundwater in the
surrounding aquifer. Processes that can affect ground-
water in the well casing include exposure to the atmo-
sphere and interaction with the well casing materials.
Wells may also harbor microorganisms that can alter the
chemistry of groundwater in the casing.

Three criteria have commonly been used to determine
when a well has been purged sufficiently to yield repre-
sentative samples. The most common “‘rule of thumb”’ is
to purge a prescribed minimum number of casing
volumes before sampling. Commonly three to five casing
volumes are purged, although the number can range as
high as 20. In this context, the casing volume is defined as
the volume of water standing in the well. Another
common criterion involves purging the well until a set
of field-measured indicator values stabilize. Parameters
commonly used as indicators include pH, temperature,
specific conductance, and dissolved oxygen. A third
common criterion involves calculation of the purge
volume based on the aquifer transmissivity and the diam-
eter of the well (Schuller ez al, 1981). This method
provides an estimate of how long the well would need
to be pumped at a specific flow rate to produce samples
representative of the aquifer. It is generally recommended
that field indicator parameters be measured to verify that
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the calculated purge volume is adequate (e.g., Barcelona
et al., 1991).

The rate at which a well is purged can also affect the
quality of the samples. If a well is purged at a pumping
rate higher than what the formation can deliver, fine
particles may be drawn into the well, thereby increasing
the turbidity of the samples. Overpumping a monitor
well that is screened near the water table can result in
dewatering of a portion of the formation, exposing the
sediments in the vicinity of the well to the atmosphere and
potentially changing the geochemical conditions.

The placement of the pump in relation to the well
screen will also affect the volume of water that must be
purged from the well. A pump placed within the screened
interval and operated at a rate consistent with what
the well can produce will draw water primarily from the
well screen, leaving the standing column of water in
the casing above the screen undisturbed. If a pump is
placed above the well screen, the standing water in the
well will be displaced upward toward the pump by
groundwater entering the well screen. The standing
water column will have to be completely removed
from the well before the pump will deliver water that is
representative of the aquifer. If a dedicated sampling
device is not used, removal of the standing water column
may be desirable. Recent studies have indicated that
for small-diameter wells with relatively short screened
intervals, a micropurge sampling technique can yield
representative samples with a minimum volume of water
purged.

SAMPLE COLLECTION AND PROCESSING

The actual process of collecting a groundwater sample
and its handling (transport, storage process) after collec-
tion are important components of the groundwater sam-
pling program. The methods used for sample collection
and processing depend on the type of contaminants pre-
sent or suspected of being present. The primary concern
of sample collection and processing is to maintain the
integrity of the samples so that the concentrations of
analytes are the same as when the samples were collected.
Some of the major considerations for sample collection
and processing are briefly reviewed.

Sample aeration: It is often important for several
reasons to minimize exposure of the sample to the atmo-
sphere. For example, many organic contaminants of par-
ticular concern, such as chlorinated solvents and aromatic
fractions of petroleum derivatives, are volatile. Thus, pro-
longed exposure to the atmosphere may result in loss of
contaminant mass from the sample. The concentration of
carbon dioxide in groundwater is often higher than that
in the atmosphere. Thus, prolonged exposure of a sample

to the atmosphere can lead to loss of carbon dioxide,
which can result in an increase in pH. A change in pH
can in turn cause changes in contaminant properties, such
as inducing precipitation of metals. For these concerns to
be reduced, samples should be collected in a manner that
minimizes their exposure to the atmosphere. In addition,
the samples should be stored in vials that are airtight and
have no air space (termed headspace).

Sample filtration: One question to address is whether
the samples should be filtered. Samples are sometimes
filtered to remove suspended particles and colloidal ma-
terial. However, it is critical to determine if the filtering
process may disturb sample integrity. For example, filtra-
tion should not induce sample aeration, for the reasons
noted previously. Therefore, in-line filtration is generally
preferred to vacuum filtratation. In addition, some con-
taminants may associate with suspended or colloidal par-
ticles. In such cases, filtration that removes these particles
will also remove some of the contaminant mass.

Sample preservation and storage: A reagent is some-
times added to the samples to help preserve their integ-
rity. For example, a buffer may be added to samples
that are sensitive to changes in pH. A biocide may be
added to prevent microbial activity from altering sample
properties. Samples are often stored with ice packs during
transit to the laboratory and are often refrigerated until
processed. These procedures reduce the impact of pro-
cesses such as biodegradation and volatilization on
sample integrity. The length of time for which a set of
samples can be stored while maintaining their integrity
depends on the properties of the contaminant. For
example, the storage time for samples containing volatile
contaminants should generally be limited to a few weeks
at most.

QUESTIONS

1. What are the main objectives of a groundwater sam-
pling program?

2. What are some of the major factors that influence
the design of monitoring well systems? How must
cach of these factors be taken into account in the
design process?

3. What are the key elements for a monitoring well?

4. Why is it important to carefully evaluate well screen
design for a monitor well?

5. What are the commonly used methods for well
development?



6. Why are wells usually purged before sample collec-
tion? Are there any possible drawbacks to well

purging?

7. Why are groundwater samples filtered in some cases?
Are there any possible drawbacks to sample filtration?

8. For which type of constituents is it important to con-
trol/eliminate exposure of groundwater samples to
the atmosphere? Why?
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Seven tenths of the world’s surface is covered by water,
and about 97% of the water is saline, residing in the
oceans. The remaining 3% is fresh water and exists
frozen as ice caps (2%), in groundwater or aquifers, or
surface waters such as rivers, lakes, and soil moisture; or
as vapor in the atmosphere (1%) (Figure 9.1). Although
saltwater is not generally fit for direct consumption,
most forms of life depend on the ocean directly or indi-
rectly for their survival. For example, photosynthesis by
algae living in the oceans accounts for most of the oxygen
regeneration in the world, and the oceans store vast
quantities of carbon dioxide and heat. However, much
of human history is tied directly or indirectly to fresh
water sources such as lakes, rivers, and estuaries. Thus,
this chapter focuses on the monitoring of fresh water
bodies.

Human beings, as well as other terrestrial and aquatic
life forms, are sensitive to changes in the quality of the
fresh water supply. Changes in properties such as total
dissolved solids, pH, and dissolved oxygen in particular
may affect the mortality of aquatic life. In addition, the
presence of contaminants can be hazardous to organisms
that drink the water and to those living in it. The dynam-
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1,357,506,000 km3
(1,167,200 cm or
11,672 m)
total volume
of water

1,320,000,000 km3

(1,135,000 cm or 11,350 m)
or 97.20%

in the oceans

8,506,000 km3

(7,316 cm or 73.16 m) 29,000,000 km?3

or 0.65% (24,900 cm or 249 m)
fresh water on land or2.15%
and air frozen water

FIGURE 9.1 Water availability and distribution on earth. Over 97% of
all water in the world is salt water found in the oceans. (Adapted from
Van der Leeden, F., Troise, F.L., and Todd, D.K. [1990] Water Encyclo-
pedin, 2nd edition. Lewis Publishers, Chelsea, MI. An imprint of CRC
Press.)

ics of both natural weathering processes and anthropo-
genic activities can have a significant impact on water
quality. Rainfall tends to dissolve and carry away minerals
and contaminants found in the soil and the atmosphere.
Water used for irrigated agriculture concentrates dis-
solved solids in the water as water undergoes evapotran-
spiration. Evaporation, on the other hand, purifies water
as it changes from liquid to vapor. However, if consump-
tive uses of water exceed evaporation and precipitation
cycles, the water supplies decline, and water quality typi-
cally degrades.

In Arizona, for example, continuous use of surface
and groundwater for agricultural irrigation has not
only lowered groundwater levels, but also caused
degradation of the remaining water. The lowering of the
groundwater table during the past 100 years has
climinated many perennial surface streams, causing
the loss of more than 90% of the riparian habitats. As
more and more surface water supplies are overused,
groundwater supplies are also becoming exhausted with
little hope of replenishment because only 10% of the
precipitation may be recharged (Schlesinger, 1997)
(Figure 9.2).

Monitoring fresh water quality and quantity has
become a national and global concern. Fresh water
supplies determine the very existence and survival not
only of plants and animals, but also of human habitat
locations. Diminished, degraded, and polluted water sup-
plies are the immediate concern of all. The preservation
and sustainability of fresh water resources can only come
from car