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1 Institutional design,
social norms and preferences
in an evolving economy

Christian Schubert and Georg von Wangenheim

This book assembles contributions to an inter-disciplinary workshop that took place
at the Max-Planck-Institute of Economics (the former Max-Planck-Institute for
Research into Economic Systems) in Jena, Germany, in February 2004. It aimed
at discussing the question how to fill a great lacuna within the research program
of modern economics: How do consciously designed (or, synonymously, formal)
institutions change over historical time? While the change of informal institutions
has been a key concern throughout the last two centuries of economic theorizing,
particularly for evolutionary economists, designed institutions, i.e., institutions
that are enforced by a specialized agent or group of agents, have received much
less attention. To be sure, research strands such as Public Choice and Law &
Economics have analyzed legislative and judicial institutions – for the most part,
however, this has been done within a methodological framework of comparative
statics, based on behavioral assumptions that have been borrowed from orthodox
Rational Choice theory. Hence, the puzzle of how designed institutions emerge
and diffuse over time and what this implies in terms of public policy advise has
still been left largely unsolved. What is clear, though, is that the mechanisms of
change that are relevant here differ in a fundamental way from those that can be
identified in the realm of informal institutions.

Three main avenues may be taken to approach this question. All three can be
studied in this book and start from a very intuitive idea: To understand how for-
mal institutions change, it is worth studying the dynamic interplay between
designed institutions on the one hand and informal institutions (as a key determi-
nant of individual behavior) on the other hand.

In order to examine this interplay, we have to understand, first, how designed
institutions influence individual preferences. In Chapter 2, Bruno S. Frey
(University of Zürich) dwells on insights from economic psychology to describe
how changes of very broad designed institutions like the general structure of the
state – in particular the rise and fall of dictatorships – affects people’s apprehen-
sion of less formal institutions like markets. Following well established insights
in psychology, he argues that individuals either align their preferences with the
current environment to reduce cognitive dissonances or strengthen opposing pref-
erences when state activities are felt to be controlling. For the case of dictatorships
this means either that individuals tend to glorify the past after the dictatorship has



decayed, or that they will revolt against a dictatorship once its suppressive power
increases beyond a rather high threshold. When markets are newly introduced,
again both reactions are possible: opposition to markets may prevail or an extreme
pro-market creed may break its path.

In Chapter 3, Francesco Parisi (George Mason University) and Georg von
Wangenheim (University of Kassel) deal with more specific rules when they dis-
cuss how legal norms may fail to influence people’s norms and actions due to
countervailing social norms. They develop a model which reflects how social
norms form in the interaction of individuals complying with, and violating what
other individuals think to be the social norm in a particular field of behavior. By
allowing for several alternative social norms for one field of behavior, e.g., con-
sumption of various drugs from cigarettes and alcohol to heroin and crack, they
are able to study how legal norms may interfere with the process of social norms
formation. They are particularly interested in countervailing effects of legal norms
on social norms. By these countervailing effects, social norms may evolve in the
opposite direction than intend by new law when the latter is too distant from the
former. To overcome these effects, Parisi and Wangenheim propose piecemeal
legislation in which the law only slightly deviates from the social norms of most
people at the beginning, thus influences them in the desired direction, and may
eventually become more extreme in a stepwise manner always remaining close
enough to the current state of social norms. Since they describe social norms only
in the dimension of which actions are allowed and which are not, an alternative
way to circumvent countervailing effects seem to be large enough sanctions to
enforce the law. If one includes the appropriate sanction to enforce social or legal
norms as a second dimension, this alternative is likely to lose its viability.

Chapter 4 by Tom Tyler (New York University) offers a comparison of incen-
tives and sanctions (“instrumental motivation”) on the one hand and preferences
for general or specific rule following (“social motivation”) on the other hand as
alternative ways of enforcing designed institutions. He compares the two motiva-
tions in four respects: (1) legitimacy of rule makers or enforcers is an important
determinant of efficacy of rules; (2) closely linked to, and underlying legitimacy
is fairness in the procedures of making and enforcing rules; procedural fairness
seems to be more important than outcome-oriented distributive justice or similar
concepts; (3) trust in officials enforcing (or making) rules promotes acceptance of
these rules far more if such trust refers to the motives of the officials rather than
to the predictability of their actions; (4) identification with the group supports fol-
lowing those rules which are to the benefit of the group. Tyler shows and con-
cludes that “social motivations” outperform “instrumental motivations” (i.e.,
traditional incentive and sanction based models) in inducing cooperation neces-
sary to overcome social dilemmas. The argument is based on a wide overview of
relevant social psychological literature. 

In its second part, the book turns to questions concerning the emergence and
evolution of designed institutions. Chapter 5, by Uta-Maria Niederle (Max-Planck-
Institute of Economics at Jena), discusses how preferences change in the course
of time as a consequence of technological progress, learning and habituation.
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Based on the distinction between, on the one hand, preferences for consumption
goods and, on the other hand, preferences that are related to social interaction, she
shows that in order to understand how formal, designed institutions change we
need to know how preferences, or rather attitudes, related to social interaction
(i.e., to institutions) evolve over time. Only if one understands the latter and their
basis in the genetic endowment of man, is it possible to study how newly
designed and formal institutions receive the necessary support they need for their
implementation and their enforcement. 

Based on a thorough description of how the institutions of Indian irrigation
systems change, Elinor Ostrom (University of Indiana at Bloomington) classifies
the huge number of rules that may guide behavior in common dilemmas into rules
on participation, rules on allocating positions among participants, rules on allowable
actions, payoff rules, and a last category comprising such diverse rules as rules on
information, rules on the scope of exploitation of the resource, and requirements
to harvest in teams. In her view, the rules governing a common pool resource (and
any other social interaction) are too complex to be optimized by one-step design.
Designing institutions is thus always experimenting by tinkering on a small sub-
set of all relevant rules. Perfect prediction of the results is impossible. This prob-
lem becomes aggravated by the ever-changing natural (and economic and social)
environment of all societies. Complexity not only affects outside observers of rule
systems but also any in-group authority that is engaged in the purposeful design
of rules. Emergence of rules, be they spontaneous or designed, should thus be
conceptualized as an evolutionary process whose understanding requires knowl-
edge of the system’s environment, its adaptation mechanisms, and a measure of
performance which feeds back into the adaptation mechanisms.

In Chapter 7, Jan Schnellenbach (University of Marburg) further elaborates on
the incremental quality of institutional change. He shows that newly designed
institutions are necessarily always a blend of already existing institutions and
some new aspects. In particular, the evolution of consciously designed formal
institutions is likely to be constrained by informal institutions (i.e., reliable modes
of cooperation) that in turn are assumed to be stable in the short term. On this
basis, Schnellenbach conceptualizes formal institutional change as syncretic
change, i.e., as the voluntary path-dependent integration of new rules into a given
institutional structure. Formal institutions are not phrased from scratch. Due to,
for example, cognitive limitations and attempts to cope with uncertainty, we can
normally only expect gradual change to take place in the realm of institutions.
Finally, Schnellenbach compares the necessarily cautious, defensive institutional
“entrepreneurship” with the much more offensive form of Schumpeterian eco-
nomic entrepreneurship strictu sensu.

The third and last part of the book addresses normative questions. Chapter 8 by
Christian Schubert (Max-Planck-Institute of Economics at Jena) examines the
potential of a normative branch within Evolutionary Economics, i.e., he aims at
developing a normative theory that helps to develop criteria in order to evaluate
designed institutions from a perspective informed by insights from Evolutionary
Economics. After briefly discussing the pitfalls of orthodox welfare theory,
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Schubert proposes to use the contractarian approach within Constitutional
Economics as a basic blueprint for this normative branch. Contractarian theories
are compatible with an evolutionary world-view if they can pass both Hume’s
general anti-contractarian critique and Hayek’s epistemological skepticism against
“constructivist rationalism.” Schubert argues that John Rawls’ concept of “justice
as fairness,” if interpreted in a conventionalist way (i.e., with a focus on the idea
of a reflective equilibrium), can indeed overcome these hurdles, because it can be
seen as a way to anchor the contractarian model (in particular, the “original posi-
tion”) in the moral common sense and, more generally, the informal institutional
context of a given society.

Since normative criteria are hard to define in a world of evolving preferences,
Gerhard Wegner (University of Erfurt) pleads for legal competition as a way
allowing the finding of best institutions just like the market for goods finds the
best goods. He examines the question how institutional safeguards can be devised
that make sure that legal norms which regulate market activities remain largely
consistent with individual preferences. Legal competition is considered a poten-
tial remedy. Although the mere idea of replacing the legislative monopoly of the
state by a market-like competition among legal rules suggests a radical redefini-
tion of the idea of a state, Wegner shows that the concept is not a purely fictitious
idea. It has rather emerged, if in an unintended way, as a practical result of the EU
treaty and its interpretation by the European Court. Hence, legal competition is
already in place as a key factor in the evolution of designed (regulatory) institu-
tions in the European Union. By choosing among different goods, consumers can
effectively choose among different regulatory rules without ever having to leave
their country. Wegner critically discusses objections against the workability of
legal competition and concludes that its welfare implications are largely positive.

Finally, Viktor Vanberg (University of Freiburg) discusses two methodological
issues, one positive and one normative, that have been repeatedly raised in the
Evolutionary Economics camp. First, he examines the relationship between bio-
logical and cultural evolution. What are their commonalities and their differ-
ences? According to Vanberg, the fact that human intentionality and deliberate
institutional design play a key role in cultural evolution does not necessarily force
us to reject a “Universal Darwinism” approach within economics. He argues that
the Darwinian concepts of variation, selection and retention are compatible with
the recognition of particulars in the sphere of cultural processes. Second, Vanberg
explores a proposal made by Ulrich Witt according to which the fact that cultural
evolution is (at least partly) man-made suggests that man should also be able to
evaluate the results of cultural evolution. Vanberg agrees and proposes to use a
contractarian approach to guide the human attempt to deliberately impose consti-
tutional constraints on socio-economic evolution.

Hopefully, this book will deliver many inspiring ideas about how the complex
methodological, theoretical and normative problems raised by the phenomenon of
evolving formal institutions might be successfully tackled in future research. 

We gratefully acknowledge the stimulating comments of all anonymous referees
whose cooperation helped to improve the book substantially. The entire workshop
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could not have taken place without generous support by the Max-Planck-Society
and the Max-Planck-Institute of Economics. We thank Ulrich Witt as head of the
Evolutionary Economics Group within the Max-Planck-Institute for having initiated
and greatly supported the workshop. Finally, we should stress Karin Serfling’s
assistance in organizing this get-together of experts in the field of evolution and
institutions.
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Part I

Designed institutions,
preferences and behavior





2 Institutions shape preferences: The
approach of “Psychology &
Economics”

Bruno S. Frey

2.1 How to deal with preference changes

Why do so many people get used to, or even start to believe in, a dictator’s ideology
though they previously thought it to be ridiculous? Why do others actively oppose
it while still others withdraw themselves, resorting to purely private values? Or
why do some people upon the introduction of a market economy adopt a pro-
market ideology while others become more adverse to commercialization? And
why does the higher income produced by markets often not increase people’s
happiness, in particular of those materialistically inclined?

These are some of the issues this chapter addresses. It is, of course, not claimed
that these questions are answered here in a satisfactory way. But it is suggested
that new developments in the newly emerging field of “Psychology & Economics”
offer a fruitful avenue for approaching these issues.

Everyone knows: human preferences are variable. They develop and change
over time. Part of what we liked when we were younger is no longer cherished
when we grow older, and vice versa. What individuals may have rejected in the
past (e.g., abstract painting) may be greatly valued by the same individuals today.
Everybody is also aware that to some extent preferences differ between cultures.1

Yet economics traditionally assumes that preferences are constant. This “unre-
alistic” assumption allowed economists to make great progress in explaining
human behavior and in deducing relevant policy consequences. Taking prefer-
ences to be immutable focuses the analysis on the effect of (generalized) relative
price changes (or changes in the opportunity set) on behavior. This approach has
been most clearly visible in the work by Gary Becker (1962, 1976). To the sur-
prise, and also the dismay, of many social scientists (including some economists),
he demonstrated that the approach holding preferences constant provides valuable
insights not only in the area of the economy, but far beyond. This success led to
the claim of economics being the “Queen of the Social Sciences” (most prominently
Stigler 1984, Lazear 2000). 

At the same time, there were always economists who wanted to deal with
changing preferences. There is a long intellectual history of attempts to explain
changes in human preferences. But this approach has met with little success.
Changing preferences play a minor role in economics. While quite a number of



such efforts were undertaken in the 1970s and 1980s,2 today there are but a few
publications addressing this issue, at least in the leading journals. Economics, as
revealed in advanced level textbooks, has essentially disregarded these attempts. 

A different, and more successful, route explains changes in tastes by assum-
ing the utility function to be time invariant and equal between individuals,
but that individuals accumulate human capital based on their past experiences
(Stigler and Becker 1977, Becker 1996). A particular consumption bundle leads
to a different evaluation by individuals, depending on the amounts of such
human capital accumulated. Most people would consider such a process to be a
change in preference. This avenue produced noteworthy and empirically testable
insights into human behavior (e.g., Becker and Murphy 1988 on addiction). It
also yielded important policy results, for instance that drug addicts can only get
rid of their dependence if they decide to abstain abruptly and completely (“cold
turkey”). The approach, however, found relatively few followers, perhaps
because such redefinition in terms of a change in human capital is considered to
be somewhat artificial. 

This chapter proposes that the situation has been changing quite considerably.
“Psychology and Economics”3 has emerged as an academic discipline combining
the traditional, but so far separated, fields of psychology and economics in order
to develop a more satisfactory science of human behavior (see, more fully, Frey
2001). It has, in particular, been demonstrated that it is possible and useful to
introduce aspects from psychology into economics. The elements imported range
from motivational psychology to social neuroscience (e.g., Cacioppo 2002, Glimcher
2003). In particular, “Psychology & Economics” has resulted in two important
developments:

1 The psychological theories allow economists to fill preference changes with
content and life; they serve as a basis for formally modeling preference
changes.

2 Research on the economics of happiness4 shows that reported subjective
well-being or satisfaction are good approximations to individual utility.
This allows economists to empirically address the phenomenon of preference
change, a possibility so far lacking. Approximating utility by measurable
data on reported subjective satisfaction makes it possible to directly test
theories on preference changes. Empirical research has been greatly boosted
by data on individual satisfaction being available in a panel form spanning
many years.

This chapter pursues the avenue proposed by “Psychology & Economics”. The
goal is to indicate in as concrete a way as possible, and in an empirically testable
way, how institutions affect individual preferences. A change in institutions
affects the constraints faced by the individuals or, in other words, produces
changes in (generalized) relative prices. To analyze the effect of such changes on
individual preferences, specific psychological theories are employed and integrated
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into institutional economics, thus performing a bridging function. In contrast, this
chapter does not intend to provide an in-depth discussion of the concept of
preference as used in the various disciplines. This has been done elsewhere (see,
for instance, Niederle, in this volume). For the purpose here pursued it suffices to
state that the term “preference change” refers to all changes in the behavior of
individuals not accounted for by the changes in generalized relative prices (see
Becker 1976). 

The outline of the basic relationships linking institutions and preferences is
given in Section 2.2. In order to be as concrete and empirically orientated as pos-
sible, the framework is applied to two specific cases: Section 2.3 discusses the
effects on individual preferences when a dictator with a particular ideology comes
to power; Section 2.4 traces the effects on individual preferences when a market
economy is introduced. Section 2.5 offers concluding remarks.

2.2 Relating institutions and individual preferences

2.2.1 Two types of processes

In order to analyze the effects of institutions, it is useful to distinguish between
two kinds of processes affecting individual preferences.

The first type of process is based on a conscious process. Individuals react in a
cognitive and strategic way to the changes in constraints that they face. Their aim
is to maintain their overall or (meta-) utility in the case of restraining changes in
their opportunity set, and to raise their utility as much as possible in the case of
enlarging changes in their opportunity set. It is thus assumed that individuals
adjust their preferences in order to maximize their meta-utility. In contrast to stan-
dard economic theory, individuals not only adjust their behavior to a change in
(generalized) relative prices, but also adjust their beliefs of what they like, and
therefore their preferences. 

A case in point is “cognitive dissonance theory” (see Festinger 1967, Aranson
1984: 113–79, or the survey in Reeve 2001: 291–8). Individuals can raise their
utility if, after having made a choice, they adjust their preferences to the decision
taken. They adopt a different self-image because they must explain to themselves
why they have made that choice of their own free will. For example, after having
bought a particular brand of car, they make an effort not to have their preferences
influenced in an adverse way. They therefore seek advertisements validating their
choice, and try to disregard advertisements praising other brands. This theory has
been used in a path-breaking contribution to “Psychology and Economics”
(Akerlof and Dickens 1982, see also Akerlof and Kranston 2003), which explains
why workers who chose to work in a dangerous job fail to take all the precau-
tionary measures deemed reasonable to outsiders. The reason is that doing so con-
tinually reminds them that they have chosen a dangerous job. This thought
reduces their utility. Therefore they “rationally”5 decide to discount the danger to
which they expose themselves. 

Institutions shape preferences 13
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As will be argued below, cognitive dissonance is only one particular case of
the more general phenomenon of systematically adjusting one’s preferences to
changes in constraints.6

The second type of process is unconscious. It happens more or less automatically.
It is not willingly controlled, nor strategically used, by the individuals. Preferences
are formed within the individuals by motivational and non-rational forces. These
changes are thus psychological in a more narrowly defined sense. 

An example is coping behavior in the face of an unfortunate event. Most per-
sons show a considerable amount of resilience when, for instance, they lose their
long-term partner. After suffering intense grief over some period of time, they
recover and subsequently attain a similar level of well-being to before the event
(see Stroebe and Stroebe 1987 for losing one’s partner, and Fredrickson et al.
2003 for the general processes). While this adjustment is unforeseen and
unplanned, it is nevertheless real.

2.2.2 Consciously changing preferences

Individuals adjust their preferences in reaction to a change in relative prices in
order to raise their meta-utility to a higher level than it would otherwise be. This
can be done in two ways:

An active form is to strengthen those preferences in line with the changing con-
straints. Take, for example, the case of public transport being less expensive than
private transport. One’s meta-utility is increased by raising one’s preference in
favor of public transport. Similarly, when an individual is unable to attain a certain
position (e.g., to become a full professor at a reputable university), he or she does
well to emphasize the pleasures gained from engaging more fully in leisure-time
activities. Such adjustments serve to increase the utility of the persons concerned.
Indeed, people unable to adjust in this way lead miserable lives. It is difficult to
imagine a world in which individuals would not cope in this way when they real-
ize that they are unable to achieve a particular goal, even if it was initially very
important. Many young people dream about becoming famous sportspeople or
music superstars. But most of them find it quite easy to adjust their preferences
when they see that they cannot reach their original goals. 

A passive form of preference adaptation is to weaken those preferences incom-
patible with the change in relative prices. In the cases just given, an individual
raises his or her utility by discounting a preference for private transport, e.g., by
pointing out to him- or herself that private transport involves higher risk of acci-
dent. The person not attaining the desired professorial rank increases his or her
utility, for instance, by persuading him- or herself that the “publish or perish”
process involved is not worth the effort and does not really contribute to scientific
advance. And those giving up their dreams of becoming a sports or music star can
focus on the disadvantages of being famous.

These preference adaptations are familiar from everyday life and have also
been discussed in the literature (for example Elster 1983). The “sour grapes” story
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describes how people adjust their preferences when they realize that they cannot
attain a particular goal. In contrast, the “grass is always greener on the other side”
story describes the utility decreasing inclination of focusing on unattainable
goods and positions.

2.2.3 Unconsciously changing preferences

There are two different processes guiding the adjustment of preferences to relative
price changes which are unconscious.

The first process works through the perceptions persons have of the outside
intervention experienced by the relative price change. If the intervention is taken
to be supportive for the existing preferences, the individuals have a tendency to
strengthen them further. A pertinent example is receiving a commendation for
doing an activity for intrinsic reasons (for example to work as a volunteer). This
fosters the preferences for engaging in this kind of activity. If, in contrast, the
individuals concerned take the external intervention via the change in relative
prices to be controlling, the preference for the respective good or activity decreases.
Individuals respond by going into inner withdrawal or by reactance, i.e., by find-
ing unrelated or opposing activities more attractive. 

These adjustments of preferences to changes in relative prices, and the causal
relationship between extrinsic and intrinsic preferences implied, have in econom-
ics been discussed in crowding theory (Frey 1997). It is based on the psycholog-
ical theories of “hidden costs of rewards” (Lepper and Greene 1978) and
“cognitive evaluation theory” (Deci and Ryan 1985, Deci et al. 1999). Bénabou
and Tirole (2003) and Gneezy (2003) have recently analyzed the systematic effect
of outside interventions on intrinsic preferences by integrating them into standard
economics. Crowding effects have been supported by a large number of experi-
ments, as well as by field observations (see the evidence in Frey and Jegen 2001).
The social experiments by Gneezy and Rustichini (2000a, 2000b) and by Frey
and Oberholzer-Gee (1997) have received considerable attention in economics.

An important question is under what conditions people perceive an outside
intervention to be controlling or supportive. An outside intervention is rarely con-
sidered to be fully controlling or fully supportive. Rather, the perceptions can be
arranged on a scale including these conceptions as extremes. Accordingly the
crowding-out effect is the stronger, the more controlling an outside intervention
is felt to be. Three psychological processes have been used to account for crowd-
ing-out intrinsic preferences.7 An outside intervention is perceived to be the more
controlling (see, more fully, Deci and Ryan 1985, Frey 1997):

1 The more self-determination is impaired. When individuals perceive an
external intervention to reduce their self-determination, they substitute their
intrinsic preference by the intrinsic control imposed. Following Rotter (1966),
the locus of control has shifted from the inside to the outside of the person
affected. The persons concerned no longer feel themselves to be responsible,



but rather the person or institution undertaking the interference from outside.
As a result, the intrinsic preference is partly or wholly given up.

2 The more self-esteem is impaired. When an outside intervention carries the
notion that the actor’s intrinsic preference is not acknowledged or esteemed,8

his or her intrinsic preference is effectively rejected. The person affected feels
that his or her involvement and competence is not appreciated by other people
debasing its value. A person with intrinsic preferences is denied the chance to
display his or her interest and involvement in an activity when someone else
offers a monetary reward (or imposes a command) to undertake it.

3 The more the possibility to express one’s intrinsic preferences is impaired.
Persons subjected to an outside intervention is deprived the possibility of act-
ing on the basis of her or his intrinsic preferences. They exhibit “altruistic
anger” and tend to respond by relinquishing their intrinsic preferences and by
adopting the external preferences imposed.

The crowding effects are not mechanistic in the sense that it is possible to a
priori state for a specific case whether an outside intervention raises or lowers
intrinsic preferences. Rather, it is necessary to carefully analyze to what extent
the three psychological conditions just mentioned apply. But crowding theory is
empirically testable (and refutable) as evidenced by the studies mentioned above
and collected in Frey and Jegen (2001), as well as by so far unpublished research
(see, e.g., Irlenbusch and Sliwka 2004).

The second process guiding the adjustment of preferences to relative price
changes depends on visceral reactions,9 which may be the result of an evolution-
ary quest for survival (see, e.g., Tooby and Cosmides 1990, Barkow, Cosmides
and Tooby 1992). The basic idea is that those people who like to do what is being
imposed by the environment (i.e., the relative prices) function better and are there-
fore fitter than those who cling to preferences at odds with their environment. 

An important instance is how people react to greater opportunities reflected by
higher disposable per capita income. Individuals with given preferences would
quickly run into decreasing marginal utility of higher income. As a result, having
a higher income would not provide any incentive to pursue hard work. They would
be satisfied with the income reached and would use all further opportunities to
work less and to enjoy leisure. What we observe, however, is quite different.
People in rich countries, and the high-income recipients in rich countries, work
more hours, and work more intensively, than those with lower income. A striking
example is that of managers with often huge incomes. These are the people who
work hardest in our societies. It would be difficult to explain why they work so
hard if their preferences were constant. It might be argued that high-income recip-
ients are not interested in their absolute income level but rather in their relative
income compared to others. But this leaves the question open who the “others” are.
It seems to be a hard-wired human trait that most people tend to compare them-
selves to people who are better off than they are. The reference group is not con-
stant, but also moves upwards with increasing income, i.e., it is endogenous. This
is again a preference change, this time with respect to the reference group. 
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Happiness research has dealt with these issues in an empirical way. People are
shown to adjust to increases in income, or more generally to material posses-
sions (Easterlin 1974, 2003, van Praag 1993, Diener et al. 1993, Stutzer 2003).
An increase in income or consumption yields increasingly less utility because
people become used to the higher level. After a year has passed, about two thirds
of the utility increase due to higher income has evaporated. At the same time,
individuals compare what they receive with what others receive. The income
considered “necessary” for a decent standard of living shifts upwards due to both
reasons. Over time, an increase in income produces only a very small increase
in self-reported subjective well-being. This is “the basic paradox at the heart of
modern civilization” (Layard 2005: 1): Real per capita income has increased
considerably in developed economies, but life satisfaction or reported subjective
well-being has stayed level (see, e.g., Frey and Stutzer 2002a, 2002b, 2003a,
2003b). The adjustment process discussed in, and empirically supported by, hap-
piness research is consistent with a preference change induced by the higher
income or consumption: the same collection of goods provides less utility than
before.

Negative economic life events have also been shown to be subject to preference
adjustments. Thus people to some extent get used to being unemployed, especially
if surrounded by other people with the same fate. Also, when the social environ-
ment is more tolerant towards unemployment, the utility loss is smaller and tends
to evaporate more quickly (see Stutzer and Lalive 2004). Again, the same event is
evaluated differently over time, which suggests a preference change.10

Psychologists have collected extensive experimental evidence supporting these
preference changes. In the case of negative life events, they point to resilience as
a basic determinant of the extent of preference change. Resilience in turn is raised
by positive affect (see Donaldson 2000, Fredrickson and Tugade 2003, Fredrickson
and Joiner 2002, Fredrickson et al. 2003).

These general considerations on the relationship between the effects on chang-
ing preferences by changes in relative prices, in turn induced by institutions, is
now applied to two specific cases. The next section looks at the effects of a change
in government.

2.3 Effects on preferences of a change in government

Consider the case of a dictator with a particular ideology coming to power. This
may be a dictator with fascist, communist or any other orientation. How are the
population’s preferences likely to be affected?

The individuals living in such a country seek to maintain their meta-utility by
adjusting their preferences. They are confronted with a change in relative prices
in the sense that they have to possibly carry considerable costs if they maintain
their previous preferences (these are not identical to those of the dictator, because
if they were, he would not have to be a dictator but could be democratically
elected). The people may be economically sanctioned, incarcerated or even killed.
In many cases, the dictator and the groups supporting him (often the army, police
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and secret service) do not only want to see a behavior consonant with official
ideology. They also check whether the subjects also believe in it. In both cases,
the individuals are actively or strategically able to reduce the utility loss by
changing their preferences in such a way that they conform to the official ideol-
ogy: the people start to believe in it. A more passive preference change is that the
importance attached to other preferences, such as valuing family, friends and
other associates, is decreased compared to following the dictator’s ideology. 

The effect on preferences is mediated through perceptions. If the government’s
interventions in individual private lives are taken to be supportive of the prefer-
ences previously held, there is an enhancing preference change. For instance, if
people have a skeptical or inimical attitude towards foreigners, a dictator with a
nationalistic ideology supports the skepticism and strengthens the corresponding
preferences. In other cases, however, the individuals perceive the government’s
interventions to be controlling. Preferences inimical to official ideology will then
be strengthened. The people’s ideology will move away from that of the dictator.
This does not necessarily result in an increased visible opposition, because the
expected cost of doing so may be so high that the individuals are deterred. But if
these costs are perceived to fall, there may be a very large swing to overt opposi-
tion. This is the typical pattern seen in many revolutionary uprisings. Most
recently, it occurred when people sensed that the communist states were no longer
able to impose heavy costs when overt opposition was shown (see Kuran 1995).
Such a development was clearly visible in the German Democratic Republic (see
Opp et al. 1995). Whether a dictator’s ideology is considered to be supportive or
controlling can, of course, not be determined without empirically analyzing the
underlying psychological processes, in particular how people’s perceived self-
determination and self-esteem are affected. Depend on the content of an ideology,
and the way it is projected, the persons living in the respective state may feel that
their self-determination is reduced, and their self-esteem lowered in which case
preferences contrary to those of the dictator are enhanced.

Intrinsic preferences may also be influenced by visceral reactions. People get
used to the oppression imposed by a dictatorial regime. Their preferences adapt
to some extent as it facilitates survival. After some time has passed, the individu-
als do not feel the oppression any more because they have adjusted their prefer-
ences to the dictator’s ideology. In that case, a dictator’s fall does not lead to a
quick reversal of preferences. Rather, many individuals tend to glorify the past
and think that everything was better when the dictator was still in power. This
seems to have happened in parts of the former Soviet Union, where the popula-
tion appears to have so strongly shaped their preferences according to the dicta-
torship of Communism that they find it preferable to what seems to them the
anarchy of the market and democracy. 

2.4 Effects on preferences of the introduction of a market 

Consider the case of a country switching to a market economy, or which allocates
new and important sectors of the economy to the price system. 
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Many individuals faced with this new situation seek to maintain or increase
their meta-utility by consciously adopting pro-market preferences.11 They actively
internalize the “market creed,” for instance that people should be paid solely
according to their performance, or that income correctly reflects one’s social
worth. Stronger pro-market individualistic preferences allow them to engage in
the competitive struggle induced by the price system without any moral qualms
or reservations. 

A more passive way to deal with the introduction of markets is to downgrade
non-market values, such as the value attributed to family life, friendship and
social connectedness, as well as civic virtues such as tax morale. This preference
change makes it easier for individuals to engage in market activities as they have
less need to be concerned with competing demands. There is, for instance, no
need to care for the interests of family members or friends when a lucrative job
can be filled. It is simply given to the best-suited job applicant, irrespective of
personal connections.

The effect of the market, or of commercialization, on individual preferences
has been commented on in a substantial literature (see Hirschman 1977, 1982;
Lane 1991). Earlier Montesquieu (1749) thought that the market induces people
to become more honest: “Commerce (…) polishes and softens barbaric ways” (see
LeGrand 2003). This idea is known as “doux commerce” and has been proposed
by philosophers and economists, such as Immanuel Kant, Georg Wilhelm Friedrich
Hegel and Adam Smith. The preference change induced by the introduction of the
market has thus been considered desirable. But there is an even larger literature
stating that pro-market preferences are undesirable: commercialization makes
people more selfish and egoistic. The most famous proponent of that view is Karl
Marx (1867), but more recently also Hirsch (1976).

The introduction of markets also affects preferences by an unconscious process.
People to some extent get used to markets, even if they at first mentally reject
them. For example, most people did not like privatization of telecommunication,
but now their preferences have adjusted to the use of the price system in this area. 

But even when the market is introduced, the individuals concerned may from
the very beginning perceive it to be supportive of their own preferences. They
experience, for instance, that good performance is reflected in the form of higher
income. In that case, people’s preferences tend to move in an individualistic
direction, away from more social concerns. 

The intrusion of the market is, however, often perceived to be controlling.
People often feel that their self-determination and their self-esteem is reduced
when the market takes over (for empirical evidence see Kahneman et al. 1986;
Frey and Pommerehne 1993). People’s aversion to the market is then strength-
ened and an anti-market ideology is fostered. Ideologies inimical to the market,
such as fundamentalist religions prohibiting taking interest (see Kuran 2004 for
Islam), flourish. The environmentalist movement comprises many people who are
convinced that markets destroy the natural environment. At the same time, styles
of beliefs completely disconnected to market ideas gain more prominence, Buddhist
or esoteric beliefs being examples.
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These reactions inimical to market thinking on fundamental grounds can be
well observed at present. Globalization, which is essentially the extension of cap-
italist or market ideas to the whole world, has been met with suspicion, if not
great opposition, by a large number of people. This is manifested by the anti-
globalization movement, which not only cherishes anti-market beliefs (see, e.g.,
Klein 2002), but also uses violence. 

2.5 Concluding remarks

This chapter proposes some highly speculative notions and ideas. It relies on two
important new developments in the newly emerging discipline of “Psychology
and Economics”:

1 Psychological theories help economists to identify important processes lead-
ing to preference changes. This allows us to fill the formerly often totally
vacuous concept of preference change with content.

2 Happiness research enables us to approximate the concept of utility in a
satisfactory way. This allows us to empirically test preference changes.

The discussion intends to show that the preference changes identified as a result
of changes in relative prices and institutions can be empirically analyzed. Some
of the conditions governing preference changes, especially those relating to the
crowding effects, are well identified. Others have still to be more fully explored.
It has also been argued that a considerable body of empirical knowledge exists
about preference changes in happiness research, though it has so far not been
looked at in terms of preference change. The research on happiness has econo-
metrically identified important areas in which individual preferences change. 

Notes

1 See the extensive survey by Bowles (1998).
2 See, e.g., Pollak (1976), Winston (1980), v. Weizsäcker (1971).
3 See the early survey by Rabin (1998), and the more recent surveys by Mullainathan and

Thaler (2000), Frey and Stutzer (2001) and Frey and Benz (2002). Path-breaking con-
tributions are, e.g., by Easterlin (1974), Scitovsky (1976), Thaler (1992) or Frank (1999).

4 For surveys see Kahneman et al. (1999), Lane (2000), Frey and Stutzer (2002a, 2002b,
2003a), van Praag and Ferrer-I-Carbonell (2004) and Layard (2003, 2005).

5 Such behavior appears non-rational to outsiders and over the long term is non-rational
also for the individuals subject to cognitive dissonance.

6 See also the earlier studies by Gintis (1971, 1972) and Elster (1983).
7 Many economists do not like to use psychological theories as explanations. They make

great efforts to account for the phenomena in question by standard economic theory.
In the case of crowding effects this has been done, for instance, by Bénabou and Tirole
(2003) who provide an explanation in terms of economic signalling theory. The pre-
sent author is prepared to take psychological theories seriously and to rely on them on
par with economic theories. For a discussion of this position see Frey (1999, 2001).

8 Self-esteem has so far not been a category used in economics but it is of central impor-
tance in many other disciplines. See, for instance, Rawls (1971: 86) who considers



self-esteem to be the most valuable of the goods he designates as “primary”. Most
recently, a joint team of an economist and a philosopher (Brennan and Pettit 2004) have
analyzed the determinants and consequences of “esteem” (though not of self-esteem).

9 For visceral reactions and the role of emotions in this context, see Bowles and Gintis
(2002).

10 It is interesting to note that these preference changes are partially, and sometimes
totally unforeseen by the persons involved. Individuals underestimate how much their
utility from income and consumption evaporates over time, and overestimate how
much they suffer from negative life events. As a result, individuals make systemati-
cally distorted decisions according to their own evaluation, but they are unable to ade-
quately correct this bias (see Frey and Stutzer 2003b).

11 Whether this strategy is successful in the long term is another matter. The evidence
collected by Kasser (2003) indeed suggests that materialistic values do not make for
happiness.
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3 Legislation and countervailing
effects from social norms

Francesco Parisi and Georg von Wangenheim

3.1 Introduction1

Henry David Thoreau reportedly said, “if a man does not keep pace with his
companions, perhaps it is because he hears a different drummer.”2 In this chapter
we recognize the fact that human behavior is influenced by personal values, social
norms of conduct and exogenous restrictions such as legal sanctions. We study
the interaction between these legal and extralegal forces in affecting human con-
duct and we highlight the possibility of countervailing effects of social norms in
the face of changes in the legal environment. Building on the stylized fact that
individual values and social norms are partly static and partly subject to change
over time, we consider the direct and indirect effects of law in the evolution of
both individual values and social norms. We consider the effect of law in the for-
mation of opinions and the countervailing effect of “civil disobedience”, where
individuals ostensibly violate a command of the law, justifying such departure on
the grounds of individual freedom or unfairness of the law. By engaging in civil
disobedience, individuals reveal their personal values to others. Through an opinion-
formation process, this may result in a reinforcement of other individuals’ dislike
of the law. As a result, legal innovation may occasion a shift in equilibrium behavior
that goes in the opposite direction from that intended by the law.

The expressions “personal” or “individual values”, “social norms” and related
terms fail to follow a general usage between and within legal science, social science
and economics.3 We therefore feel compelled to state clearly how we use these
expressions. Personal or, equivalently, individual values in our diction are opinions
of an individual person on what should and should not be allowed or, conversely,
on what one ought and ought not do. We sometimes also call these opinions value
judgments. An individual who holds the opinion that a certain action should not be
allowed may be, and frequently is, willing to behave according to this opinion and
to impose sanctions on others who violate this norm by their actions or their
expressed values even if this is costly to him- or herself. We then say the personal
values have turned into a “personal”, “individual” or “internalized norm”. 

“Social values” and “social norms” are frequency distributions of individual
values and norms, respectively, which concentrate much of their probability masses
on one or few very similar individual values and norms, respectively. Note that
this statistical concept of social norms differs from other definitions, but allows for
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situations in which a certain degree of an action is required by social norms. With
these definitions, a social norm may effectively guide individual behavior even if
not all individuals have internalized the norm or share the underlying values.

Legal rules are based on, and express, values in as much as they forbid certain
actions and allow others. They may coincide with, or conflict with, social values
and norms. Conflict and coincidence of legal rules and social norms is at the center
of our interest.

To model evolution of individual and social norms4 as they are now defined, we
contemplate a process where individual values are formed in a manner similar to
the opinion-formation process studied by Bikhchandani et al. (1992). Individuals
have imperfect confidence in their value judgments and are influenced by other
players’ opinions whenever observable. 

Building on these basic assumptions, we analyze the effect of new statutes on indi-
vidual norms and behavior of individuals. New statutes that reflect current opinions
may trigger public support, which in turn reinforce the underlying opinions. In this
case, law plays an expressive role of pre-existing opinions similar to that studied
by Cooter (1998, 2000). When values expressed by the law are consistent with one
of two or several values competing to become a social norm, legal rules may also
serve as focal points facilitating coordination and the emergence of a social norm
(McAdams 2000, Wax 2000). On the other hand, legal rules that depart from current
social values and norms may trigger opposition (Robinson 2000, Stuntz 2000). 

Opposition to a new legal rule may take the form of protest or ostensible civil
disobedience. We shall refer to these forms of opposition as “countervailing
norms.” Not every legal innovation that departs from current opinions triggers
opposition. For example, laws that depart only slightly from the current mode of a
social norm may occasion a gradual adaptation of the underlying individual values
towards the new law. Here, the law drives the evolution of values and norms in the
same direction as the law intends to. In other cases, new laws that differ substan-
tially from the current mode of a social norm may lead to opposition. Some indi-
viduals will manifest their dissent by expressing their opposition to others (protest),
while some people will oppose the law by ostensibly violating it (civil disobedience).
Protest and civil disobedience signal dissent and may lead to reinforcing contrary
social values and norms. 

In all these cases we study the dynamic attributes of the interaction between
individual values and laws, considering the countervailing effects of social norms.
We identify a number of practical implications from this model. First, statutes
intending to induce substantial shifts of social norms may have to proceed in a
gradual fashion. Moving the statute in the desired direction in small consecutive
steps that allow for the gradual adaptation of the individual values to the values
expressed in the statutes, will avoid the countervailing effect of social norms – the
opposition rate will be small in every step. Second, when gradual adjustments are not
possible (e.g., due to the discrete nature of legal change) or not viable on political
grounds, legislative change should be accompanied by higher enforcement in the
initial phase. This is done in order to avoid public disobedience of a substantial fre-
quency, which would undermine the authority and acceptance of the enacted law.
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The chapter is structured as follows. In Section 3.2 we present the concept of
countervailing norms, placing it in the context of the current norms literature. We
further introduce the idea that individual value judgments are formed in a process
similar to the opinion-formation and cascade process studied elsewhere in the
literature. This argument will indicate the complexity underlying the dynamic
interaction between law and social norms in influencing personal values and
behavior. Therefore, we restrict the two models of this dynamics, which we pre-
sent in Section 3.3, to those aspects which we think to be most relevant for under-
standing countervailing norms. In Section 3.4 we consider some relevant practical
implications for lawmaking and formulate some testable predictions of this theory.

3.2 Unjust laws and illegal norms

Law and economics scholars have played an important role in integrating norms
theory into legal analysis. Norms are undoubtedly very important both inside and
outside regulated environments, and recent contributions to the law and econom-
ics of norms have illuminated the important interaction between formal and infor-
mal rules in influencing human behavior. We have reached a point of irreversibility
in this interdisciplinary exercise, since it is probably no longer viable to think of a
modern norm-free theory of the legal order, nor of a law-free understanding of
social interactions. Attempts to construe grand theories ignoring either of the two
determinants of human choice would be viewed as methodologically incomplete
and would lack purchasing power for the understanding of human reality.

In this section we will elaborate on the terminological clarifications of the pre-
vious section and thereby set the stage for the study of the interesting relationship
between formal and informal constraints on individual behavior. 

3.2.1 Law, morality and the internalization of legal values

Laws may more effectively influence behavioral outcomes when legal norms are
aligned with the existing social values. Studies of people’s behavior in response
to legal commands generally support the argument that the alignment of legal pre-
cepts and decisions of authorities with current social norms and values has a pos-
itive influence on whether people comply with law, even when it is not in their
self-interest to do so (Tyler 1990, with respect to law, and Tyler and Huo 2002,
with respect to the decisions of authorities). In the context of compliance with
law, the notion of legitimacy (the belief that the lawmaking authority and the sub-
stantive content of the law are entitled to deference) is of critical importance.
Using Tyler’s (1990: 25) words, legitimacy represents an “acceptance by people
of the need to bring their behavior into line with the dictates of an external authority.”
These conceptions of law differ from the purely instrumental idea of law relying
on the enforcing authorities’ use of rewards and sanctions. There are properties of
the law that give it legitimacy and lead people to give it deference (Beetham
1991). Legitimacy is undermined when the content of the law departs from social
norms, be they based on moral, ethical, or merely cultural values. Tyler (1990)
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and Sunshine and Tyler (2003) provide support for the argument that the public’s
perceptions of legitimacy impact on people’s compliance with law and police orders.5

Absent such initial alignment between legal and social norms, then legislators
can undertake the alternative paths of norm manipulation and coercion. In his
foundational papers on expressive law, Cooter (1998, 2000) considers the three
distinct ways in which law can influence behavior: deterrence, expression, and
internalization. In order to effectively manipulate behavior, laws need to influence
shared values and norms. Cooter develops a general theory of how legal rules can
destroy or create social norms through the expression of social values. Our analy-
sis can be viewed as complementary to Cooter’s, as we consider the converse
question of how social norms can react to law, undermining the effect of legal
intervention. We show that this may require gradual and piecemeal intervention,
to avoid public reaction and countervailing norms. A brief review of Cooter’s
analysis thus provides an important stepping stone for studying norm creation and
the inducement of civil disobedience.

According to Cooter (1998), there are different ways in which the expression
of legal rules can induce behavioral change. First, law can exert an external influ-
ence upon citizens by creating legal sanctions that impose costs; the law may
modify the observed patterns of behavior while leaving individual preferences
undisturbed. In turn, law may prompt citizens to adopt social norms without
changing their preferences, or “tastes.”6 Second, citizens may internalize norms
through changing their own tastes. 

Cooter focuses on situations where the mere creation of legal rules may change
social conduct even in the absence of enforced legal sanctions. Cooter refers to
social psychological research that suggests the majority of citizens obey laws out
of internal respect for the law in general and he aims to create an economic model
to explain this phenomenon (Tyler 1990).7 The way in which expressive laws
influence behavior is very information-intensive. Expressive law is most effective
when it aligns with pre-existing social values: it then may simply reduce the costs
of private enforcement and thus facilitate the values’ turning into norms. There is
however a danger that unaligned law may crowd out moral norms rather than
create them: individuals might feel it unnecessary to sanction violators of a norm
if the government assumes this task.

Consequently, Cooter concludes that “lawmakers should proceed cautiously and
skeptically with proposals for self-enforcing laws” (Cooter 1998: 597). The argu-
ment suggests that while law takes its notions of good and bad from citizens’ pre-
existing sense of justice, law can still create or destroy social norms. This idea was
later restated by Cooter, observing that the state must rely on citizens to encourage
civic virtue among one another, and “the primary way to prompt people to instill
civic virtue in each other is by aligning law with morality” (Cooter 2000: 1597).

Following Cooter (1998, 2000), we consider the role of law in influencing
human choice through internalization and gradual adaptation of citizens’ taste.8

Differently from Cooter, we consider the case of laws that do not align with pre-
existing moral norms and social beliefs. Unlike Cooter’s ideal scenario of non-
paternalistic legal intervention, we allow for paternalistic intervention aimed at



manipulating social beliefs and behavior.9 In our world, law, values and existing
social norms are not assumed to be aligned. In our setting, social norms could
develop in opposition to law, inducing civil disobedience and reinforcing the social
values contrary to law.

3.2.2 Civil disobedience and the emergence
of countervailing norms

Legal philosophers and political theorists have long debated the complex
relationship between law and morality. Legal rules derive their legitimacy and accep-
tance because of their instrumental role for attaining a satisfactory common life.
Political obligation is based on the recognition of the instrumental value of law.
As Robinson (2000) observes as a matter of common sense, the law’s moral cred-
ibility is not needed to tell a person that murder, rape, or robbery is wrong. Yet,
the use of law is not limited to this. Even though in general it is morality that drives
law,10 in some situations law is utilized as an instrument of moral suasion, or in
our terminology: value formation. To accomplish this task, the law cannot devi-
ate too far from the community’s current perceptions of justice.11 The avoidance
of a conflict between law and morality is important, inasmuch as “some citizens
regard lawmakers as moral authorities, or citizens think that law as such deserves
respect. For these citizens, obeying law is a requirement of morality (…) Instead
of law aligning with morality, lawmakers can assume that some people will align
their morality with new laws” (Cooter 2000: 20).

Under each of these views, the alignment of law to existing morality is critical
for the preservation of legitimacy and the ability of law to effectively shape con-
duct. As laws begin to depart from social values, the influence of law on social
norms becomes indeterminate. Laws that depart only slightly from the current
mode may occasion a gradual adaptation of the opinions to the new statute. For
example, the criminal law’s influence as a moral authority has effect primarily at
the borderline of criminal activity, where there may be some ambiguity as to
whether the conduct really is wrong. Here the law drives the evolution of norms
in the same direction of the law. 

In other cases new statutes which differ substantially from the current opinion
mode may lead to opposition. Dissent may result from a discrepancy between the
present state of the law and the prevailing public attitude toward the regulated
conduct. Some individuals will manifest their dissent by expressing their opposi-
tion to others (protest), while others will oppose the law by ostensibly violating
it (civil disobedience). Protest and civil disobedience signal dissent and, through
a process of hysteresis, may lead to reinforcing contrary social opinion. 

Different types of disobedience have been identified in the literature. Civil
disobedience may be a protest against laws that infringe against what individuals
perceive to be their natural rights, or a protest against the failure of the law to
recognize or fulfill individual rights and expectations. Zwiebach (1975: 169–96) pro-
vides examples of these two forms of civil disobedience. An example of the first
form of disobedience in the United States is when someone disobeys a law on the
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grounds that it is unconstitutional. Through civil disobedience, individuals assert
their (positive or natural) rights against an existing law. For example, an African
American person that refuses to sit in a segregated section of a courtroom, or a
student wearing a black armband as a symbol of political protest in violation of
school regulations, or a doctor prescribing birth control in violation of a state law. In
each of these instances violators assert that the law that they disobeyed violates their
constitutional rights. The second form of disobedience is the assertion of a right that
is not recognized in the existing system of law. In this case, a violator attempts to
assert that a right which is not recognized by law today, ought to be recognized, or
that the existing legal language must be interpreted to recognize such right. While
the assertion of positive legal right is justified on legal grounds, the assertion of non-
recognized law can be justified on moral grounds. Examples of such disobedience
can be found in the various forms of protest in the area of human rights law.
Historically, this form of civil disobedience has been very valuable to society, allow-
ing acceptance and gradual discovery of new rights in ways that would not have been
developed through traditional political or lawmaking processes.

Other examples of civil disobedience involve the assertion of private or con-
scious commitment against the legal system (Zwiebach 1975: 175). In this case
violators justify their disobedience through private and subjective beliefs. For
example, people who assert that religious commitment prevents them from salut-
ing a flag. This form of disobedience supports the notion that a man is not merely
a public creature but also a private one. This form of disobedience is generally
met with an attitude of toleration. Toleration is instrumental to the expression of
free thought, allowing others to weigh the significance and importance of a par-
ticular legal command against the cost imposed on members of the community.
Law commands are counterbalanced by expressions of disapproval. Overtime
consensus may be formed through the balancing of personal convictions against
public purposes. An example in this category can be found in Hart’s analysis of
homosexuality and human sexual relationships, repressive laws generate moral
outrage, and trigger the support of actions that are perceived as essential to the
expression and free development of one’s own personality.

Carried to its extreme, disobedience may be directed at the legal system as a
whole, rather than at specific laws. This form of disobedience is what Zwiebach
(1975: 192) calls revolution and is justified by the claim that the regime is illegit-
imate. Thus, the citizens disobey not laws, but rather the source of these laws. Such
disobedience is observed in circumstances where the contested laws touch many
aspects of life and where the rebelling members of society perceive that the regime
cannot be easily corrected through the political process.

Stuntz (2000) provides other interesting illustrations of civil disobedience and
the law’s impact on social norms. Stuntz considers how criminal law can defeat
itself due to the lack of alignment between criminal laws and laypeople’s values
and norms, generating disobedience rather than obedience:

In a legal system structured as ours is, criminalization can work against the very
norms on which it rests, meaning that popular norms may tend to move in the
opposite direction from the law. Criminal law’s relationship with popular norms
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may sometimes be perverse – not the relationship of car to driver or driver to
car, but rather the relationship of one side of a seesaw to the other. To put the
point simply, some crimes may be self-defeating (…) Sometimes, the best way
for the legal system to advance or reinforce norms may be to ignore them.

(Stuntz 2000: 1872–3)

Stuntz considers the examples of vice crimes (e.g., drinking during Prohibition,
gambling) and highly divisive “moral” crimes (e.g., sodomy, slavery), noting that
vice crime enforcement has historically been concentrated upon poor and urban
neighborhoods, both because of the theory that in such neighborhoods, the inci-
dence of a given vice will be correlated with the incidence of several others, and
because detection has been easier since poor people have a harder time concealing
vice activities.12 Such enforcement led to the perception that these policies were
driven by racial or class bias rather than moral justice, corroding the authority of the
law for a larger portion of the public.13 These examples are good illustrations of how
law can positively or negatively influence social norms. Morals crimes, involving
issues over which public opinion is widely split, tend to have a set of people “on the
fence,” highly susceptible to persuasion. Consequently, effective media coverage of
criminalized activities can positively influence individual beliefs, creating a critical
mass necessary to create a self-reinforcing norm. On the contrary, other persecutory
laws may have generated sympathy for the targeted class of violators generating
dominant social support for tolerance or repeal of the criminalizing law. 

3.3 Two models of legislation with countervailing norms

3.3.1 Introduction

In Section 3.2, we discussed various ways in which law may influence individual
values and social norms. In this section we will proffer two models which allow
deeper insights into how countervailing social norms may reduce or even reverse
the intended effect of legislation on actual behavior. We choose these two models
for two reasons. First, because the countervailing norms effect has not yet been
studied in the Law-and-Economics literature and second, because we think that
these models may provide valuable insights for policy makers.

Both models are based on the observation that individual values and norms
evolve in a process of communication and opinion formation in which the fre-
quency of an opinion influences the probability that more individuals adopt this
opinion. To keep the argument simple, we ignore the conceptual difference
between values and norms, i.e., we assume that each individual is willing to act
according to his or her values and to sanction violations of this norm. The role of
the law in this process is twofold. On the one hand, law can be analogized to one
big player in the opinion formation process. In a democratic system, the enactment
of a law requires political support. This shows that there is a large (or otherwise
sufficiently powerful)14 constituency, perhaps with particular (informal, mental)
authority, who accord with the values expressed in the enacted law. On the other
hand, the introduction of a new law triggers and publicizes individual behavior: a
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new law that is met with widespread support and compliance signals that most
people concord to a large degree with the new legal standard. This strengthens the
law’s authority in the eyes of the observers. If the introduction of a new law is fol-
lowed by disobedience, individual observers infer that the law is not aligned with
the common sense of justice. There are many individuals whose ideas and inter-
nal values differ so much from the law that they are willing to incur the cost of
protest and face the risk of a sanction rather than complying with the law. This
undermines the law’s authority for the observing public.

Based on these basic assumptions, we analyze the effect of new statutes when
individual values and social norms are affected by legal innovation. We differen-
tiate between new statutes which differ slightly or strongly from the mode of the
distribution of internal norms. In order to keep the formalism tractable, we dis-
cuss the two roles of law in separate models which, however, easily fit into the
same framework of analysis.

The first of these models (Section 3.3.3) concentrates on direct communication
as the driving force in the evolution of social norms. In this model, actual behav-
ior depends both on legal and social norms, but does not influence their further
evolution. We will discuss constellations in which a legal norm which substan-
tially differs from the prevailing social norm may have very little influence on the
social norm or drive the social norm away from the legal norm. In the same con-
stellations, legal norms which are closer to the social norms may have a much
stronger influence on the latter, and in the desired direction.

In the second model (Section 3.3.4), we assume away the effects of pure com-
munication, and introduce actual behavior as a factor influencing the evolution of
social norms. Behavior is itself being influenced by both social and legal norms.
We again discuss constellations in which legal intervention may be self-defeating
when laws are too distant from social norms. It will turn out, however, that legal
norms which differ substantially from social norms may drive the latter further
away from the legal norms only under very restrictive assumptions. This suggests
that social norms may have a countervailing effect on laws only in a limited set
of circumstances.

3.3.2 General framework

We consider a set A of actions a which is typically covered by one rule r dividing
the set into two subsets: the set of permissible actions A+ and the set of forbidden
actions A–. For simplicity, we assume that a natural order exists within the set
of actions (A = {1, 2, 3, … , NA}) and that rule r ∈ R = {0, 1, 2, … , NA} assigns
all actions a < r + 1/2 to the set of permissible actions and all actions a > r
+1/2 to the set of forbidden actions, formally: A+ = {a∈A| a< r + 1/2} and
A− = {a∈A| a > r + 1/2} = A\ A+.15 This allows for NA + 1 different possible
rules. Rule r = 0 is most restrictive and forbids all actions in A while rule r = NA

allows all actions in A.
As an example, one may think of norms on the consumption of drugs. The nat-

ural order is some mixture of how addictive the drugs are and how destructive
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their use or abuse is to the health and the productivity of their consumer. According
to this order, consumption of heroin will be very high-numbered while the con-
sumption of marihuana will be lower-numbered. Very low numbers will be
assigned to the consumption of alcohol and tobacco. Obviously, one may well
debate whether such order is actually natural. Many people would rather argue
that this order is a consequence of the evolution of social norms itself or that one
cannot reduce the many dimensions in which drugs differ from each other to one
single order. However, we maintain this assumption in order to keep the model
uni-dimensional and the analysis relatively simple. Given such “natural” order, a
normative rule would state that one should not consume drugs numbered higher
than some critical r, while the consumption of lower-numbered drugs is permissible.
For example suppose the norm r1 allows the consumption of alcohol, tobacco,
caffeine etc. but forbids the consumption of marihuana, morphine, heroin etc.
Then a norm r2 > r1 would be repressive on the same set of drugs as rule r1 except
for marihuana, the consumption of which rule r2 permits.

Avoidance of negative externalities as production of a public good, for example
littering or exhausting fumes from the automobile, may serve as a second
example. Consider a situation in which all individuals privately benefit from per-
forming all actions, but at the same time harm society – for some actions more
than they benefit themselves. The natural order would then be the difference
between the externalities and the private benefits, with those actions being high-
numbered for which the negative externalities outweighs the private benefits by
the largest difference. Note that in this example there may be an unambiguous
objectively best rule from the social point of view (typically the action at which
the difference turns zero). Still, this objectively best rule may be highly debated
and subject to the opinion formation process which we introduce shortly when the
evaluation of the externalities is subjective.

In such a setting, it is unlikely that all individuals share the same conviction
about what rule r is best for society or what rule they internalize as norm. As we
already mentioned, we abstract from the conceptual difference between values
and norms. This implies that we assume that an individual who thinks that a cer-
tain action should be forbidden refrains from this action and is willing to impose
sanctions on other individuals who perform this action. Indexing all individuals
in a society by i∈{1, 2, 3, … , I}, where I is the size of the population, we write
ri as the rule considered to be best for society by individual i. In addition to these
individual norms, there may be a legal rule r

λ
relevant for the society which forbids

all actions a > r
λ
+ 1/2 and allows all actions a < r

λ
+ 1/2.

We do not take individual norms as exogenously given. Rather, we take into
account that individual norms are a social phenomenon. Individuals form and
revise their individual norms in interaction with other individuals. 

There may be several explanations for why this happens. We propose the fol-
lowing. Let there be two levels of values guiding individual behavior. One is very
general: to do what is good, to comply with God’s will, to support the Nation, to
do what is good for the more or less local or global community. These higher level
norms are what Sen (1977) calls “meta-preferences”.16 The other, lower level is
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more specific and gives some basic rules on how the general goal may be achieved.
While one can assume the upper level of beliefs to be stable, the lower level is
subject to opinion formation for the following reason: if people use the lower level
value judgments as guidelines for their behavior in order to reach the final goal, i.e.,
compliance with the upper value judgments, then they necessarily have to search
for the “best” lower level norms. At least part of this search is by social interaction.

In order to understand the evolution of individual norms in reaction to legal
change, we start from a model developed by Flieth and Wangenheim (1996),17

which resembles information cascade models,18 but differs in three important
respects from the standard version of that approach. First, individuals always
change their opinion on what behavior is best (i.e., their values) with a strictly posi-
tive probability. Second, individual learning is not Bayesian but follows a super-
linear imitation pattern as frequently used in evolutionary game theory (cf. Ellison
and Fudenberg 1993, 1995, who also go in this direction). Third, opinions are not
about an action which directly influences the individual’s well-being (such as
choosing a restaurant, one of the standard examples in information cascade litera-
ture), but rather about policies which influence individual well-being only after a
(political) opinion aggregation process. The model thus clearly differs from imita-
tion models in evolutionary game theory where imitation not only depends on the
frequencies of behavioral traits but also on their expected payoffs (for an overview
see, e.g., Mailath 1998). The formal approach resembles a literature on opinion
formation which developed independently of the information cascade literature,
but was concentrated on cases of only two alternative opinions (e.g., Arthur 1988,
1989, Schnabl 1991, Weise 1992, von Wangenheim 1993, 1995). 

Flieth and Wangenheim (1996) start from the simplifying assumption – which
we will also adopt – that in every short time period, adjustment takes place by
only one step. In other words, the probability that an individual norm changes
from ri to ri +�r or ri −�r is zero whenever �r > 1. With this simplification, they
denote the individual transition probabilities from ri to ri + 1 and ri − 1 within a
certain time period by π+(·) and π−(·), respectively. They further assume that all
individuals adjust their opinions on what the just norm would be as the conse-
quence of pairwise communication and other influences. In particular, they model
the transition probabilities π+(·) and π−(·) as being given by a constant minimum
term π+

o > 0 and, respectively, π−
o > 0 plus a quadratic function of the number of

all individuals with a higher or lower norm, respectively (i.e., a quadratic function 

of or , respectively, where f (r, t) is the frequency 

of individuals having r as norm at time t). They justify this assumption by a
simple communication and discussion process: besides a base rate of random
opinion changes, an individual may change his or her opinion in one direction
only if he or she communicates with another individual whose opinion differs in
this very direction. The probability of such communication is obviously proportional
to the current frequencies with which such opinions are held. Within any such
communication, individuals try to convince each other among other arguments by
reference to a common acquaintance whose opinion deviates from the discussion

∑ri−1

r=0
f (r, t)

∑NA

r=ri+1
f (r, t)
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partner’s opinion in the same direction. Again, the probability that such a common
acquaintance exists is proportional to the current frequencies with which such
opinions are held. This accounts for the quadratic term form of the functions
describing the transition probabilities.

By reducing the time period on which transition probabilities are defined
towards zero and then reinterpreting the transition probabilities as transition rates,
one can describe the evolution of norms held in society by the following differ-
ential equations system:

(1)

∀r ∈ A where F(t) = f (1, t), …, f (NA, t) and f (−1, t) = f (NA + 1, t) = π+(−1;·) =
π−(−1;·) = π−(NA + 1;·) = π+(NA ;·) = 0 control for border conditions.19

Inserting their simple transition rates (quadratic functions of 

and , ) Flieth and Wangenheim (1996) show that this system has an 

odd number of opinion distributions which form rest points. Among these, the
number of stable rest points is larger than the number of unstable rest points by
one. We follow Flieth and Wangenheim (1996) in calling the opinion (in our case:
norm) distributions which form stable rest points “attracting distributions”.20

3.3.3 Protest: Purely communicative norm formation

In our first model, we concentrate on the case of protest and treat social norm for-
mation as a purely communicative process as Flieth and Wangenheim (1996) do
it for opinions. However, we generalize their transition probabilities by allowing
for a double influence of the distance of two individuals’ opinions. First, this
distance affects the probabilities that these two individuals communicate, and
second, it affects the probability that reference to one of the two individuals’ opin-
ion convinces the other in a communication with a third individual. In addition,
we treat a legal rule, if it exists, as affecting both the non-communication part of
transition probabilities and as an explicit argument in discussions. We thus write
for the individual transition probabilities from values ri to ri+1 and ri−1

(2)

and, respectively,

π+(ri, rλ; F(t)) = π+
o + σ 0

rλ−ri
+

NA∑
ρ=ri+1

τ 1
ρ−ri

f (ρ, t)

⎛
⎝τ+

o + σ 1
rλ−ri

+
NA∑

ρ=ri+1

τ 2
ρ−ri

f (ρ, t)

⎞
⎠

∑ri−1

r=0
f (r, t)

∑NA

r=ri+1
f (r, t)

df (r, t)

dt
= f (r − 1, t)π+(r − 1; F(t)) + f (r + 1, t)π−(r + 1; F(t))

− f (r, t)[π+(r; F(t)) + π−(r; F(t))]
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(3)

where the variables are defined as follows: π+
o > 0, π−

o > 0, π+
o ≥ 0, π−

o ≥ 0 are
constants denoting the unexplained part of the transition probabilities and of the
power of an individual’s arguments to convince another individual. For strictly
positive �, σ0

�
describes how the law affects the transition probabilities depend-

ing on the distance � between the individual and the legal norm. If � ≤ 0, σ0
�

= 0.
Similarly, σ1

�
describes how important an argument the legal norm may be in

discussions depending on the distance � between the norm adopted by the indi-
vidual to be convinced and the legal norm. Again, σ1

�
= 0 if � ≤ 0. Finally, τ 1

�
is

the probability that two individuals whose norms differ by � communicate and
τ 2

�
denotes the probability that reference to an individual whose norm differs by

� convinces another individual to shift the norm one step towards this individual. 
In general, one cannot solve a differential equations system as described in

equation (1) with transition probabilities as defined in equations (2) and (3). For,
NA > 3, it is not even possible to determine the rest point distributions alge-
braically. We therefore rely on simulations of the differential equations system for
the remainder of our chapter.

From a large number of simulations, we extrapolate the following:

Proposition 1: Suppose the effect of legal norms on interactive individual
norm formation is accurately described by the differential equations system (1)
with transition probabilities as given in equations (2) and (3). Then

1 social norms may be self-reinforcing to the point of having a countervailing
effect on legal norms;

2 the influence of legal norms on social norms may be smaller, if the distance
between legal norms and social norms held by most individuals is larger;

3 legal norms may push social norms to the opposite side of the opinion space,
if the distance between legal norms and social norms held by most individu-
als is too large and such large distance provokes open opposition.

Since this proposition only claims the possibility of a certain relationship, we can
prove it by example. Consider the following set of parameters:21

(4)

We first simulate the situation without any law, i.e., we set σ0 = σ1 = (0,0,0,0,0,0).
Starting from various initial conditions, we find that there are seven different

NA = 6; π+
o = π−

o = 1/6; τ+
o = τ−

o = 0; τ 1 = τ 2 =
(

10

3
,
5

3
,0,0,0,0

)
.

π−(ri, rλ; F(t)) = π−
o + σ 0

ri−rλ
+

ri−1∑
ρ=0

τ 1
ri−ρf (ρ, t)

⎛
⎝τ−

o + σ 1
ri−rλ

+
ri−1∑
ρ=0

τ 2
ri−ρf (ρ, t)

⎞
⎠
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attracting distributions, each possible opinion being the mode of one of them.
Since the exact frequencies are of little relevance, we only present the attracting
distributions graphically (Figure 3.1). 

Now suppose social norms happen to be close to one of the attracting distribu-
tion with mode on r = 5 or on r = 6, i.e., close to a very permissive attracting

Figure 3.1–Attracting distributions without law for parameters given in equation (4).
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distribution. To show that legal norms may fail to influence social norms
substantially, we assume that legal rules influence individual norm revisions only for
individuals whose norm is close enough to the legal rule. We use the explicit 
example: and . We compare the legal

rules r
λ

= 1, r
λ
= 2, and r

λ
= 3. Figure 3.2 shows the attracting distributions to

which social norms tend when starting at one of the very permissive distributions
which were attracting without law. 

One can see that the most restrictive of these legal rules fails to attract the
majority of individuals (Figure 3.2a). Only a small number of individuals cluster
around the legal norm, the vast majority remains close to the mode of the initial
distribution or only moves one step. The attracting force of the law is not strong
enough to draw enough individuals beyond the limits of the attraction basin of the
second-most permissive attracting distribution. The same is true for a slightly less
restrictive legal rule (r

λ
= 2, see Figure 3.2b). Only if the legal norm is close

enough to the initial distribution of norms (r
λ
= 3), may it attract the social norms

into its vicinity (see Figure 3.2c). This completes the proof of the first two parts
of the proposition by example.

To prove the third part of the proposition by example, we change τ2 to

and add outright opposition to the effect of distant legal

norms by making σ0
�

and σ1
�

negative for large �. To avoid negative transition
probabilities we require that σ0

�
+ min (π+

o , π−
o ) > 0 and σ1

�
+ min (τ+

o , τ−
o ) > 0

τ 2 = ( 1
2 , 1

4 ,0,0,0,0)

σ 1 = ( 2
5 , 1

5 ,0,0,0,0)σ 0 = ( 4
3 , 2

3 ,0,0,0,0)

Figure 3.2–Attracting distributions for (a) r
λ

= 1, (b) r
λ

= 2, and (c) r
λ

= 3, with the
initial distribution given by most permissive attracting distribution without law
as depicted in Figure 3.1(g).



for all �. As particular example we choose and

. To guarantee non-negative transition probabilities 

we replace our assumptions on τ+
o and τ−

o by τ+
o = τ−

o = 1.

With these parameters, introducing a restrictive legal rule (r
λ
≤ 1) when social

norms have settled around a permissive mode of r = 4 or r = 5, opposition against
the distant legal norm is strong enough to push social norms towards an attract-
ing distribution with mode r = 6. (One should note that an initial distribution with
mode r = 6 remains nearly unaffected by such a new legal rule.) Figure 3.3a
shows this effect for r

λ
= 1 and the distribution of social norms centered on a

mode of r = 4 having resulted from the norm formation process without law. The
initial distribution is plotted gray, the attracting distribution black. One should
note that the legal norm is able to attract some individuals, but repels most of
them. As soon as the law is closer to the social norms, however, it attracts nearly
all individuals to its close vicinity (see Figure 3.3b).

Our numerical example thus provides a proof of the possibility stated in part 3
of the proposition.

For both parameter sets, more than one attracting distributions may exist for
any given legal rule r

λ
. The two bottom graphs of Figure 3.4 show in detail which

σ 1 = ( 2
5 , 1

5 ,0,− 1
10 ,− 4

5 ,− 4
5 )

σ 0 = ( 4
3 , 2

3 ,0,− 1
60 ,− 1

15 ,− 1
12 )
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Figure 3.3–Attracting distributions to which social norms tend (black) when too distant
legal norms trigger opposition and the dynamics start at initial distributions as
depicted in gray: (a) initial distribution with mode on r = 4 as it may result
from dynamics without law and with r

λ
= 1; (b) same as (a) but with r

λ
= 2;

(c) initial distribution as it resulted in (b) and with r
λ
= 1.
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modes the attracting distributions may have for a given rule. One should note that
at least for the extreme legal rules, the set of possible modes of the attracting dis-
tributions is not connected. One may thus speculate that reactions of social norms
to legal change are path dependent.

In fact, it turns out for both parameter sets we used to prove proposition 1 that
legal norms which are close to the social norms can induce a change of social
norms in the desired direction even when legal norms more distant from the social
norms are not. This leads us to:

Corollary 1: If legal norms are unable to induce a big change in social norms
because of the law’s large distance from social norms, the big change may be
achieved by stepwise adaptation of the law.

For the proof we continue the examples. Running the simulation of the equation
system of the example we used to prove parts (1) and (2) of the proposition with
the attracting distribution induced by r

λ
= 3 (Figure 3.2c) as initial distribution,

yields attraction of social norms to the distribution depicted in Figure 3.4, if
r
λ
= 1. By introducing the legal rule r

λ
= 1 in two steps (first step: r

λ
= 3, second

Figure 3.4–Top: Attracting distributions with r
λ
= 1, when the initial distribution is given

by the attracting distribution achieved by r
λ

= 3 (Figure 3.2(c)); bottom:
possible modes of attracting distributions resulting from various r

λ
for the two

exemplary parameter sets in proof of Proposition 1.



step: r
λ
= 1), one can thus achieve a result which is blocked by the legal norm’s

lack of power to convince individuals holding distant norms if r
λ
= 1 is introduced

at once. Similarly, if we introduce the legal norm r
λ
= 1 in two steps (first step:

r
λ
= 3, second step: r

λ
= 1) in the example we used to prove part (3) of the propo-

sition, we can again pull social norms towards an attracting distribution centered
on r = r

λ
= 1 as shown in Figure 3.3c. Again, stepwise introduction of a restric-

tive legal rule achieves a result which was impossible to achieve by introducing
the strict legal rule in one big step.

The model based on pure communication presented in this section may explain
those effects discussed in Section 3.2 which relied on protest. We have concentrated
on the social norm formation process, but actual behavior will follow social norms
rather than the legal norm, if their enforcement mechanism – social sanctions or
internalization – is strong enough as compared to legal sanctions. Without opening
a new discussion, we only hint at the possibility to model the strength of enforce-
ment mechanisms of social norms in a similar model as the one presented here.
What is missing in the model is disobedience as a driving force of norm formation.
This is what we concentrate on in the model we will present in the following
section.

3.3.4 Observed behavior and norm formation

Our second model concentrates on the case of the influence of observed behavior
on the norm formation process. Again, we try to keep the model tractable by
neglecting other aspects relevant for the evolution of social norms in the shadow
of legal norms. We thus assume away the direct effects of the legal norm and ref-
erence to other individuals’ values as an argument in communication. Instead, we
assume that observation of other individuals’ actual behavior is the only relevant
argument in communication on norms or values. 

We thus start this section with a very simple model of behavior within the gen-
eral framework presented in Section 3.3.2. We assume that each and every indi-
vidual enters into a situation in which he or she has to decide whether to perform
action a with an average frequency of qa within each standard time period.22 To
keep the model simple, we assume qa = q = 1 for all a. Allowing for different qa

would expand the formalism but would not lead to additional insights.
Once an individual has entered into such a situation, he or she weighs his or

her perceived benefits and costs of performing the action and opts for the action
if the former outweigh the latter. For simplicity, we assume that each action
a conveys the same23 private benefits β to all individuals and induces only costs
c

λ
(a) and cs(a), which result from sanctions associated to violating legal or social

norms.24 To allow for random influences, we assume that decision making is
stochastic: the probability of opting for an action a is given by a reverse logit

transformation where NB(a) = β − (c
λ
(a) + cs(a))

stands for the net benefit of action a and α is a non-negative constant which gives
the degree to which the individual’s action is determined by the sign of NBa.

25

p(NB(a)) = 1
1+e−α NB(a) ,
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We assume that violations of the legal rule are sanctioned (at least with a given
probability) by the government, and violations of social norms are sanctioned
(again at least with a certain probability) by all individuals who have adopted this
or a more restrictive norm. For legal sanctions, we consider a fixed part of the
sanction for any violation (s

λ
o > 0) and a variable part which depends on the

distance of the action to the legal rule (s
λ
1(a−r

λ
− 1−2 ), where s

λ
1 ≥ 0 is a constant

and subtracting 1−2 follows from the same arguments as in the previous section).
We restrict social sanctions to a fixed term (with ss

o > 0 as the sanction imposed
by every individual who thinks an action to be forbidden). We neglect a corre-
sponding marginal part – not because we think it to be empirically irrelevant but
because it fails to provide additional insights despite the resulting complications
of the formalism. 

Given that the law leaves actions a < r
λ
+ 1−2 unsanctioned and individuals only

sanction actions a < ri + 1−2 we rewrite the net benefit of an action as

(5)

where is the unit step function and f is a shortcut for the 

entire distribution ( f (0), f (1),…, f (NA)).
The norm formation part of our model is similar to the one presented in the

previous section. Again, we assume that there is a base rate of opinion change
in both directions. The probability that an individual communicates with some
other individual who tries to convince the first one of a more restrictive or a more

permissive norm remains proportional to and ,

respectively.
What changes is the central argument in such communication. We assume that

individuals may be convinced to become one step more permissive by reference
to an observable action which the individual thinks to be forbidden – “look at Jim:
he also does what you think is immoral.” The striking argument for becoming
more restrictive is reference to an observable omission of an action – “look at
Jane: she also refrains from doing what you still think to be permissible.” If all
actions and omissions are equally observable, individual transition probabilities
from value judgment ri to ri+1 and ri−1 thus become:

(6)

and, respectively,

(7)π−(ri;·) = π−
o + τb

ri∑
r=0

f (r)

ri∑
a=1

(1 − p(NB(a, rλ, f )))

π+(ri;·) = π+
o + τb

NA∑
r=ri+1

f (r)

NA∑
a=ri+1

p(NB(a, rλ, f ))

∑NA

r=ri+1
f (r)

∑ri−1

r=0
f (r)

H(x) =
{

0 if x ≤ 0
1 if x > 0

NB(a, rλ, f ) = β − H(a − rλ)

(
so
λ + s1

λ

(
a − rλ − 1

2

))
− so

s

a−1∑
r=0

f (r)



However, identical observability of all actions neglects one important effect:
reference to an action which is illegal but has been taken nevertheless is far more
impressive an argument than reference to a legal action. We therefore add addi-
tional weight to such actions in equation (6) and rewrite:

(8)

where is again the unit step function. In this transition 

probability, τ
ν, 0 ≥ 0 is the additional fixed weight which an illegal action gets

irrespective of its distance from the legal rule. τ
ν,1 ≥ 0 corresponds to the variable

term in the legal sanction’s size: it puts the more weight on illegal actions the fur-
ther they are from the legal rule. We suggest that τ

ν,1 tends to be strictly positive,
at least if the variable term in legal sanctions is positive, since then it makes sense
to distinguish between minor and major violations of the law, of which the latter
are more impressive arguments than the former. We call the effects described by
strictly positive τ

ν,0 or τ
ν,1 the “visibility effect” of a legal rule. We claim that a

corresponding effect on the side of legal actions is negligible. One should note
that completely permissive law (r

λ
= NA) is equivalent to no law at all: since

H(a − NA) = 0 for all a, the transition probabilities defined in equations (7) and (8)
as well as the action probabilities defined in equation (5) become independent of
the size of legal sanctions and of the power of the visibility effect.

Inserting these transition probabilities into equation (3) again results in a dif-
ferential equations system which describes the evolution of individual norms in
the course of time. Like the system in the previous section, it does not allow us to
find general solutions. Again, we have to rely on numerical simulations. To dis-
cuss the various properties of the model, we leave the parameters

α = 1, β = 4, so
s = 1/4, π+

o = π –
o = 1/6, τb = 8 (9)

unchanged throughout the discussion. Based on these parameters – and on many
others, to check for sensitivity of our results – we ran a large number of simula-
tions. From these simulations, we again deduce a number of insights which allow
us to compare the current observed-behavior model with the protest model of the
previous section.

In the following discussion, we concentrate on parameters for which behavior
in the model differs from what one would expect when treating law as a simple
incentive mechanism. In particular, we assume that (1) so

s and τb are large enough
to induce substantial frequency dependencies in individual norm formation and that
(2) the visibility effect is strong (i.e., τ

ν,0 or τ
ν,1 are large) as compared to the legal

sanction (s
λ
0 and s

λ
1). The first of these assumptions allows multiple equilibria to

H(x) =
{

0 if x ≤ 0
1 if x > 0

π+(ri;·) = π+
o +

NA∑
r=ri+1

f (r)

NA∑
a=ri+1

p(NB(a, rλ, f ))

[
τb + H(a − rλ)

(
τv,0 + τv,1

(
a − rλ − 1

2

))]
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occur as in the protest model. By the second assumption we exclude cases in
which the legal sanction is so strong that disobedience is effectively excluded by
its very high costs.26 These general assumptions leave room to separate two quali-
tatively different parameter combinations: the case in which the fixed parts of the
legal sanction and the visibility effect predominate and the case in which the marginal
parts predominate.

We start our discussion with the case of negligible marginal parts (s
λ
1 = τ

ν,1 = 0),
a severe fixed legal sanction (s

λ
0 = 2) for violating the law and an even stronger

fixed visibility effect (τ
ν, 0 = 4). When the law is absent (or completely permissive),

i.e., when r
λ
= NA, then the parameters we chose induce three attracting distri-

butions of norms, which imply large action frequencies to the left of their mode
and small ones to the right (cf. Figure 3.5).

Reducing permissiveness of the law has two effects. On the one hand, now ille-
gal actions will become immediately less frequent, because of the legal sanctions
associated to them. On the other hand, their being illegal will make them more
recognizable and a stronger argument in favor of more permissiveness. As a con-
sequence, the further evolution of social norms is not only guided by fewer of the
now illegal actions but also by their stronger influence on norm formation. Which
of the two effects prevails, depends on the exact parameters. If the latter effect
prevails, more restrictive law may provoke the emergence of additional attracting
distributions of social norms on the very permissive side, which may eventually
replace all attracting distributions with intermediate modes. In our example,

Figure 3.5–Attracting distributions without law with parameters as given in equation (9)
and r

λ
= NA (black) and consequential action frequencies (gray).



already the first step of additional restrictions in the law provokes the emergence
of additional attracting distributions of social norms (similar to the distribution
depicted in the top right graph of Figure 3.6). One should note that at the same
time, the previously least permissive attracting distribution of social norms dis-
appears (see the table in Figure 3.6).

When the law becomes more restrictive (r
λ
= 4), no further extremely permis-

sive attracting distribution of social norms emerges, but the original set of attract-
ing distributions degenerates to a single one. Now suppose that social norms used
to be close to one of the attracting distributions which exist without law. Then the
first steps of additional restrictions by the law induce only minor changes in
social norms: the mode will move by at most one position. As a consequence,
actual behavior will also change only slightly.

However the next increase in restrictiveness of the law will induce major
changes: it will erase the last attracting distribution with an intermediate mode
and thus social norms will evolve quickly towards the now unique attracting dis-
tribution. This will radically increase the frequency of actions which the law
intends to suppress. If the legislator tries to work against this change of behavior
by forbidding ever more actions, this will have little or no effect: social norms,
which effectively drive most of the individuals’ behavior will remain extremely
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Figure 3.6–(Extension of Figure 3.5) Attracting distributions for small r
λ

(top), and effect
of legal rule on possible modes of attracting distributions (bottom) for small s

λ
0

and large τv,0
.
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permissive. Only with extremely restrictive legal rules (r
λ
= 1 or r

λ
= 0), a second

attracting distribution emerges, which is slightly less permissive.
From these observations and similar ones on many more simulations with other

parameter sets, we extrapolate:

Proposition 2a: Suppose social norm formation follows the differential equa-
tions system (1) with transition probabilities as given in equations (7) and
(8). Further suppose that the fixed part of the visibility effect is large as com-
pared to the fixed part of the legal sanction and that the marginal parts of the
visibility effect and the legal sanction are negligible.

Then the modes of the attracting distributions form 

1 one connected set which need not include extremely high or low permissive-
ness, if the law is highly permissive;

2 one connected set which only concentrates on high permissiveness, if the law
is highly restrictive;

3 two disjoint connected sets consisting of the two mentioned under 1 and 2, if
the law’s permissiveness is intermediate.

One should note that according to this proposition, the evolution of social norms
is subject to a hysteresis effect for changing legal rules: for the same intermedi-
ate permissiveness of the law, social norms will be of intermediate permissiveness
if the law had been very permissive before and they be extremely permissive if
the law had been very restrictive before.

Varying r
λ

in small steps between the two extreme values in the table of Figure 3.6
allows us to deduce:

Corollary 2: Under the conditions of Proposition 2a, too restrictive legal
norms induce a shift of social norms towards far more permissiveness.
Actions which the new restrictive law makes illegal may become more fre-
quent as a result of the introduction of the law and the consequential change
in social norms. This countervailing effect cannot be avoided by piecemeal
aggravation of the law’s restrictiveness.

Hence, when the marginal parts of the visibility effect and of the legal sanction are
negligible, we observe countervailing effects of social norms against restrictive legal
norms in the observed-behavior model as we did in the protest model. These counter-
vailing effects may again justify particular care with weakly enforced legal norms
which are more restrictive than social norms. However, in contrast to the protest
model, it is impossible to avoid these countervailing effects by piecemeal legislation.

We now turn to the case of predominant marginal parts of the visibility effect and
of the legal sanction with the marginal effect of the visibility effect being substan-
tially stronger. As a representative set of parameters we choose s

λ
1 = 0.1 and  τ

ν,1 = 3−4
as well as s

λ
0 + 1−2 s

λ
1 = 1.45 and τ

ν,0 + 1−2 τ
ν,1 = 1−24 from the set of our simulations.27



In the absence of law and with highly permissive law, we of course get the
same (connected) set of attracting distributions of social norms for this set of
parameters as for the previous set. However, the effects of stepwise reductions of
the law’s permissiveness now differ in two important respects from what we
observed for the previous set of parameters (see Figure 3.7). On the one hand, the
connected set of rather restrictive modes of attracting distributions of social
norms becomes smaller, but does not vanish, even for very restrictive legal rules.
On the other hand, both the upper and the lower bound of this set become mono-
tonously more restrictive when the law becomes more restrictive. As for the pre-
vious set of parameters, a second set of very permissive modes of attracting
distributions emerges when the law is sufficiently restrictive. As before, this set is
a connected set and disjoint from the first set. Figure 3.8 shows examples for the
attracting distributions with modes other than those of Figure 3.5 which more
restrictive law affects only to a minor degree as long as they persist. (In Figure 3.8
the top left graph is drawn for r

λ
= 0 and the other two are drawn for r

λ
= 1; hence

the small step in action frequencies between actions 1 and 2.)28

In the following proposition we summarize and extrapolate these insights:

Proposition 2b: Suppose social norm formation follows the differential equa-
tions system (1) with transition probabilities as given in equations (7) and
(8). Further suppose that the variable part of the visibility effect is large as
compared to the variable part of the legal sanction and that the fixed parts of
the visibility effect and the legal sanction are relatively small and follow the
reverse order.

Then with restrictive law the modes of the attracting distributions form two
disjoint connected sets, a permissive one, which includes a mode at r = NA,
and a restrictive one. With more permissive law, the lower and upper bounds
of the two sets are not less permissive and may be more permissive. With
very permissive law, the permissive set vanishes.
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Figure 3.7–Effect of legal rule on possible modes of attracting distributions for parameters
as given in equation (9), s

λ
0 = 1.4, s

λ
1 = 0.1, τ

ν,0 = − 1
3−, and large τ

ν,1 = 3
4−.
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It is important to note that for r
λ
= 0 and r

λ
= 1 only attracting distributions with

mode at r = 1, r = 5 and r = 6 occur (again see Figure 3.7). This implies that the
attracting distribution to which the social norms evolve is highly path dependent.
Suppose the legislator wants to overcome quite permissive social norms which
have evolved in the absence of law. In particular, assume that social norms have
been attracted to the distribution with mode r = 4. The legislator could either
introduce highly restrictive legal norms – say r

λ
= 0 or r

λ
= 1 – in one big step.

Or he could start with a rather permissive legal norm only slightly more restric-
tive than the mode of the social norms, and then make the law more restrictive
step by step whenever the social norms have moved close enough to the legal
norm. As one may expect from the proposition, simulations show that big leap
legislation towards more restrictiveness will suffer from the full effect of counter-
vailing social norms: the big leap will induce social norms to evolve towards the
attracting distribution with mode r = 5. However, starting with the legal norm
r
λ
= 3, social norms will move towards the attracting distribution with mode

r = 3. Once social norms are close enough to this distribution, reducing the per-
missiveness of the legal norm to r

λ
= 2 induces a further shift of social norms

towards the attracting distribution with mode r = 2. Proceeding further in small
steps will eventually allow the legislator to choose r

λ
= 0 or r

λ
= 1 and thereby

induce social norms to evolve towards the attracting distribution with mode r = 1
as depicted in Figure 3.8. Only then will actions labeled by a > 1 become very rare

Figure 3.8–Additional attracting distributions with parameters as given in equation (9),
s
λ
0 = 1.4, s

λ
1 = 0.1, τ

ν,0 = − 1
3−, and τ

ν,1 = 3
4− (black) and consequential action fre-

quencies (gray).



and the frequency of action a = 1 be reduced to somewhere close to 60 percent.
With big leap legislation, all actions labeled by a < 6 will occur frequently. 

We emphasize that we were unable to find superiority of piecemeal legislation
within the framework of this model for any structurally different set of parameters,
we postulate the following:

Conjecture 2: Within the observed-behavior model, piecemeal legislation
may achieve restrictive social norms and consequentially few undesired
actions better than restrictive legislation in one big step if and only if (1) legal
sanctions are large for minor violations of the law and only grow slightly for
more severe violations and (2) the visibility effect is small for minor viola-
tions but grows quickly for more severe violations.

Formally equivalent to the conditions stated in the conjecture is the following: the
visibility effect has to grow in the distance between action and legal norm in a con-
vex way while the legal sanction must grow in a concave way. Since we do not
believe such structures of costs and visibility effects to be convincing, we claim:

Corollary 3: Piecemeal legislation may be justified by countervailing social
norms only on the basis of communicative norm formation as described in
the protest model of the previous section, in which communication is con-
centrated on individuals with similar values. Disobedience based on the visi-
bility effect of making actions illegal presented in this section can hardly
serve as a justification for piecemeal legislation.

This caveat on the superiority of piecemeal legislation may vanish if one models
disobedience not only as the consequence of social norms conflicting with legal
norms, but as an expression of protest. We leave such further modeling attempts
to future research.

3.4 Conclusions

Our analysis explores the effect of legal rules that do not conform to current social
values or are perceived as lacking legitimacy. When countervailing social norms
are taken into consideration, the ability of legal rules to meet their goals depends
upon the communication and behavior of the people subject to the laws and the
possible ways in which such actions may influence the evolution of social norms
in the shadow of the law. 

Legal systems can motivate individuals through incentives and sanctions. In
some instances, laws which differ from current social norms may necessitate a
greater expenditure of resources for their enforcement. 

We have developed two models of countervailing norms to identify the situa-
tions where creation of these additional incentives is necessary to ensure the
desired effect of laws. Expenditures in law enforcement are shown to be required
for the sustainability of law when social norms are likely to have a countervailing
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effect on law. Our models try to reflect in a rigorous way the general observations
underlying protest and civil disobedience as we described them in Section 3.2.
They show how the enactment of new laws whose values are close to the current
opinion mode induces an adaptation of internal norms to what the new statute
expresses as norms. We then turned to the case of new laws which depart more
substantially from the current opinion mode. We have shown that the effect of
such statutes on the evolution of internal norms may be counter-intuitive.

We modeled the two possible reasons for these countervailing effects of social
norms – protest and visibility of disobedience – in two models, which are sepa-
rate but based on a common foundation. From these models, we could derive a
number of important implications. Both in the protest model (Section 3.3.3) and
in the observed-behavior model (Section 3.3.4) we found that the countervailing
effects of social norms may outweigh the effects of legislation: norms and behav-
ior need not change in the direction intended by the legislator.

However, the two models differ with respect to a second counter-intuitive
effect. Only in the protest model the effectiveness of law on influencing social
norms in the direction of the law itself may depend on the distance between the
values underlying the law and the values underlying the social norms. If they are
too distant and social norm formation is sufficiently interactive, only a small
number of individuals, whose internal norms are currently close to the new
statute, will adopt the values expressed in the statute, while the social norms
adopted by the majority of individuals will stabilize where they were or even
move in the opposite direction. If this effect is strong enough, not only social
norms may move in the undesired direction, but even behavior may evolve in a
way contrary to what had been intended by the law. In the observed-behavior
model a similar effect may only occur if one adopts extreme and hardly plausible
assumptions on how more severe violations of the law make actions a more visi-
ble expression of obedience to social norms and on how legal sanctions rise when
actions deviate more from what is legal.

As a consequence, only in the protest model gradual change of the law may be
superior to big-leap legislation. Only in this model the legal norm may be able to
pull the social norm in the desired direction in small consecutive steps but unable
to achieve the same result in one big leap. In the observed-behavior model, grad-
ual legislation may only slow down the change of social norms (again, except for
extreme and hardly plausible assumptions).

This insight helps us to better understand the nature of civil disobedience. If
disobedience to the law is merely triggered by existing social norms, gradualism
in the change of law does not help to overcome the problem. However, if disobe-
dience to the law is a way to express one’s opinion, in particular one’s protest
against a too-immoral law, then disobedience like any other form of expression of
protest may render big leaps in forming the society by legislation impossible. As
we argued in the presentation of our protest model, gradualism then may be a
promising way to overcome societies reluctance to adopt the new legal norms as
social norms. We think that only this conscious case of disobedience should be
named “civil disobedience”.



If a legislator wants to shortcut the process of gradual change in cases of civil
disobedience in this sense, he can overcome countervailing social norms by sup-
pressing protest by disobedience: he can impose high sanctions in the initial
enforcement of the new law. Without modeling the argument explicitly, we con-
jecture that in societies with civil disobedience, statutes which intend to change
behavior in a way which radically differs from prevailing social beliefs will not be
sustainable unless backed by very strong expected sanctions. Large scale (civil)
disobedience erodes the authority of law in general. In turn, this renders future
compliance with law harder to obtain. This argument provides a testable hypothe-
sis. Authoritarian regimes aiming at introducing odious and sudden changes in the
legal system ought to back up the enactment with strong enforcement. Particularly,
the enforcement should be front-loaded in the initial periods to avoid public dis-
obedience of a substantial frequency. This also explains why democratic regimes
constrain the possibility of any such manipulative intervention by setting constitu-
tional bounds on legal sanctions (e.g., legality and proportionality principles, etc.).

When protest and civil disobedience follows the enactment of a new law, the
stability of the specific legislation is threatened. As a consequence, the legislator
will either repeal the statute, or replace it by one which is closer to the majority’s
internal norms, or reinforce the expected sanctions backing the statute. The increase
in sanctions would have to be stronger than the sanction that would have been suf-
ficient when the law was first enacted, since protest and civil disobedience have
reinforced the public’s internal norms contrary to the values expressed in the law.

The protest model further reveals two possible alternative effects of social
intervention. A more obvious possibility is where preexisting bimodal or multi-
modal social preferences may converge towards a unimodal distribution. That
would be the case in which diversity and multiculturalism may be destroyed by
legal intervention (e.g., rules prohibiting the use of signs of religious affiliation in
public schools, etc.). But our model interestingly shows that the opposite may
also be true. Unimodal distributions may become bimodal distributions as an
effect of legal intervention. This means that previously unified social groups may
split and drift apart as the result of their diverging reactions to legal intervention
(e.g., laws may create or exacerbate differences between social groups). 

Further research should consider the possible direct effect of social norms on
the net benefits of actions, rather than treating norms as exogenously enforced as
in the model we presented here. In this variation, the individual’s private benefit
from an action could be lowered (augmented) the more an action violates (con-
forms with) the values and norms that an individual has adopted. A substantial
extension of the model might include the second (and possibly third) dimension
of norms: the degree to which individuals are willing to support their values by
costly imposition of sanctions and the degree to which they feel bound by their
personal norms. With this extension, we could avoid the simplifying assumption
of the model that all values are equivalent to norms. The costs of such an exten-
sion in terms of complexity of the model are obvious. Finally, one could extend
the framework of the model to also include the effects of conflicts between social
and legal norms on the process of (further) legislation.
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Notes

1 We would like to thank the participants of the 2004 Workshop on the Evolution of
Designed Institutions and an anonymous referee for helpful comments and Lee Istrail
and David Lord for their valuable editorial and research assistance. All remaining errors
are ours.

2 Cited by Coffin and Leibman (1972: Foreword).
3 For a brief overview on alternative usage of the term “social norms” see, for example,

Cooter (1998: 585–7).
4 For economic approaches to the evolution of social norms not based on a distribution

concept as ours see, e.g., Binmore and Samuelson (1994) and Ullmann-Margalit (1977).
5 The findings of Sunshine and Tyler (2003) extend prior research by the author (Tyler

1990) and support the arguments of Weber (1968) about the normative basis of public
reactions to authority. Tyler (1994) evaluates the role of procedural justice in shaping
reactions to legal rules and policies. People might comply with a law or a decision by
an authority when it is obtained through deliberations that they view as procedurally
just, even when the outcomes are not favorable to them. Often preference is accorded
to procedural justice even over distributive fairness.

6 Cooter defines “taste” as “strength of individual commitment to the norm” (Cooter
1998: 589).

7 The model is restricted to the set of circumstances in which moral, cooperative behav-
ior increases overall productivity (Cooter 1998: 587). For instance, “agents who faith-
fully serve their principals increase the productivity of principal-agent relationships by
reducing monitoring costs” (Cooter, 1998: 587). As another example, “sellers who dis-
close the truth about their products promote commerce by providing buyers with valu-
able information at low costs” (Cooter 1998: 587). Cooter suggests that this is a very
large set because substantial empirical evidence suggests cooperative behavior is preva-
lent in many game theoretic situations (Cooter 1998: 588).

8 In his discussion of internalization, Cooter shows the similarities with the deterrence
model, but stresses that deterrence is designed to influence an actor who does not value
civic virtue, while the internalization model targets those citizens who are willing to pay
to promote civic virtue: “Law and economics scholars typically make the rational bad
man into the decision-maker in their models, who treats the sanctions from breaking the
law as a cost. The bad man does not have a “taste” for obeying the law. In reality,
society includes bad people and good citizens, as well as many citizens who are in
between (…) Officials should not proceed by making laws only for bad people, because
the response of good people also determines the effects of the laws” (Cooter 2000: 18).
In a previous paper Cooter (1998) discussed how this change could happen when the
change in preferences confers a net benefit, resulting in what Cooter refers to as a
“Pareto self-improvement.” Cooter defines “Pareto self-improvement” as “a change
made by the actor in his preferences that makes feasible an allocation preferred by
original preferences and final preferences” (Cooter 1998: 18). By assumption, 1) “To
reward good character, people must observe it”, 2) “the actor can choose his character”
and 3) “the choice of character influences the opportunities available him” (Cooter
1998: 17).

9 Cooter touts the advantages of expressive law: “Policies that create opportunities for
Pareto self-improvements respect the judgments of individuals about their preferences,
rather than imposing a judgment on them about the superiority of some preferences to
others. Identifying Pareto self-improvements enables people with different values to
agree about some policies to change preferences” (Cooter 1998: 21). In addition,
“[i]nternalization of social norms decentralizes law and increases production through
cooperation. By reducing the need for state coercion, voluntary obedience makes liberal
government possible” (Cooter 1998: 28).
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10 As Stuntz says of Robinson's view, “Ordinarily, his work shows, norms are in the
driver's seat and criminal law is the car.” (Stuntz 2000: 1871, 1872). 

11 Robinson (2000: 1869): “Why does the criminal law care what the layperson thinks is
just? Because it is only by heeding those views that the criminal law can provide effec-
tive crime control.”

12 Morals crimes and vice crimes seem likely to generate active civil disobedience in the
form of protests. Stuntz (2000) points out that moral crimes and vice crimes tend to
involve civil rights issues such as racial or income discrimination, but rights at issue
in morals crimes tend to be viewed as more basic, so morals crimes may cause more
protest. The public opinion on these crimes is qualitatively very different from the
public’s perception on other crimes.

13 For example, poor ethnic neighborhoods, which produced cheap beer locally during
Prohibition, were more often targeted than more affluent neighborhoods which served
as conduits for imported and exported wine (Stuntz 2000: 1873–8).

14 Kuran (1989) explicitly discusses individuals with different power in the opinion for-
mation process. However, this complication fails to provide additional insights in our
model. We therefore simplify our approach by modeling the law as a large number of
additional individuals having adopted the legal norm.

15 We add  1−2 to the value denoting the rule in order to avoid problems of indifference and
artificial asymmetries.

16 The standard model of homo oeconomicus usually fails to have any such values.
However, casual observation shows that most real people do have such values. In addi-
tion, evolutionary arguments support the view that individual fitness increases when
some personal norms guide individual behavior; see, e.g., Dufwenberg and Güth
(1999), Güth and Kliemt (2000) and Bergstrom (2002: 82–4).

17 See Flieth and Foster (2002) for an application of the model to business cycle theory.
18 For an overview see, e.g., Bikhchandani et al. (1998).
19 Note that 

∑
r∈A

(df (r,t)/dt) = 0; hence 
∑

r∈A
f (r,t) = 1 always remains satisfied.

20 One should not confuse this concept with the stationary distribution, which is the dis-
tribution over all possible distributions of individual norms in the very long run. The
concept of the stationary distribution takes into account that stochastic influences may
always induce the system to leave the range of attraction of one attracting distribution
and move it into the range of attraction of another. We here concentrate on a shorter
time span in which such random influences are not relevant and thus attractors of a
stochastic dynamic process are relevant to describe the direction of the evolution of
norms.

21 We choose NA = 6 here and in the following examples, because this allows us to
discuss a large array of effects without having to deal with too many differential
equations.

22 This may, for example, be justified by arguing that the time elapsing between two such
situations is exponentially distributed with an expected value of 1/qa. The average fre-
quency with which an individual enters into such situation then is qa.

23 Private benefits which depend on a do not affect the substance of our results. In some
variations of the model not presented here, we replaced the constant private benefit β
by a linearly increasing function of the action number β + γa, where β ≥ 0 and γ ≥ 0
and could not detect any systematic change of results.

24 We deliberately neglect internalized norms which could be included, e.g., by arguing
that each violation of an individual’s own norm induces costs to this very individual.
This would complicate the model, but we do not see how it might provide additional
insights relevant for the current chapter.

25 Note that if α is very large, stochasticity of the individuals’ behavior nearly vanishes
and if α = 0, the individuals’ decisions are purely random: each action is chosen with
probability ½.
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26 This restriction is necessary because our model does not include the possibility of effective
support by other violators of the legal norm, e.g., in the form of concealing the fact of
the violation or the identity of the violator from the enforcement authorities.

27 The second pair of parameters implies s
λ
0 = 1.4 and τ

ν, 0 = −1/3. This negative value
does not constitute a problem since it only occurs jointly with at least one half times
τ

ν,1 = −3/4 which guarantees that all transition probabilities are strictly positive.
28 In the left figure, r

λ
= 1 would induce a substantially higher frequency for action a = 1

and leave the rest essentially unaffected. We chose r
λ
= 0 to show what restrictive law

may achieve at most. With r
λ
= 0 also in the two right figures, the small step between

the frequencies of the first and the second action would vanish, all actions below
action 5 would have essentially the same frequency.
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4 Social motives and
institutional design

Tom Tyler1

In the past several decades there have been tremendous advances in the connection
between economics and psychology. Economists have drawn upon the research
and insights of psychologists and have also conducted their own empirical research
as part of the burgeoning field of behavioral economics. A major area of psy-
chology upon which economists have drawn is judgment and decision making.
This area, characterized by the work of psychologists such as Tversky and Kahneman,
focuses upon the errors and biases that shape the individual judgments of people
seeking to pursue their material self-interest during decision making (Brocas and
Carrillo 2003, Dawes 1988, Hastie and Dawes 2001, Hogarth 1980, Nisbett and
Ross 1980, Plous 1993, Thaler 1991).

The literature on judgment and decision making is not primarily focused on
issues of motivation. It is based upon the assumption that people are motivated
to maximize their own personal self-interest, a self-interest defined in terms of
material gains and losses. No doubt most psychologists would acknowledge that
people can be motivated by a broader range of motivations than material gains
and losses, but these other motivations have not been the primary focus of this
research. My goal is to join economists working in this area by arguing for the
potential benefits to economists of considering a broader range of the motivations
that can shape behavior in institutional settings.2

I will characterize the additional motivations I describe as “social” motivations
to distinguish them from instrumental motivations. Instrumental motivations
reflect people’s desire to gain material resources and to avoid material losses.
Social motives, as discussed by psychologists, differ in that they are motivations
that flow from within the person.

There are four ways to distinguish between instrumental and social motivations.
The first is by the content of the concerns that people express within each domain.
Instrumental concerns focus on the potential for material gains and/or the possi-
bility of material losses. Such gains and losses involve gains in terms of rewards,
or losses in terms of costs or punishments. In contrast, social motivations are
linked to gains and losses of a nonmaterial nature. Such gains and losses are linked
to issues such as personal identity and consistency with ethical/moral values.

Second, indicators of social motivations should be found to be empirically
distinct from indicators of material gain or loss. For example, in the literature on



social justice, it is found that people distinguish between receiving a favorable
outcome and receiving fair treatment (Tyler et al. 1997). Hence, judgments about
justice are found to be distinct from the favorability of one’s outcomes. This dis-
tinction is clear in the literature on distributive justice, a literature in which the
fairness of outcomes is distinguished from their desirability (Walster et al. 1978).
It is even clearer with the literature on procedural justice, which focuses on the
fairness of the procedures by which allocation decisions are made (Lind and Tyler
1988). If people simply viewed a favorable outcome as fair, for example, social
motivations would not be distinct from material judgments. However, this is not
the case.

Third, social motivations should have a distinct influence on cooperative
behavior. Again, the justice literature finds that the degree to which people are
willing to accept an outcome from an authority is linked, first, to the favorability
of that outcome. In addition, however, people are more willing to accept an out-
come that they evaluate as being fair and fairly arrived at. Hence, their fairness
judgments exercise an independent influence upon their acceptance behavior that
cannot be explained by outcome favorability.

Fourth, social motivations should produce a consistency of behavior across
situations and over time. If, for example, someone feels an obligation to obey
rules, their behavior should consistently reflect higher levels of cooperation
across settings that vary in their reward and cost characteristics. Further, they
should show the same consistency in the same situation across time. This does not
mean that situational forces will not influence behavior. But, it will be possible to
see constancies in behavior that are not linked to those forces.

The best way to understand the value of this larger motivational framework is to
consider it within the context of a particular type of socially important behavior. In
this chapter I focus on motivating cooperative behavior. Cooperation is valuable
for groups, and securing cooperation has been the focus of social science research
across a variety of fields, including both economics and psychology.

4.1 Motivating cooperation as a goal for social science research

One way that psychologists, economists, and other social scientists are united is in
their long-standing interest in understanding how to obtain cooperation in groups,
institutions, and societies. Within social psychology this interest is reflected in a
number of literatures, including the study of social dilemmas, regulation, institu-
tional performance, helping and altruism, leadership and group dynamics.

A key aspect of this interest in motivating cooperation is a concern with insti-
tutional design. We all want to understand how to structure social situations so as
to most effectively promote cooperative behavior among the people within those
situations. As a result of this common interest, there are considerable mutual ben-
efits to be gained by bridging among social psychology, economics, political
science, sociology, law, and management.

Social scientists generally recognize that people have a mixed motivation when
interacting with others. On the one hand, there are clear personal advantages to
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be gained by cooperation. On the other hand, people are often unable to maximize
their pursuit of personal self-interest if they act in ways that simultaneously maxi-
mize the welfare of the group. So, to some extent people are motivated to coop-
erate, and to some extent to compete. People must balance between these two
conflicting motivations when shaping their level of cooperative behavior. 

Social psychologists examine how people manage these motivational conflicts
in interpersonal situations ranging from dyadic bargaining to long-term relation-
ships (Thibaut and Kelley 1959, Rusbult and Van Lange 2003). The problem of
cooperation in mixed motive dyads also lies at the root of classical problems in
economics, problems such as the prisoner’s dilemma game and the ultimatum
game. In the prisoner’s dilemma game the pursuit of material self-interest with-
out taking the interests of others leads people to act in ways that does not lead
them to the best personal outcomes (Proudstone 1992).

While social psychology is generally focused upon dyads and small groups
mixed motive conflicts within institutions and societies have been studied most
directly by social psychologists within the literature on social dilemmas. This lit-
erature asks how people deal with situations in which the pursuit of short-term
self-interest by all has negative implications. Social dilemmas have two charac-
teristics: “(a) at any given decision point, individuals receive higher payoffs for
making selfish choices than they do for making cooperative choices, regardless of
the choices made by those with whom they interact and (b) everyone involved
receives lower payoffs, if everyone makes selfish choices than if everyone makes
cooperative choices” (Kopelman et al. 2002: 94).

4.1.1 Real world cooperation

The issue of cooperation is not confined to games and experiments. It is also cen-
tral to many of the problems faced by real-world groups, institutions, and soci-
eties (Van Vugt et al. 2000). As a result, the fields of law, public policy, and
management all seek to understand how to most effectively design institutions to
best secure cooperation from the people within. Their efforts to address these
issues are informed by the findings of social psychological and economic
research on dyads and small groups.

Within law a central concern is with how to effectively regulate behavior so as
to prevent people from engaging in actions that are personally rewarding, but
destructive to others and to the group – actions ranging from illegally copying
music and movies, to robbing banks (Tyler 1990, Tyler and Huo 2002). In addi-
tion, the police and courts need the active cooperation of members of the com-
munity to control crime and urban disorder by reporting crimes and cooperating
in policing neighborhoods (Tyler and Huo 2002). Hence, an important aspect of
the study of law involves seeking to understand the factors shaping cooperation
with law and legal authorities.

Government also wants people to cooperate by participating in personally
costly acts ranging from paying taxes to fighting in wars (Tyler 2000). Further, it
is also important for people to actively participate in society by voting, working to
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maintain their communities by working together to deal with community problems,
and otherwise help the polity to thrive. For these reasons, understanding how to
motivate cooperation is central to political scientists.

Work institutions seek to prevent personally rewarding, but destructive acts
such as sabotage and stealing office supplies by creating and encouraging deference
to rules and policies. They also encourage positive forms of cooperation like work-
ing hard at one’s job and contributing extra-role and creative efforts to one’s work
performance (Tyler and Blader 2000). For these reasons a central area of research
in institutional behavior involves understanding how to motivate cooperation in
work settings.

4.1.2 Motivating cooperation

This joint interest in understanding the motivation underlying cooperation sug-
gests an important area for interface between social psychology and the other
social sciences.  Social psychologists can benefit from the findings of research
from the disciplines of organizational psychology, law, political science, and
management, all of which explore motivational issues in institutions and soci-
eties. Conversely, these other social sciences can benefit by drawing upon the
empirical findings of social psychological and microeconomic studies of behav-
ior in interpersonal interactions and small groups.

Drawing upon the literature on one shot and repeated play experimental
games, economics begin by focusing upon the role of material incentive and
sanctioning systems in shaping cooperative behavior (Fehr and Falk 2002,
Nagin 1998). Social psychologists, of course, also recognize the important role
of anticipated or experienced rewards and punishments in shaping behavior
(Rusbult and Van Lange 2003). Both literatures suggest that one way of chang-
ing behavior is by altering the individuals short-term self-interest by providing
incentives to promote desired behavior and/or by sanctioning undesirable
behavior. In either case, the group is changing the person’s calculation of their
own short-term self-interest to bring behavior into line with the welfare of the
group.

The motivating effect of incentives and sanctions is well known. I will refer to
these as instrumental motivations, since they assume that people are motivated by
their self-interest and have their influence by shaping the individual’s assessments
of which actions are in their personal self-interest.

The literature on cooperation suggests that the use of incentives and sanctions
can effectively shape cooperative behavior. However, while effective, rewards
and punishments are not always an efficient mechanism for shaping behavior.
First, their general impact on behavior is marginal. In the area of drug use,
for example, MacCoun (1993) estimates that sanctions account for about five
percent of the variance in compliance with drug laws. A similar examination of
incentives in work institutions suggests that they explain about 10 percent of the
variance in performance (Tyler and Blader 2000). Of course, the magnitude of this
influence is not constant and both experimental research (Fehr and Gächter 2002)
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and field studies (Tyler and Huo 2002) suggest that their impact varies across
settings.

When they do occur incentive/sanction effects are costly to obtain, since insti-
tutions must commit considerable resources to the effective deployment of incen-
tive and sanctioning systems. For these reasons, the adequacy of instrumental
approaches to motivating cooperation has been questioned within law (Tyler
1990, Tyler and Huo 2002), political science (Green and Shapiro 1994), and man-
agement (Pfeffer 1994, Tyler and Blader 2000).

A key contribution of social psychology is the suggestion that there are social
motivations that can supplement instrumental motivations in securing cooperation
within institutions. This focus on social motivations coincides with the increasing
focus by economists on interpersonal processes within groups and institutions.

There is already a large literature on incentives and sanctions. Social motivations
represent a new approach to motivation that offers the possibility of moving beyond
the use of incentives and sanctions when seeking to motivate cooperative behavior.
In this chapter, I outline four types of social motivations. Each is contrasted with a
corresponding instrumental model. These four motivations are shown in Table 4.1. 

4.1.3 Instrumental models of motivation

Increasingly, social scientists have recognized the limits of an exclusive reliance
on instrumental approaches to managing cooperation that are rooted in the use of
incentives and sanctions. In political and legal settings, authorities have recog-
nized that both social regulation (Tyler 1990, 2002) and the encouragement of
voluntary civic behavior (Green and Shapiro 1994) are difficult when authorities
can only rely upon their ability to reward and/or punish citizens. Similarly, insti-
tutional theorists are recognizing the difficulties of managing employees using
command and control strategies (Pfeffer 1994). 

The alternative to such instrumental strategies is to focus on approaches based
upon appeals to social motivations. If people have social motivations that lead them
to voluntarily defer to authorities and to act in prosocial ways that help the group,
then authorities need not seek to compel such behavior through promises of
reward or threats of punishment. They can instead rely upon people’s willingness
to engage in the behavior voluntarily.
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Table 4.1 The nature of the connection between the person and the group

Values Identity Justice Trust

Instrumental Incentives/ Favorability of Policy Trust that others
motivation sanctions outcomes from favorability, will deliver

group policy fairness promised
outcomes

Social Social values; Merger of self Procedural Trust that others
motivation legitimacy with the group justice are benevolent



4.1.4 Types of cooperation

Two types of cooperation are central to the viability of groups. The aspect of
cooperation examined in social dilemma studies and in many experimental games
is cooperation that occurs when people follow rules limiting their exercise of their
self-interested motivations. People want to fish in a lake, but limit what they
catch. They want to exploit others in bargaining, but follow rules dictating fair-
ness. They want to steal from a bank, but defer to the law. In all of these situa-
tions, people are refraining from engaging in behavior that would benefit their
self-interest, but is against the welfare of others and/or of their group. This area
of research is referred to as regulation and involves limiting undesirable behavior.

The other aspect of cooperation involves proactive behavior on behalf of the
group (the promotion of desired behavior). Groups also want their members to
actively engage in tasks that effectively deal with group concerns. In work insti-
tutions these tasks include job performance issues. In communities they involve
working with neighborhood groups, meeting about community problems, and
otherwise helping the community to deal with its concerns. Governments rely
upon their members to vote and participate in the political process. The perfor-
mance of these behaviors encourages the viability of the group.

4.1.5 Voluntary cooperation

The focus on social motivations is especially relevant in situations in which our
goal is to motivate voluntary cooperative behavior. Motivation is linked to the via-
bility of a strategy of delivery. Employees motivated by incentives need a clear set
of expected behaviors and a direct link between those behaviors and rewards. So,
for example, coming to work on time and performing clearly specified tasks can
be connected to rewards. Sanctions are similar, although they add the complexity
that people try to hide their behavior, so there must be effective surveillance strate-
gies in place to detect rule breaking. In either case, people are not motivated to act
in the absence of a link between their actions and a reward/sanction.

In many settings, however, it is desirable for people to engage in cooperation
even when incentives and sanctions are not being effectively deployed. The polit-
ical case is illustrative of the problem with incentive-based approaches. One way
to win political support is to provide people with benefits for themselves or their
groups. However, it is usually difficult to give everyone all the benefits they want.
Further, governments are least able to provide desired benefits during times of
war or economic downturn, when they are most in need of public cooperation if
they are to be viable. Hence, governments benefit when people will cooperate for
noninstrumental reasons. We label such cooperation “voluntary” because it is
shaped by social, rather than instrumental, motivations.3

With sanctions the value of voluntary cooperation becomes even clearer.
Sanction based strategies are always costly to implement because they require the
development and maintenance of credible sanctioning strategies. So, for example,
it is clear that crimes can be deterred by sanctions, but only when the authorities
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deploy sufficient resources to establish credibility. In this context it is clear that
the authorities benefit when people cooperate for social, rather than instrumental
reasons. Again, such cooperation is “voluntary” in character.

4.2 The four types of social motivation

4.2.1 Social values

As I have noted, one reason that people do not break rules is that they fear being
caught and punished for wrongdoing. This is the instrumentally based deterrence
motive that is central to many efforts to manage rule following in institutions by
creating a credible surveillance system that creates reasonable risks of detection
when rules are broken.

It is also important to be able to activate the ethical motivations that lead people
not to do things that undermine institutional policies. This involves motivating
people to feel a sense of personal responsibility and obligation to support group
decisions. People’s rule following behavior is influenced by their internal motiva-
tion to uphold moral values relevant to the group. In particular, people feel a loy-
alty to the group and a sense of responsibility to support its decisions and policies.

Let us give one example, from a study of social dilemmas. Brann and Foddy
(1988) studied a situation in which a common resource was being depleted. In
this situation the self-interested response is to take more resources, something
that, when undertaken by everyone, destroys the common resource pool. However,
in this situation, those who were motivated by ethical feelings of obligation to the
group took fewer resources, seeking to aid the group at the expense of their own
immediate self-interest. Those not so motivated acted on their self-interest and
took more resources when they saw the pool being depleted. 

Hence, ethical motivations acted as a moderator in this situation. When people
had such motivations, they were less likely to act on their self-interested motiva-
tions. Instead, their ethical values led them to take actions that opposed their own
self-interest.

Studies of people’s behavior in institutions also generally support the argument
that internal motivations in the form of ethical values have a positive influence on
whether people act to aid their groups and institutions, leading people to act in ways
that support their institutions even when it is not in their self-interest to do so. This
is true when we study people’s adherence to laws (Tyler 1990); their acceptance of
the decisions of authorities (Tyler and Huo 2002); and their deference to informal
decisions and agreements in work settings (Tyler and Blader 2000).

In all of these situations, activating the ethical values of the people within an
institution encourages greater levels of adherence to formal and informal agree-
ments. One limit of such efforts is that ethical values are quite stable over time,
and difficult to change. Hence, institutions must draw upon preexisting values to
activate these motivations.

A second mechanism that might be used to enhance relational contracts is to
activate people’s feelings of responsibility and obligation to obey those contracts
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(“legitimacy”). Unlike moral values, the legitimacy of institutions and institutional
practices is changeable in response to the actions of an institution, providing insti-
tutions with the possibility of shaping the motivations through changes in institu-
tional practice. In legal studies the social value of key interest is legitimacy. 

Legitimacy is a property of an authority or institution that leads people to feel
that that authority or institution is entitled to be deferred to and obeyed. It repre-
sents an “acceptance by people of the need to bring their behavior into line with
the dictates of an external authority” (Tyler 1990: 25). This feeling of obligation is
not simply linked to the authorities’ possession of instruments of reward or coer-
cion, but also to properties of the authority that lead people to feel it is entitled to
be obeyed (Beetham 1991). Since the classic writing of Weber (1968) social sci-
entists have recognized that legitimacy is a property that is not simply instrumen-
tal, but reflects a social value orientation toward authority and institutions – i.e., a
normative, moral, or ethical feeling of responsibility to defer (Beetham 1991,
Kelman and Hamilton 1989, Sparks et al. 1996, Tyler 1990). This analysis will
explore the importance of legitimacy, beyond the influence of instrumental factors
shaping reactions to the police.

Consider two specific examples of the influence of legitimacy. Building on the
work of Tyler (1990), Sunshine and Tyler (2003a) examined the antecedents of
compliance and cooperation with the police among people living in New York
City. The results of this analysis show that police legitimacy influences people’s
compliance with law and their willingness to cooperate with and assist the police.
These findings also support the argument that legitimacy is a social value that is
distinct from performance evaluations. They show that such values have both an
important and a distinct influence of people’s support for the police. This finding
supports the arguments of Weber (1968) about the normative basis of public reac-
tions to authority. It extends prior research findings (Tyler 1990) by showing that
cooperation and empowerment, in addition to compliance, are influenced by
legitimacy. 

In addition to legitimacy, people are influenced by their judgments about the
degree to which authorities share their moral values. Sunshine and Tyler (2003b)
demonstrate that people are more willing to defer to the police when they believe
that the police hold and act upon the moral values shared by members of the com-
munity. These moral values are a second aspect of people’s ethical connection
to law and legal authorities. In contrast to legitimacy, however, moral values are
less open to change. To activate moral values, institutions must engage in prac-
tices congruent with the moral values people already have. Legitimacy is more
open to being shaped by institutional practices.

Tyler and Blader (2004) examined the same social values in two studies of
employees focusing on people’s values in relationship to the institutions for
which they work. Their findings support the argument that employee’s ethical val-
ues – legitimacy and moral congruence – shape their rule-following behavior in
work settings. They suggest that companies benefit by fostering ethical values in
their employees that support rule-following. Those ethical values are a major
motivation leading to employee compliance with company policies and rules.
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They also lead to lower levels of rule-breaking behavior on the part of employees.
These results suggest that one promising way to bring the behavior of corporate
employees into line with corporate codes of conduct is to activate employee values.

In addition to the empirical support for the utility of the self-regulatory strat-
egy reported here, such an approach has additional benefits over a strategy linked
to incentives and sanctions. For instance, it prevents institutions from expending
resources on creating and maintaining credible systems of surveillance to enforce
rules. These problems are typical of any efforts to regulate conduct using incen-
tive or sanction-based strategies. Exacerbating this problem, such strategies actu-
ally encourage people to hide their behavior and thus make it necessary to have
especially comprehensive and costly surveillance systems.

Besides their actual costs, these strategies have the additional problem that they
undermine employee’s commitment to their company and enjoyment of their jobs.
Employees whose focus is on avoiding sanctions have their intrinsic motivation
and commitment to their company undermined (Frey 1997). They then contribute
less to their workplaces. Hence, there is a downside to sanctions and the surveil-
lance associated with them. They hurt company productivity by undermining the
ethical values that encourage commitment to work (Tyler and Blader 2000).

The findings of Tyler and Blader (2004) point to the potential value of using a
self-regulatory approach to employee motivation that is centered around the
encouragement of social motivations. In recent decades, the recognition that self-
regulation has value has been a widespread one within the law. Self-regulation is
widely touted as a means of avoiding the problems that occur when government
seeks to regulate business, and to lessen the costs of government agencies with a
regulatory role (Rechtschaffen 1998, King and Lenox 2000, Gunningham and
Rees 1997, Aalders and Wilthagen 1997). These same arguments can be applied
within companies. Companies benefit when they can develop self-regulatory
strategies that encourage their employees to take increased responsibility for rule
following.

4.2.2 Identity

A second dispositional type of social motivation relevant to cooperation is iden-
tification with the group. There is a large literature within social psychology on
social identity (Hogg and Abrams 1988) and a number of discussions of the influ-
ence of identity on conflict and cooperation within and between groups. In addi-
tion, economists have recently recognized the importance of identity (Akerlof and
Kranton 2000). 

Because identity matters, social identity theories argue that it is important
where people draw group boundaries. When they are within a group, people often
merge their own identities and the identities of the groups to which they belong
(Hogg and Abrams 1988). When they do so, the boundary between self and group
blurs, and the interests of the group become one’s self-interest.

From the perspective of encouraging cooperation, we would like to have
people merging their identities into the institutions to which they belong when we
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want them to act in terms of the interests of the group, and not in terms of their
own self-interest. The social identity literature makes two key points: that the
merger of self and group (1) is easily accomplished and (2) when people identify
with a group, it changes how they think about cooperation. In fact, recent research
shows that cooperation in public good dilemmas is reinforced when people
exhibit strong identification with the group, because their motives are trans-
formed from the personal to the group level, that is, people think of the interests
of the group as being their own interests (De Cremer and van Dijk 2002) and
become intrinsically motivated to pursue the group’s interest. 

Tyler and Degoey (1995) argue that this merger of self and group leads people
to decide whether to cooperate by evaluating the quality of their treatment by oth-
ers in the group – a relational issue – instead of focusing on the favorability of
their outcomes, as do those low in identification. De Cremer and Tyler (2003)
support this argument by demonstrating that when identity issues involving repu-
tation or belongingness are more salient, people’s cooperation decisions are more
strongly shaped by how they are treated by others in the group.

It is also possible to directly test the influence of group identification on
cooperation by looking at whether identification encourages loyalty to the
group and cooperation. Abrams et al. (1998) demonstrate that employees who
identify with their work institution are less likely to quit, while Tyler and Blader
(2000) show that identification predicts job performance and rule following in
work groups.

4.2.3 Procedural justice

Studies of procedural justice suggest that procedural justice is a social motivation
that is distinct from the motivating influence of favorable, or even fair, policies or
outcomes (Tyler and Lind 1992). People also react to the fairness of the proce-
dures used to make decisions (Tyler et al. 1997, Tyler and Smith 1998).

Thibaut and Walker (1975) performed the first systematic set of experiments
designed to show the impact of procedural justice. Their laboratory studies
demonstrate that people’s assessments of the fairness of third-party decision-
making procedures shape their satisfaction with their outcomes. This finding has
now been widely confirmed in subsequent laboratory studies of procedural justice
(Lind and Tyler 1988). Subsequent field studies have also found that when third-
party decisions are viewed by the disputants as being fairly made, people are
more willing to voluntarily accept them (Tyler 2000). What is striking about these
studies is that these procedural justice effects are found in studies of real disputes,
in real settings, involving actual disputants. 

Procedural justice judgments are found to have an especially important role in
shaping adherence to agreements over time (Pruitt et al. 1993, Pruitt et al. 1990).
Pruitt and his colleagues studied the factors that lead those involved in disputes
to adhere to mediation agreements that end those disputes. They found that the
procedural fairness of the initial mediation session was a central determinant of
whether people were adhering to the agreement six months later.
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One area in which procedural justice is found to be important is regulation.
Two levels of regulation have been examined: general rule following (Tyler 1990,
Sunshine and Tyler 2003a) and decision acceptance (Tyler and Huo 2002). These
approaches are based on the idea of process based regulation, in which self-regulation
occurs when people are motivated to follow rules and accept decisions based
upon legitimacy. Legitimacy, in turn, is motivated by experiencing procedural jus-
tice. The key assumption upon which process based regulation is that evaluations
of legitimacy are primarily based on procedural fairness. That assumption is sup-
ported by the findings of surveys, which identify procedural justice as a primary
antecedent of legitimacy (Sunshine and Tyler 2003a).

Studies of the legitimacy of authority more broadly suggest that people decide
how legitimate authorities are, and how much to defer to those authorities and to
their decisions, primarily by assessing the fairness of their decision-making pro-
cedures (Kim and Mauborgne 1991, 1993, Sparks et al. 1996, Tyler 1990). Tyler
and Huo (2002) refer to governance based on procedural justice as process based
regulation. They demonstrate that procedural justice is a key antecedent of defer-
ence to the decisions made by police officers and judges. In other words, proce-
dural justice also leads to deference in particular personal encounters with legal
authorities.

The same conclusions are reached in the work of Tyler and Blader (2004) on
the legitimacy of work institutions. The findings outlined suggest that one way
that work institutions can motivate their employees is by exercising authority in
ways that will be judged by those employees as fair. Those employees who feel
that they work in a fair work environment are especially willing to view the rules
as legitimate and take the responsibility to follow company policies upon them-
selves, with the obvious advantage the company does not then have to compel
such behavior. 

Interestingly, the procedural justice perspective is consistent with emerging
trends in law and the legal regulation of business. As sanction based strategies of
regulation have increasingly been questioned, government regulatory agencies
have developed a variety of strategies for enlisting businesses and other “stake-
holders” in the formulation and implementation of regulatory policy. These
include negotiation to reach consensus on administrative regulations (Coglianese
1997), cooperative arrangements for delivering social services (Stewart 2003),
and joint efforts to manage wildlife and wildlands (Karkkainen 2002, Lin 1996).
These policies decentralize power to “enable citizens and other actors to utilize
their local knowledge to fit solutions to their individual circumstances” (Dorf
and Sabel 1998: 267). All of these efforts involve procedures for decision-
making that embody the procedural justice values of voice, participation, neu-
trality, and acknowledging the rights, needs and concerns of people involved in
the decision. This does not mean that they involve wide employee participation,
but rather that they reflect the values inherent in procedural justice perspectives
on management.

It has also been found that people who experience work organizations as
procedurally just are more likely to help their groups by engaging in proactive

66 Tom Tyler



behaviors. Within formal institutions such actions have been labeled “extra-role”
behaviors, since they involve nonrequired actions not required by the group.
Research suggests that people voluntarily cooperate with groups in these proac-
tive ways when they judge that group decisions are being made fairly (Bies et al.
1993, Moorman 1991, Moorman et al. 1993, Niehoff and Moorman 1993).

4.2.4 Trust

Studies of cooperation indicate that people are more willing to cooperate when
they trust others to also cooperate. One level of trust is the ability to trust that
people will behave as expected, based upon their promises, or upon our knowl-
edge of their past behavior. We will refer to this as instrumental trust because it is
linked to the ability that we believe we have to predict what other people will do
in the future. Trust as predictability due to a willingness to keep promises –
instrumental trust – is one level on which trust is studied. For example, Burt and
Knez (1996) define trust as “anticipated cooperation” (ibid.: 70).

Kramer (1999) labels approaches that link trust assessments to one’s perceived
ability to estimate others’ future actions to be “cognitive” approaches to trust.
Attention to such future actions illustrates a key element of social interaction –
the element of risk. When people interact with others their outcomes become
intertwined with the outcomes of others – they become interdependent. This cre-
ates the possibility that one person’s failure to act as agreed will hurt the interests
of another person within a relationship. On some level, each person must make
estimates of the likelihood that others will keep their agreements and not act
opportunistically (Bradach and Eccles 1989). Those estimates of likely future
behavior are cognitive estimates of the trustworthiness of others. 

This cognitive model of trust is consistent with the image of trust that emerges
from the large literature on rational choice (Coleman 1990, Williamson 1993). In
this literature, trust is based upon the view that people are rational actors, who
judge the likely actions of others so that they can include those estimates into an
overall model of likely costs and gain of possible future actions. From this per-
spective: “When we say we trust someone or that someone is trustworthy, we
implicitly mean that the probability that he [or she] will perform an action that is
beneficial or at least not detrimental to us is high enough for us to consider engag-
ing in some form of cooperation” (Williamson 1993: 463). So, trust is linked to a
heuristic judgment about “the likelihood that the trustee will undertake expected
actions if trusted” (Scholz 1998: 137).

A calculative or instrumental view of trust can also be found within the social
psychological literature on social dilemmas. That literature examines situations in
which groups and communities are faced with scarcities in shared, communal
resources. Much of the literature on social dilemmas explores people’s willing-
ness to trust others in their community who also consume these resources. One
reason that people behave cooperatively in such settings is that they trust that
other community members will reciprocate cooperation – i.e., if I cooperate, I
expect that others will cooperate in return. I think I know how others will behave in
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the future, and can therefore shape my own behavior in response to my anticipation
of the actions of others (Brewer and Kramer 1986).

An example of this type of trust in social dilemma contexts is the problem of a
dwindling resource pool. If people are collectively drawing resources from a
common pool, they might all limit their yield so as not to destroy the pool.
Fishermen face this problem and sometimes cooperate not to over-fish certain
areas. In such a setting people must estimate what others will do. When resources
are dwindling, everyone has a desire to take as many of the few remaining
resources as possible, and collectively, this can destroy the pool for the future.
Each person must, therefore, base his own decision on whether to conserve or
overuse resources on an estimate of the likelihood that others will overuse, leav-
ing no long-term gain from the pool and no short-term gain from overuse. In such
settings, one motivation shaping people’s behavior is their trust, i.e., their expec-
tations, about how others will behave.

Within social relations, people engage in a variety of approaches to make the
future behavior of others more predictable. Laws are one example of a social
device designed to regularize social interactions by attaching penalties to failures
to keep promises. We have more confidence that others will not fail to live up to
the terms of a contract, because society has established rules about such actions
and assigned authorities to sanction those who engage in them. As a consequence,
we can more willingly trust, in the instrumental sense that we think that others will
do as they promise. More generally, people seek conditions that encourage “cred-
ible commitments” (Williamson 1993) – commitments that we can believe will be
honored because those who make them would be harmed by failing to keep them.

However we define this instrumental model of trust, the underlying premise is
that people want to know that the situation is one which will lead the other person
to act in ways that will benefit them. They can create such a situation by adjust-
ing their own level of risk taking to their estimates of the likelihood that the other
person will reciprocate any cooperative efforts that they make. As a result, people
feel that they are acting in their self-interest no matter how much they cooperate
with others. They only cooperate as much as is reasonable given their estimate of
the other person’s likely behavior in response.

4.2.5 Motive-based trust 

Motive-based trust involves social inferences beyond whether someone else will
keep specific promises or commitments. Instead, motive-based trust involves
inferences about intentions behind actions, intentions that flow from a person’s
unobservable traits and character.

Consider the example of a burglary. If the police respond when called, they
have kept their commitment – they have behaved as expected, and earned trust in
the instrumental sense. However, even when commitments are kept, the more
complex issue of motive inferences plays a role. If the police take a report after a
burglary, but the stolen items are never recovered, and the criminal never identified
and arrested, the person who called the police to report the problem must consider
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whether the police “tried” to solve the problem; “did everything they could to try
to find what was stolen”; “were concerned about the citizen’s problem”; “tried to
do what was right”; and “cared about whether the crime was solved.” These are
all inferences about the motivations of the police that the person gleans from what
the police say and do in response to the problem. 

In this sense motive-based trust is an estimate of the likely character and
motives of others. It is based upon the assumption that knowing another’s char-
acter and motives tells us whether they will act reasonably toward us in the future.
Hence, our expectation is not that the person will engage in particular actions that
they have agreed to perform. Instead, we expect that they will act out of “good
will” and do those things that they think would benefit us. 

The problem of motive-based trust has recently emerged in the context of racial
profiling (Tyler and Wakslak 2004). When the police stop a person on the street,
that person must make an inference about why they were stopped. The police sel-
dom directly explain their actions as being due to race (“I stopped you because
you are Black”), so people make inferences about whether or not they were actu-
ally stopped for that reason, and about the motives of the authorities who stopped
them, based on more subtle cues. 

Problems of motive-based trust are not confined to the police. When dealing
with judges, for example, people receive a legal ruling determining the outcome
of their case. However, the judge is in possession of legal knowledge, as well as
knowledge about how other cases are typically resolved, that the litigants do not
have. Litigants cannot very effectively determine if they have received an “appro-
priate” outcome. It is clear that repeat offenders, who spend time in jail or prison,
are better able to do so, since they exchange information with others (Casper
et al. 1988). Nonetheless, even such repeat offenders lack the knowledge held by
an experienced judge or lawyer.

One reason that we might “trust” that legal authorities have acted in good faith
in these various situations is that we tend to view as trustworthy those who occupy
particular roles in society, e.g., police officers, judges, doctors. These authorities
act as agents of society, fulfilling a particular social role (Barber 1983). Part of that
role is a set of responsibilities and obligations mandating that the authority act in
the interests of those whom they represent. These responsibilities are created and
reinforced through training into a specialized role, and via various accounting
mechanisms (Meyerson et al. 1996). One aspect of trust involves issues of techni-
cal competence. The other – the focus here – involves the expectation of moral
responsibility, i.e., that authorities will act in the best interests of others.

The concept of a fiduciary relationship is central in all situations in which an
authority has power over the lives or property of others. Key to such relationships
is the expectation that the authority involved will act in the interests of those for
whom they exercise authority. That person is trusted. Trust, in these cases, refers
to a judgment about the intentions or motives of the fiduciary agent, i.e., a
reliance on the “good will” of that person (Baier 1986).

This focus on the intentions or motives of the authority can be clearly distinguished
from a focus on the “truth” or “correctness” of their decisions. Well-intentioned
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authorities can act in good faith and make mistakes – as we learn from weather
forecasters every day. But such a failure to make a correct prediction or decision,
does not destroy motive-based trust, if we believe that authorities have good
intentions. Philosophers similarly recognize the distinction between intention and
result (Bok 1978), with intention viewed as reflecting a person’s motivations. The
law makes this distinction as well. The “business judgment rule” used by the
courts to evaluate corporate authorities recognizes that “decisions made by a
board in good faith, with due care, and with regard to the best interests of the cor-
poration” should not be evaluated by courts based upon whether they lead to good
or bad results (Mitchell 1999).

People also make the distinction between intention and result. For example,
Tyler and Degoey (1996) found that:

Some people interviewed indicated that police officers and judges are acting
in a non-neutral, biased way, yet nonetheless evaluated those authorities to be
fair. People seemed willing to forgive surface features of racism and sexism,
for example, if they felt that the authorities involved are basically motivated
to act in a benevolent manner. It was the trustworthiness of the intentions of
the authorities that shaped reactions to the procedures they employed, not
surface features of those procedures (e.g., neutrality). 

(ibid.: 334)

People focus on their assessment of the motives of authorities for two reasons.
First, because they lack enough information to directly determine what actions
the authority has taken. People are usually not in the position to know all that has
been done in response to their problem or to understand whether the police or
courts are doing everything possible to try to solve the problem in a reasonable
way. As a result, we cannot exercise control by constant monitoring of the author-
ities’ behavior (Luhmann 1979).

Second, because they lack enough expertise to decide whether those actions are
the most appropriate actions to have taken. Authorities are often in possession of
special knowledge and training that allow them to make better professional deci-
sions. Judges and police officers, like doctors, lawyers, and teachers, all spend
significant time learning their roles and responsibilities which allow them to
make decisions that cannot easily be explained to an untrained member of the
public. We expect a doctor to know, for example, about the appropriate way
to treat an illness and we must to some degree trust that the doctor is acting in
good faith.

The problem for people is to distinguish between situations in which coop-
eration with authorities is reasonable, and situations in which exploitation is
occurring. For example, we should cooperate with our doctor when that doctor
is motivated by an interest in protecting our health. However, if our doctor is
taking kickbacks from a drug company to prescribe ineffective or harmful
drugs, our trust is being exploited, and we should not cooperate. The difficulty
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lies in determining which situation we are in, when we lack the expertise to
independently evaluate the appropriateness of the drug, or lack the knowledge
that the doctor prescribes that same drug to all patients, regardless of their
illness.

Making a judgment about the trustworthiness of political authorities is partic-
ularly difficult because there is an inherent conflict of interest in the relationship
between members of the public and legal and political authorities, in which the
public must cooperate with the authorities while simultaneously protecting their
own interests. Of course, to some degree, the conflict of interest in this relation-
ship mirrors that in the relationship which people have with society and with others
in their private lives. The key judgment that shapes the way that people balance
the opposing factors in the context of their relationship with the police and courts
is their trust in the motives of the authorities.

The alternative social regulatory model that we have proposed depends in
part on the possibility that voluntary decision acceptance may be enhanced by
trust in the motives of authorities, rather than in the outcomes they provide. Tyler
and Degoey (1996) tested the argument that people’s trust in the motives of par-
ticular authorities shapes the willingness to accept their decisions, by studying
decision makers in three settings: management, politics, and the family. In each
of these three settings, they found that people are more willing to voluntarily
accept conflict resolution decisions made by third parties when they trust the
motives of those authorized to make the decision. Trustworthiness also had an
important influence on people’s feelings of obligation to generally follow insti-
tutional rules.

4.2.6 Do social motivations matter?

The potential gains of a model that includes social motivations can be illustrated
using a study of New York City based employees, interviewed about their moti-
vations and workplace behaviors. The details of the sample and the operational-
izations of the variables are provided in Tyler and Blader (2000). Two types of
cooperation were targeted for the analysis: deference to rules and extra-role
behavior.

Using regression the analysis first estimated the ability of instrumental judg-
ments to predict cooperation above and beyond the influence of each of the four
types of social motivation. The approach taken was to examine how much vari-
ance in each dependent variable was explained by one group of variables, beyond
what was explained by the other. So, for example, the ability of instrumental
motivations to explain rule following was first established. In a second equation
social motivations were then included, and a larger percentage of variance
explained by both groups. The addition in the amount of variance explained when
the second group was added, beyond that explained by only the first group of vari-
ables is the unique variance explained by that second group of variables. The
results are shown in Table 4.2.
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On average instrumental judgments explained six percent of the variance in
voluntary limiting behavior (deference to rules) beyond what could be explained
by social motivations, and three percent of the variance in voluntary proactive
behavior (extra-role behavior). In contrast, social motivations explained an aver-
age of eight percent of the unique variance in deference to rules beyond that
explained by instrumental judgments, and 14 percent of the unique variance in
extra-role behavior. This suggests that, in each case, our ability to understand
cooperation improves when we expand the motivational model to include con-
sideration of social motivations. While instrumental motivations shape coopera-
tion, they are an incomplete source of motivation.

4.3 Conclusions

Understanding motivation can help us suggest guidelines for managing groups,
institutions and societies; i.e., for regulating undesirable and encouraging desir-
able cooperative behavior. Integrating the psychological and economic perspectives
provides suggestions about how to use social motives to supplement traditional
incentive and sanction based models, leading to less costly and more effective
institutional management. Of course, as already noted, these perspectives are
already becoming blurred as economists demonstrate the importance of social
motivations in their own experiments.
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Table 4.2 The influence of social motives on cooperative behavior

Deference to rules Extra-role behavior

Eq1 Eq2 Eq3 Eq4 Ave. Eq5 Eq6 Eq7 Eq8 Ave.

Unique 13% 8%
contribution

Values (morality;
legitimacy)

Procedural justice 6% 6%
Motive-based trust 4% 5%
Identification 8% 22%
Average 8% 14%
Unique 4% 5% 6% 7% 9% 2% 1% 0%

contribution
(policies yield
favorable
outcomes;
incentives for
performance;
sanctions for
deviance; job
rewards are high)

Average 6% 3%

Source: based on a sample of 404 employees in New York City. The sample is discussed in detail in
Tyler and Blader (2000).



The key point to both groups is that the limits of economic incentives and
sanctions as strategies for motivating voluntary cooperation, due both to limits in
resources and difficulties in implementation, have led to an increasing focus on
the need to understand social motivations for cooperation. The changing nature of
identity, of citizenship, and of work, are all leading to greater attention to the fac-
tors shaping voluntary engagement and cooperation with groups, institutions, and
societies. A world in which people will work unceasingly on behalf of and even
willingly die for causes they believe in must be understood through the lens that
includes a focus on social motivations. 

These recent findings of both social psychological and economic research on
the nature of motivation in institutional settings have important implications for
understanding how to promote cooperation in real-world settings. They point to
the importance of encouraging social motivations, and as a result, broaden the
framework within which motivation is understood. Approaching cooperation
from this framework suggests new approaches to our understanding of how most
effectively to design groups, institutions and societies. 

Notes

1 This chapter is based on a paper presented at the workshop on the Evolution of Designed
Institutions. Evolutionary Economics Group, Max-Planck-Institute of Economics, Jena.

2 Economists working to expand the range of motivations considered in institutions
include Frey (1997); Fehr (Fehr and Rockenbach 2003, Fehr and Fischbacher 2004);
Falk (Falk and Kosfeld 2004); Stutzer (Stutzer and Lalive 2001) and others.

3 Institutions can also be made more efficient by establishing markets and then relying on
people’s self-interest to direct behavior. The issue of whether such markets are a more
efficient approach than seeking to activate social motivations is important, but is beyond
the scope of this chapter.
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Part II 

Emergence and change of
designed institutions





5 Preferences in social interaction
and their influence on formal
institutions

Uta-Maria Niederle

5.1 Introduction1

It is a well-established theory in economics since Demsetz’ seminal paper (1967)
that institutions, and especially the formal variant of property rights, have their
origin in beneficial or harmful effects that human action can have on others and
that they change in order to internalize these upcoming externalities over time. It
is equally commonplace by now that the devices to internalize (positive and neg-
ative) external effects work more or less efficiently. External effects may be due
to external shocks as is the case in Demsetz’ paper with the colonial commercial-
ization of fur trade in the case of the North American Labrador Indians. Another
example from anthropology of an external shock is the introduction of the horse
for hunting buffalo among the Blackfeet Indians (Nugent 1993). External effects
can also arise from endogenous technological progress, however, a variant that is
mentioned by Demsetz, but not further discussed. Nor in his (2002) article, where
he broadly outlines the history of dissemination of private property along the line
of technological revolutions furthering specialization, Demsetz is clear about the
mechanisms of change. 

Instead, he does seem to presuppose something like a human genetic predis-
position or “preference” for private property (Demsetz 1967: 350). This is a very
interesting assumption in that it draws attention back to the question of invariant
human endowment and unchanging preferences. Part of this unchanging human
genetic endowment are instincts in social interaction or, in short, social instincts,
such as reciprocity or commitment.2 These instincts in social interaction shape
informal and formal institutions in a more fundamental way than economists
seem to know or accept in their theories. The presumption can, of course, be chal-
lenged that innate characteristics explain behavior of different groups or societies
(Anderson and Swimmer 1997), which are rather to be explained by constraints
and incentives. Demsetz himself modified his implicit presumption of innate
preferences for private property in his (2002) paper.3

Nonetheless, a system where the law were not respected to some extent
“instinctively” would fail, since costs of control and sanctioning, i.e., enforcement of
rules, would override gains from the rule itself. Here, innate characteristics or social
instincts supporting the “rule of law” come in again. The rule of first possession is



an example of a rule that is supported more or less universally and seems to have
some instinctive acceptance. It has been the organizing principle of most social
institutions, and it seems hard to displace it although other rules of acquiring title
might have become more efficient in some cases (Epstein 1979). An alternative
rule might be effective use or distributional equity. For instance, the exploitation
of the ocean bed or the Antarctic regions need not rest upon the first possession
rules, but most likely they will.

Hence, innate characteristics may not only influence institutions, but shape
them in a unique and systematic fashion. Then, the design of institutions would
have to deal much more with the human endowment of social instincts than is
done so far. In this way, also puzzles of institutional inefficiency like the one men-
tioned above might be solved. 

The present chapter attempts to provide the missing link between preferences
in social interaction and formal institutional change. Advances have indeed been
made to account for the influence of institutions like markets on endogenous pref-
erences (Bowles 1998) and in the political sphere (Frey, in this volume) but not
the other way round. What can we say about the reverse influence of preferences
on institutions? This chapter traces the impact that innate human characteristics
have on rules of ownership as one form of a formal institution. It also distin-
guishes endogenously changing bases of preferences. In that respect, Section 5.2
discusses differences between varying bases of preferences for certain rules or
outcomes inagivensituation, relating toattitude formation, and theunderlyingmore
invariant substantive bases of such preferences, i.e., social instincts. Section 5.3
looks at the impact of such instincts at the advent of institutional rules in first
simple societies and then compares the findings with today’s modern economies.
The problem of mutual influence between the variant bases of preferences, i.e.,
attitudes, and institutions is also addressed here. Section 5.4 concludes.

5.2 Changing and unchanging bases of preferences
in social interaction – some clarifications

There is an ongoing debate on the nature and endogeneity of preferences. As stated
before, advances have been made to account for the framing of preferences by insti-
tutions. But still, what about the framing of institutions by more or less unchanging
human characteristics? As an example, people immediately accept certain rules in
interactions, like reciprocity. From there institutions spring as whole systems of
rules, including mechanisms of control and sanctioning. People have, however,
a bias as to what outcome of a rule or institution they judge to be “fair” and what
process of origin of the rule they think legitimate. Most people seem to accept a rule
in a certain context but not in others. Norms of reciprocity as well as fairness and
legitimacy considerations also seem to diverge in different societies and have
changed in the course of time (see Bowles 2001, Henrich et al. 2001).

Becker (1976) holds that there are stable, underlying preferences (or tastes),
which are “defined over fundamental aspects of life, such as health, prestige,
sensual pleasure, benevolence, or envy” (Becker 1976: 5, see also Stigler and
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Becker 1977). In his theory, tastes themselves do not vary due to a new argument
in the otherwise unchanging utility function. This argument is a function of time
allocation and learning of human capital, where the latter changes according to
Becker’s (1996) “personal and social capital theory”. His theory lacks, however,
the naturalistic foundation that is the focus in this chapter to analyze institutions;
it is still strongly oriented at decision theoretic formulations of methodological
individualism. Contrary to Becker, who states “that basic needs for food, shelter,
and rest have little to do with the average person’s choice of consumption and
other activities in modern economies” (Becker 1996: 3), in what follows it will
be held that, in order to analyze institutional change, it is indeed necessary to
look into the natural foundations and systematic, not arbitrary, change of prefer-
ences, following substantive (socio-)biological and (socio-)psychological
insights.4 The task of this section is to show how a naturalistic version of pref-
erence bases enhances our understanding of changing institutions and of their
invariance.

This chapter distinguishes between two kinds or layers of preferences: the
well-known “revealed” preferences in a given situation, dealt with in economic
decision theory, and a more “substantive” version of preferences. Substantive
preferences are grounded, on the one hand, on basic needs5 and social instincts in
the case of social interaction.6 It is important to draw a sharp distinction between
the rather unchanging substance of basic needs and social instincts and culturally
changing tastes for satisfying these needs and living up to basic instincts. Hence,
on the other hand, substantive preferences also emerge from a variant basis,
which correlates to attitudes, and may change endogenously on this attitude basis.
Drawing on the social psychological concept of attitudes and attitude formation
based on beliefs and (emotional) evaluation, it is scrutinized how learning of atti-
tudes and their repercussions may influence patterns of rules in interaction and
institutions apart from their instinctive counterpart. Since human beings are a
product both of biological and cultural evolution, a conflict may arise between
biological underpinnings and cultural influences on preferences. This is  the topic
of the next section, but first, social instincts are discussed as the central basis of
all preferences in social interaction and, second, attitudes are introduced as the
main element of expressing and shaping endogenous preferences.

5.2.1 Social instincts

There seem to be clear biological underpinnings of behavioral expectations in
social interaction, like a sense of reciprocity and fairness in cooperation (Jones
2001: 1182, see also Henrich et al. 2001). Such biological underpinnings of
behavior are adaptive in the sense that they have responded to and have enhanced
survival and reproductive chances in a selective environment – for the individual
herself and in the social group. In this way “evolutionary processes inevitably
and importantly contribute to the common origins and ordering of some
preferences” (Jones 2001: 1166, emphasis added, U.-M.N.). In this sense, people
are no tabula rasa.
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This section focuses on substantive preferences in social interaction, i.e., biases
in favor of specific rules but also of certain outcomes. If social interaction is inter-
preted in a strategic, i.e., game theoretic, context, then substantial preferences are
directed towards certain payoffs and procedures in a game. Preferences can be
interpreted as substantive in that deriving some ordering of preferences involves
a calculus that is based on the sensation of real pleasure and pain springing from
human needs and their satisfaction. 

Here, the specific question is whether some rules may be adopted more easily
than others and to what factors this might be due (Cosmides and Tooby 1994).
Thus, one can start from the hypothesis that some decisional bias in a situation of
social interaction is genetically based. In the social context one might speak of
social instincts as innate impulses to act. These social instincts, in the end, sup-
port the satisfaction of individual (basic) needs.7 For example, cooperating and
reciprocating for gaining food ultimately serves satisfying not only bodily needs
but also, by acting and being treated cooperatively, even serves social-psychological
needs like social integrity. 

A list of such bases of substantive preferences, or social instincts in social
(or strategic) interaction, should at least comprise the following six elements: rec-
iprocity (in cooperation and retaliation),8 conformity,9 commitment and loyalty,10

readiness to help others11 like giving and sharing, status12 and prestige, posses-
siveness.13 Since it is a tentative compilation, this list does not claim complete-
ness. Single elements given in the list, however, are discussed in diverse contexts
of social interaction in socio-biology and evolutionary psychology. Let us now
discuss some of the list’s elements and also why some features figuring promi-
nently in the literature are not included here.

Altruism is an important, but difficult notion in the context of being ready to
help, since it seems to stand for any behavior that is considered to be irrationally
social. In evolutionary biological terms altruism is defined in terms of survival
and reproduction: “A behavior is altruistic when it increases the fitness of others
and decreases the fitness of the actor” (Sober and Wilson 1998: 17). In psycho-
logical terms altruism applies to motivational states. Therefore, altruism is an elu-
sive concept in that it can be either some other-regarding behavior or it does
rather belong to the realm of emotive motivation when it includes the well-being
of others in one’s own well-being. Since more concrete social instincts like reci-
procity or sharing include part of what is globally termed as altruism, I stick to
the more concrete terms here. Instincts of reciprocity and sharing immediately
translate into rules and are the most basic concern of them. As an example, cer-
tain duties and obligations of preserving one’s real estate for public interests exist
in the law, modifying the general rule of proceed as you please. 

A special position is taken by instinctive behavior like possessiveness and
status seeking. It is clear that both have implications for accumulating material
goods to satisfy human needs. Likewise, both social instincts have implications
for substantive rule and outcome preferences: Since most rules mark some property
rights in their core, their compliance ensures enduring possession of goods and
immaterial things that are needed to survive and prosper. Hence, possessiveness, or
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rather abstaining from possessive behavior, also guides, e.g., rules of reciprocity
or sharing. Status seeking (also in connection with possessiveness) seems to sup-
port foremost social-psychological needs of having one’s place in a social group.
Using one’s status may be particularly relevant for legitimizing and diffusing
rules, but also seeking status can be a motor for adhering to the rules and being
considered to be faithful (loyal). This argument is used by Richerson and Boyd
(2001: 196f.) to underline their co-evolutionary argument of prestigious mating,
combined with pro-social prestige norms, e.g. commitment and conformity.
Prestigious mating can even evolve as a genetic predisposition. This is the case
when cultural fitness of prestige outweighs genetic fitness, meaning that cultur-
ally determined competition favors investments in pro-social prestigious behavior
over not investing in conforming to such prestige norms, even if not investing
would correlate to better genetic fitness.

Similar thoughts apply to fairness considerations. They are not included in the
list, because they seem to be equally difficult to grasp as a concept as is altruism.
Sometimes they are concerned with splitting some outcome (“fair share”) and
sometimes they are concerned with the rules in the process of splitting (“fair
rule”). The difficulty is whether fairness is itself a social instinct, or whether it is
rather instrumental in that it merely supports, e.g., in an emotional way, other
basic instincts like reciprocity or giving and sharing. If the latter is indeed the
case, then fairness considerations would always be linked to immediate emotional
reactions like anger about unfair shares for oneself or others; but these emotions
are not the same as the direct impulses to act, i.e., they are not the same as
instincts. To be sure, fairness does by no means imply equal share. Hence, an
inequality aversion occurs only in situations where the measures of need and
desert, being the two important criteria for judging fair shares, have rendered
equal shares the fair distribution. Hence, situational factors especially play a role
in fairness considerations. There exists a self-serving bias by stakeholders
whereas disinterested observers may reach a rather unbiased consensus on fair-
ness judgments (Konow 2000). A further aspect of situational factors is that pref-
erences in transactions seem to depend on the perceived relationships (market or
family) and involve related concepts of fairness (Bowles 1998: 87). These facts
demonstrate again the psychological-motivational foundations of preferences in
interaction, and fairness considerations are one important factor of mediating the
instinctive impulse to act in a social situation.

Another and very important form of preference related to social interaction is a
specific “rule preference” which is cognitively anchored: preferred rules have to
be simple, salient, and clear. In this way, rule preference is of an essentially esthetic
nature, which is ultimately prompted by our psychological – and cognitive  –
make-up (Schlicht 2000: 39, FN 10). It is likely that humans have a genetic pre-
disposition to accept certain specific forms of rules as pertinent rules, which is
connected to the specific cognitive-mental conditions in humans. If the human
mind is endowed with an adaptive learning capacity and a corresponding flexibil-
ity of decision-making, then it should also be adaptive to be guided by some rules
that make decisions easier to achieve, i.e., to have rule preferences of a certain kind.
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Social instincts in interaction are also linked to positive and negative emotive
reactions, respectively, such as sympathy, envy, anger, and others.14 These feel-
ings represent the mechanisms that produce a hedonic state, that is, a pleasant
or unpleasant sensation. This bears some relation to “visceral factors” referring
“to a wide range of negative emotions (e.g., anger, fear), drive states (e.g.,
hunger, thirst, sexual desire), and feeling states (e.g., pain), that grab people’s
attention and motivate them to engage in specific behaviours. (...) Visceral fac-
tors (...) can alter desires rapidly because they themselves are affected by
changing internal bodily states and external stimuli” (Loewenstein 2000: 426).
Such emotive reactions bear a direct relation to attitudes as one major factor of
motivation to act. Attitudes are equally based on beliefs as well as (emotive)
evaluations. They are the second – and changeable – pillar on which prefer-
ences for institutions rest.

5.2.2 Attitudes

In contrast to social instincts and basic needs as unchanging substance of
preferences the variable bases of preferences relate to changeable attitudes.
Attitudes are “learned predispositions to respond in a consistently favorable or
unfavorable manner with respect to a given object” (Fishbein and Ajzen 1975: 6,
emphasis omitted, U.-M.N.). In other words, attitudes represent a person’s general
feeling of favorableness or unfavorableness toward some stimulus object.15 As a
person forms beliefs about an object, she automatically and simultaneously
acquires an attitude toward that object. The relation is such that each belief links
the object to some attribute, and the person’s attitude toward the object is a
function of her evaluations of these attributes (ibid.: 216). Since attitudes are
learned predispositions, they are moldable. They change with experience (also
mentally) of the stimulus objects, i.e., with goods and services and with social rules
or institutions. Attitudes as evaluations can easily be likened to a psychological
interpretation of preferences as “expressions of an affective response” rather than
the reflectively reasoned orderings in economics (Kahneman 2003: 1463).16 In
the same manner, attitudes are defined by the affective value of (the mental
representation of) objects and not by choices (Kahneman et al. 1999: 206).

Attitude formation is a function of the beliefs, i.e., subjective probabilities,
about an object (cf. for this aspect Fishbein and Ajzen 1975: ch. 6). Briefly, the
scheme is as follows:

[F]rom direct observation, other sources of information, and inference, a per-
son forms beliefs about the attributes of an object. Beliefs are thus statements
about whether or not, or in what ways, the object possesses certain attributes.
Attributes are evaluated independently in terms of their “favourableness” or
“unfavourableness”. Both beliefs and evaluations are taken to be exoge-
neously [sic!] and independently determined. The person’s attitude toward an
object then depends on his beliefs about the attributes of that object together

84 Uta-Maria Niederle



with his evaluations of those attributes. Attitudes, in turn, generate intentions,
and intentions determine behaviour.

(Katzner 1989: 136) 

In the course of a person’s life, her experiences lead to the formation of many
different beliefs about various objects, actions, and events. These beliefs may
result from direct observation or from inference processes as forms of cognitive
learning. Some beliefs may persist over time, others are less stable, and new
beliefs may be formed. This is due to a growing body of experiences and knowl-
edge accumulation. However, rapid growth of knowledge may cause problems to
stability of beliefs. This may also cause instability in attitudes, which in turn may
paralyse action because of uncertainty. For example, with rapidly changing or
heterogeneous institutions economic actors seem to “wait and see”. 

Change of both positive and evaluative components of attitudes, namely beliefs
and evaluations, depends upon (expected) experience of pleasure and pain from
the stimulus objects. This experience is connected to primary reinforcers.17

Primary reinforcers imply genetically programmed neural pathways that
classify some sensations as pleasant and others as unpleasant. In this sense
the primary reinforcers correspond to (...) “innate, built-in values”. Specific
primary reinforcers arouse sensations that humans call feelings or emotions
(...) Emotions and the reinforcers that evoke them are indicators of comfort
and, as such, are bases for evaluating experiences. 

(Pulliam and Dunford 1980: 25f.) 

In essence, all goods, services, and interaction, which serve to satisfy basic needs,
can be primarily reinforcing. Also former neutral or unknown stimuli can become
(secondary) reinforcers, when they are experienced with primary ones.18 In other
words: Reinforcement processes are at work as a basic learning mechanism in
changing attitudes.

Hence, because of reinforcement “attitudes may unwittingly be coloured by the
context in which an object has been experienced” (Stroebe and Jonas 1996: 244).
Furthermore, “the plasticity of people’s memories may turn unexpected conse-
quences into conscious aims, and the malleability of their preferences may make
formations they once feared or opposed desirable after the fact” (Kuran 1991:
269). This mechanism helps to reduce cognitive dissonance, or regret. Mere expo-
sure to the same – novel – stimuli effects a (positive) change in attitudes, whereas
exposure to familiar stimuli does not have such an effect (Fishbein and Ajzen
1975: 281ff.).19 Thus, the same object may evoke different valuations depending
on its description or framing and on the context in which it is evaluated
(Kahneman et al. 1999: 206).

The formation of attitudes in the sense discussed above is something inher-
ently social. To stress the social components in attitude change the role of social
interaction in learning mechanisms has to be emphasized. As Witt (2003: 12)
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elaborates the important fact is that in their cognitive development, individuals
are not entirely autonomous. Their cognitive frames and with it, their attitudes,
are influenced by communication with their social environment (as source of
information) and by the socially contingent rewarding or non-rewarding experi-
ences with certain information content (as source of valuations). This process
starts early in childhood with the acquisition of language and the identification of
meaning and continues during lifetime with communication and socializing with
others. The more frequent and intense the interactions between agents are, the
more likely it is that tacit, socially shared commonalities emerge in their subjec-
tive interpretations and valuations (Bandura 1986: ch. 2). These commonalities
can also lead to socially shared models of behavior incorporating ideas of how to
behave in certain social situations. These models often have normative conna-
tions. Within intensely interacting groups people tend to adopt such models for
their own behavior and expect others to adopt them, too. These social-cognitive
mechanisms represent the behavioral underpinnings for culturally molded prefer-
ences (via attitudes) that are relevant for the change of consumption patterns and
institutions over time (see also Bandura 1986: ch. 4).

To sum up, social instincts can account for invariants in institutional arrange-
ments, whereas mechanisms of attitude change may help to predict the variants.
However, the mechanisms described above make it more ambiguous to predict
social behavior from attitudes than from social instincts, since the latter are more
immediate, and even behavioral, responses to stimuli, whereas attitudes are valua-
tions of mental representations with no immediate impulse to act. But – and that
makes the concept valuable – attitudes are more reliable and more tractable pre-
dictors of changing institutions than any other abstract concept of preferences.
How social instincts and attitudes work together in the evolution of (formal) insti-
tutions is subject of the next section.

5.3 Evolution of preferences and institutions

This section scrutinizes, first, the invariant influences of social instincts on
social behavior and institutions. To complicate matters, this perspective then
has to be combined with variant influences of attitudes in order to show the
mechanisms that are at work in changing real (formal) institutions. It should
be noted that there need not only be a positive impact of social instincts on the
evolution of institutions but that the reverse case of negative impact is also
possible in the course of institutional evolution and has to be taken into account
as well.

The supplementary assumption to be made in a dynamic, evolutionary setting
of institutional change is technological change. Without technological change
there would be no need to change systems of institutional arrangements substan-
tially (see Service 1995). This is also what Demsetz (1967, 2002) seems to imply.
There would not be much change in attitudes either. Technological as a motor of
organizational change requires institutional adjustments. Thus, technological
change is seen as the external, given factor. (That line of reasoning does not exclude,
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however, the possibility of autonomous, gradual institutional change without
preceding revolutionary technological innovation.) The invariant human endowment
together with technology-based variation in social organization sometimes leads
to peculiar outcomes of such adjustment processes. 

In this section it is shown how the set of social instincts presented before work
on the development of institutional rules, or, more precisely, ownership rules.
These instincts are not only of vital importance for the development of first rules
in simple societies, but they are still of vital importance today. The case of prop-
erty rights is chosen for illustrative purposes because of the ubiquitous presence
of ownership rules in all societies or economic systems – ancient and modern,
small-scale and large-scale societies. Moreover, rules of ownership also comprise
some rule elements that are exceedingly important for another branch of institu-
tional rules, namely rules of contract. Social instincts are vital to all institutions,
and some especially serve specific kinds of institutions.

5.3.1 Social instincts and institutional change

Social instincts as innate predispositions to act are the invariant factor in institu-
tional change. They can be superimposed by learned attitudes and behavior, but
they cannot be molded like attitudes, neither can they be completely suppressed.
Hence, their effect has to be reflected in formal institutional design if they should
not run counter to the intention of the rules. The social instincts described in
Section 5.2 are now discussed in turn as they drive the process of building insti-
tutions. These social instincts are the important initial factors driving the emer-
gence and diffusion of first institutional rules in that they enable formulation and
enhance enforcement, i.e., legitimacy, control, and sanctioning, of rules. But even
today, social instincts guide rule following or hamper their dissemination. So far,
the analysis will be static in the form of impact analysis. Dynamic elements will
be added with attitudinal change in the next section.

When the impact of social instincts and changing attitudes is examined in the
contexts of informal and formal institutions, respectively, the line of argument
differs slightly for both cases. Whereas informal institutions relate to social norms
and develop spontaneously via coordination or simple regularity of behavior,
formal institutions need a formal apparatus of both sanctioning and changing the
rules. The only difference in the context of change, though, is that with formal
institutions an additional layer of political process with some external agent adds
to the basic processes of informal, group internal change. The impact of social
instincts on both, informal and formal, processes seems to have the same rele-
vance, however, if not exactly the same mechanisms. Corresponding to the title
of this chapter the analysis will concentrate on formal institutions.

Social instincts have an impact on different rule dimensions. They influence
the definition of a rule – in terms of the two basic relations of property or con-
tract. They also influence rule propagation and rule following, also in form of
defection from existing rules. Lastly, they influence the sanctioning of rule devi-
ators. The social instincts given in the list in Section 5.2 are now analyzed for
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their impact on the process of definition, legitimization, and sanction of ownership
rules.

The first and most basic instinct is reciprocity in cooperation and retaliation.
Reciprocity is a precondition for exchange; and exchange is beneficial in a world
of unequal distribution of scarce resources (see also Service 1995 for a discus-
sion). Without the impulse to retaliate no promises (as an informal institution)
would be kept initially, which is a precondition to keep contracts (as a formal
institution). As is well known, the potential to sanction deviate behavior is vital
for the initial occurrence of cooperation, not merely being self-enforcing coordi-
nation. For ownership rules exactly this impulse to retaliate, but also to respect
what seems the other’s due, is the initial force of formation. In other words,
beside reciprocity as retaliation allowing natural and reflexive modes of sanc-
tioning, its positive form supports the definition of contract, i.e., (together with
fairness considerations) it helps defining equity. How retaliatory behavior still
comes through even today can be seen with some dysfunctional reflection in
modern legal systems. There are forms of excessively filling the courts with law-
suits of which the subliminal or sub-threshold motives seem to be retaliatory in
character. This phenomenon cannot be explained by simple incentive or cost-
benefit arguments. The probability of losing one’s case does not really seem to be
assessed in these cases. Another point in terms of negative impact is retaliatory
impulses or moral aggression in modern times of the state assuming the central
coercive power to sanction deviation. Taking the law in one’s own hand or even
mob law may be the consequences. On the other hand, this is an expression of
returning back to simple (informal) modes of individual or group sanction when
the state is not considered to be the reliable force any more (as in times of revo-
lutionary changes in politics and the law). Then, returning back to simple modes
of behavior would be quite an adaptive strategy.

Possessive behavior is the next element to be discussed, which has a direct
bearing on defining and maintaining property rights. Although there is no direct
bearing of possessiveness on the concrete rules of ownership (Service 1995: 90),
property rights in general help ensure continuing control over the objects of pos-
sessive behavior, i.e., the natural and social resources for satisfying basic needs
and for ensuring survival and reproduction, even if there is no direct proximity of
the proprietor to his or her property (Niederle 2004). Respect of property requires
recognition of a lasting owner-object bond (Kummer 1991: 81, see also Ellis
1985: 115). Possessive behavior in conjunction with human insatiability and the
seemingly endless creation of new wants parallel to technological advances, how-
ever, plays a trick on sustainable economic growth today and on the formation of
“sustainable” institutions as well to cope with it. Although these genetic traits
have been fitness enhancing in terms of risk averseness (keep it, once you have it)
and adaptive in extreme environments of scarcity and low levels of subsistence,
now they seem to take human society towards their ecological limits.

The third instinct to be discussed is giving and sharing. As a form of helping
others it defines the limits to exclusive property rights. Therefore, giving and shar-
ing has an indirect effect on the institutions of allocating property and of distribution.
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Service (1995) notes, that the “pooling and sharing of goods [...] is suggestive of
the nature of property in primitive society. Individuals obviously must have the
goods before they can share them, and others must want the goods (love to pos-
sess them) in order to receive them willingly.” (ibid.: 91) Obviously, possessive
behavior stays in sharp contrast to this instinct and often overrules it; and many
rules are formulated in order to overcome this tendency.

The fourth item is “rule preference”. The concrete form that rules take is cog-
nitively anchored in such a rule preference for – to repeat – simple, salient, and
clear rules. This preference guides rule definition as well as rule propagation and
following. Rule preference limits the kind of rules that are accepted informally or
agreed to formally to certain types. An example is the ubiquitous rule of first pos-
session in property law. Clearly, this cognitive bias limits the complexity of rule
systems that humans can cope with, and often, the law systems of modern soci-
eties go beyond. An indicator for that may be the increasing amount of constitu-
tional complaints and challenges.

Status as fifth element is a factor of propagating rules, which can also take the
form of defecting from former, existing rules. This applies to all rules, of course,
not only to rules of ownership. (For a discussion in co-evolutionary terms of
prosocial commitment see Richerson and Boyd 2001.) Individuals with high
status, e.g., political or religious leaders in stratified societies, have the power to
bring new rules on the agenda and promote them (for an example from anthro-
pology see Ensminger and Knight 1997). In egalitarian simple societies media-
tors or arbitrators do not have the same coercive power to act on rules, but their
authority serves the customary resolution of disputes. Thus, by adjudication auto-
matically new rules are articulated, just as today’s judges set precedents in some
form or another (see Benson 1988). Whether new rules do indeed disseminate is
also determined by the other social instincts just discussed, but promotion of rules
by high status authorities serves to legitimize rules and furthers acceptance.
Unquestioning faith in rules and authority is the other side of the coin. 

Dominance and violence have been present in the progressive development
of overt status differentiation in larger social groups in sedentary societies (see
Knauft 1991: 395ff. on this and the following). Since property and possession
increase with sedentism, with it, various forms of (competitive) leadership and
status hierarchy to control resources emerge. While simple hunter-gatherer soci-
eties are organized strongly egalitarian, some form of leadership is needed to
coordinate action among larger social groups in sedentary societies. While dom-
inance (and competitive) behavior is suppressed in the early and simple societies
for reasons of risk-minimizing and equal access to resources for all members, in
societies where a surplus can be gained dominance comes to the fore again in
order to control (and possess) resources. Hence, dominance of elites can be traced
in (formal) institutional arrangements of property since then.

Lastly, the individual aspiration to status and prestige in a group also influences
commitment and loyalty to the group and to the respective rules prevailing there.
(For the co-evolutionary mechanisms see again Richerson and Boyd 2001.)
Commitment and loyalty obviously foster the respect for given rules in a group.
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The same is true for behaving conformingly in a group. Conformity enhances
diffusion of rules through imitation in order to stay uniform. The negative aspect
here is that conservative conformity hampers the emergence and spread of new
rules. Another negative aspect is that, sometimes, sub-group rules and norms
stand against rules of the whole group so that conformity and/or commitment/
loyalty to these sub-group norms means defecting from other, institutional rules.
It may be the case, for example, that for the sake of conforming to cultural sub-
groups social or institutional rules are broken wilfully, e.g., damage to private or
public property and vandalism.

All the instincts that have been discussed here serve to formulate and enforce
the rules necessary for a society to function – be it small or big, simple or com-
plex. They work on a very fundamental basis of unconscious behavioral reactions
to existing and new rules as well as deviations from these rules. Their varying vis-
ibility in institutions is due to cultural shaping of attitudes and learned behavior
that superimpose the genetically coded layer of instincts.

5.3.2 The role of attitudes in changing formal institutions

This section analyzes the role of attitudes as the basis of preferences that translate
into institutional change. The questions to be answered are: How does change in
attitudes come about? And how does this attitudinal change influence the
variation of old and acceptance of novel institutional rules? 

In economics, there exist two main influences on action (when preferences are
given initially): first, perceived utility and, second, the perception of constraints.
For the analysis here, utility is measured in terms of expected pleasure and pain,
and sources of constraints are budget, technology, social norms and law, but also
“human nature”, i.e., social instincts that are not to be totally suppressed. The tra-
ditional list of constraints is extended with this last element, because it constrains
behavior in a similar manner as the other elements do, albeit being itself a pref-
erence determinant. It is the only constraint that is internal to the human make-up
and cannot be changed. The other – external – constraints are subject to change
themselves. And so are endogenous preferences, incorporating attitudes.

Now, attitudes can help evaluating utility and constraints. In that, they serve an
important function for developing preferences over objects and outcomes. They
help categorizing incoming information, such as new experiences, along estab-
lished evaluative dimensions (Stahlberg and Frey 1996). In that way, attitudes
help to simplify and understand the complex world around us. To repeat, atti-
tudes include beliefs about the characteristics and functioning of the object or
outcome under consideration as well as some (also emotional) evaluation (posi-
tive or negative) towards the object or outcome under evaluation. Change of these
two components of attitudes seems to be at the core of changing preferences and
behavior.

On the meso or macro level about generalized attitudes and their components,
one can aggregate beliefs about the world to “world views” and the evaluations
can be summed up to “values” of a time. These two aspects of general attitudes,
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being expressed as world views and values, can be made use of in a generalized
model of change of formal and informal institutions.20 Then, values are a func-
tion of world views, and world views are a function of technical and scientific
standards. Hence, world views seem to be more elementary than the resulting
values, because, for example, knowledge of the world’s functioning influences
elementary religious beliefs and the rules of conduct springing from them. One
of the most famous examples for general change of attitudes is the impact that
Galileo’s (1564–1642) fundamental discoveries had on the view of the world
thereafter. In spite of his conflict with the church concerning the geocentric
model of the universe the scientific revolution was not to be repressed. Main dis-
coveries in astronomy at that time were tied to advances in optical technologies,
e.g., the telescope. In turn, with the recognition of the heliocentric model the
view of man’s place in the universe changed and with it social values of man’s
due changed as well. For example, with the advent of Renaissance and its new
scientific findings people, became much more worldly and self-oriented, empha-
sizing their own happiness in this life instead of waiting for happiness in the
hereafter. Another fundamental example is the agricultural revolution with the
invention of the plough effecting a whole host of social changes starting from
property rights in land to social stratification and leadership. In the remainder of
this section more of this macro perspective will be focused upon while incorpo-
rating the micro mechanisms of attitudinal change, which have already been
shortly addressed in Section 5.2. 

Showing the starting point of institutional change the highly simplified theo-
retical account runs as follows: humans have basic and unchangeable needs in
terms of purely bodily needs and social-cognitive needs. When satisfying them
they have to take into account that they have to interact with other individuals.
Since the pleasure-pain calculus is applicable to all human behavior, also in
human interaction, people must try to conform to their basic social instincts when
satisfying these basic needs. That means, individual actors are constrained, first,
by the available (technical) means for satisfying needs and, second, by the social
determinants of need satisfaction, like identity in relation to others and respect or
even envy by others. Both of these constraints form general attitudes of a time
towards consumption and institutions. The constraints are in turn subject to
change. The primary force of change is technological innovation (cf. also
Redmond 2003: 665). The search for new technologies is driven by curiosity and
a drive for still better solutions to problems of need satisfaction, if possible in the
existing environment and existing mode of economy.21 In this interpretation, ulti-
mately (basic) needs drive the process of innovation and diffusion; they are (qual-
itatively) insatiable,22 because of their aforementioned social dimension.

It is assumed here that new technologies are at the center of creative purposes.23

Radically new behavior in the form of new institutional rules in social interaction
does not seem to be a plausible starting point of new and revolutionary develop-
ment, because whenever radical changes in human social groups took place, they
were accompanied, or even initiated by technological innovations or at least tech-
nological imports (Nugent 1993, Gudeman 1986: ch. 1). Institutional change is
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foremost induced by the spread of new technologies and the new forms of
production and specialization they generate (see McKendrick 1982a, 1982b for
an illustration of social change). These new forms of organization plus external
effects of new technologies entail new regulation of social interaction. Foremost,
new property and new liability rules have to be arranged informally or formally
in order to internalize these external effects. More precisely, they have to bring to
bear the costs of negative effects and to appropriate the gains of positive effects.
Thus, behavioral innovation, or better, adaptation, follows rather than precedes
technological innovation. 

The aspect of changing attitudes towards some existing technology that trig-
gers innovative activities is not scrutinized here, neither the aspect of changing
attitudes towards some new technology in the diffusion process. The process of
changing the underlying attitudes inducing institutional change, however, is of
central importance. Change in this respect seems to follow quite intuitive processes
of positive/negative experience with old versus positive/negative expectation from
new institutional rules. (Similar processes can be identified for the area of attitu-
dinal change towards existing and new technologies as well.) 

Figure 5.1 illustrates the relation between negative versus positive attitudes
towards old versus new institutional rules. Negative experience and dissatisfac-
tion with existing institutional rules triggers negative evaluations, and, with it,
negative attitudes towards these rules, whereas positive experiences and habitua-
tion rather induce positive evaluations and attitudes. Similarly, negative expecta-
tions (via negative information) about new institutional rules induce negative
attitudes, whereas positive expectations and mere exposure trigger positive atti-
tudes. In order to let a new institutional rule be propagated and disseminate two
things have to occur: positive attitudes towards old rules have to change into neg-
ative ones, and potentially negative attitudes towards new rules have to be con-
verted into positive evaluations. These two directions of change are now analyzed
more closely. 
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When analyzing, first, the change of positive attitudes toward old rules into
negative ones, two effects work in opposite directions. Dissatisfaction with the
status quo caused by technological innovation works into negative direction of
attitude change, while support of the existing status quo through habituation
impedes this change of attitude. 

To show the role of the two effects in the process of attitudinal change towards
institutional rules, let us assume experience of allocative and distributive effects
in the status quo versus some (potential) new situation. Attitudinal evaluations
depend, on the one hand, on the perceived utility of technological progress and
its institutional effects but also, on the other hand, on the affective evaluations
previously held. Experiencing negative welfare effects from old rules can be
expected to affect attitudes negatively, because loss of material or social position
triggers dissatisfaction with this situation on a cognitive dissonance basis. It is
an equally simple fact that people adapt their attitudes toward their situation.
Attitudinal adaptation may also play a role in the habituation process. Counter-
attitudinal and incentive- or force-induced behavior may change attitudes in a
systematic way, namely to reduce cognitive dissonance springing from behavior
being incoherent with original attitudes, i.e., attitudes, not behavior, will be adapted
(cf. Stroebe and Jonas 1996: passim). Hence, there exists some habituation effect
of the status quo on attitudes towards the status quo. This connection impedes the
change to negative attitudes towards the status quo of rules at the cost of forma-
tion of positive attitudes towards new rules.

On the other hand, an effect of mere exposure to a new situation supports the
formation of a positive attitude towards the situation beside the obvious positive
effect that positive expectations from a new rule have. This is due to the role that
reinforcement has to play in the process of attitude formation and change
(Stroebe and Jonas 1996). Being exposed to ever the same argument for a new
rule (in the right situation) tends to be persuasive in character and may form a
positive attitude toward it. In the same manner, discontent with the status quo of
existing rules opens up the mind for new rules. 

Personal communication and persuasion as such work, of course, in both direc-
tions of attitude change and on both opposing counterparts of old and new rules.
So-called change agents or “political entrepreneurs” play a role here. In this way,
propagation or resistance cascades of rules, respectively, find their way through
society. This is a complicated process of verbal reinforcement and intellectual
effort; and diverse influencing factors determine its outcome. Among them are:
information content, sympathy of informant or persuading person, and framing.
Here, also processes of attention and distraction as well as processing abilities
come into play (cf. Stroebe and Jonas 1996: passim). It is revealing, in this
respect, “that variables can produce attitude change by different processes in dif-
ferent situations” (Petty and Wegener 1998: 369). Significantly, weak arguments
by experts tend to be scrutinized more closely and be dismissed, whereas argu-
ments by persons we like tend to be supported, and weak arguments in stressful
or unpleasant situations are overlooked. All these situational factors play a role in
changing attitudes. Generally, “attitudes that are changed as a result of considerable
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mental effort tend to be stronger than those changed with little thought and thus
are more persistent, resistant to counterpersuasion, and predictive of behavior
than attitudes that are changed by processes invoking little mental effort in assess-
ing the central merits of the object” (Petty and Wegener 1998: 370). All these
mechanisms seem to be a powerful source of enforcement and legitimization of
social institutions. For example, public agents and the mass media are used to
influence people’s attitudes towards old versus new rules and institutions via
communication.

In summary, several mechanisms, taken from social psychology, are involved
in changing attitudes via expectation and experience: Habituation and exposure
tend to trigger positive attitudes, but work in opposite directions in that the for-
mer perseveres positive attitudes towards old institutional rules, whereas the lat-
ter leads to positive attitude formation concerning new rules. Experienced loss in
status quo and positive expectations influence attitudes in direction of rule
change. Personal communication and persuasion have their important share in
effecting these four mechanisms of attitudinal change, working in both directions.

5.4 Conclusions

This chapter contributes to the ongoing debate on the nature and endogeneity of
preferences in the specific case of social interaction and institutional change. It
has addressed two interrelated questions: If there is an unchanging human make-
up what is its impact on the formation and change of institutional rules? When
thinking about changing formal institutions – in what way do attitudes contribute
to the shift from old to new rules?

To answer these questions, first, it was necessary to look for some more sub-
stantive meaning of preference. The chapter has distinguished two bases of
substantive preferences that are relevant for institutional change: invariable social
instincts in interaction on the one hand and a variable basis incorporating chang-
ing attitudes towards rules and institutions on the other. It has been conjectured
that substantive preferences in the meaning of social instincts do not change much
over time, neither individually nor historically. What does indeed change, are the
bases of attitudes towards rules to guide social behavior. These bases are deter-
mined by the technological standards of a time; technological progress triggers
the process of changing attitudes. In generalized terms, world views and the
resulting values of a time do change. This may sound like “technological deter-
minism”, but there is still no inescapable and unilateral connection between
scientific-technological progress and social-cognitive change.

As to the question why unchanging human social instincts and changing
human attitudes are factors necessary to take into account, the answer is, on the
one hand, that attitudes mediate the process of building “situational” preferences
in a real choice situation. They are based on beliefs and (emotional) evaluations
about stimulus objects, such as social interaction. In that, they mediate between
utility considerations concerning the goals (pleasure and pain) and constraints
(technology, etc.). This is a point of systematic, but subjective, variability that
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traditional decision and utility theory have not taken or cannot take into account.
On the other hand, it is sometimes overlooked that there are features of deep
human make-up, in the form of social instincts, that make certain paths of insti-
tutional development more or less impassable and others predestined. 

This has implications for the theory of institutional design: Efficiency and wel-
fare problems of allocating property rights are often not as simple as economic
theories try to make believe. Human nature sometimes does not seem to be made
for efficient solutions in monetary terms. Taking this restriction into account
would save resources in terms of costs of deviation from and enforcement of for-
mal institutions. This is a problem that informal institutions are not likely to
encounter to the same extent, since regular behavior of a voluntary kind leads to
norm formation and the building of institutions. Voluntary adoption of a rule is
likely to conform to human social instincts and people’s attitudes.

Notes

1 I would like to thank Klaus Rathe for most valuable suggestions to the present concep-
tion of this chapter. I would also like to thank Martin Binder for very fruitful analytical
discussions.

2 In contrast, another, and more flexible, human endowment is the human capacity to
learn.

3 There, he puts forward three conditions that foster the development of private property
arrangements, namely 1. less compactness, i.e., high number and less closeness of per-
sons involved in a resource allocation problem, 2. enhanced productivity resulting from
technical change and specialization, and 3. growing complexity of economic organiza-
tion that creates a need for coordination and control. These three factors are the driving
forces for the rule of private law in great modern societies.

4 It seems that, in fact, Becker has translated to some extent insights from the other dis-
ciplines into simple economic modelling. It would be an interesting task to analyze his
model of personal and social capital in terms of theories of learning. It could be seen to
correspond to some very simplistic version of reinforcement and social learning, this
being elementary to account for changing preferences in reality. Becker’s utility inter-
pretation, when stripped off its purely rational economic connotation, is rather the
reward spending element in the reinforcement or learning mechanism.

5 Basic needs comprise physical as well as psychological needs.
6 This perspective stays in contrast to the formal view of utility theory. Preferences in

decision theoretic terms are always relational, meaning “x is preferred over y”. Then, a
more or less complete ordering of preferences can be derived by two by two compar-
isons. The concept of preference in economic theory is closely intertwined with the
concept of choosing rationally and consistently. (The problems this approach poses are
discussed in Sen 1986 and March 1986.) What is meant here, however, are preferences
in a more “Benthamitian utility sense”, i.e., in the meaning of deriving pleasure and pain
from an (inter-)action (Bentham 1948); see also Kahneman (2003: 1457). One could
liken the first variant of preference to “choosing by rule” while the second variant con-
forms to “choosing by liking” (Kahneman 2003: 1467). The latter preferences focus on
some substantive individual need basis with its different dimensions.

7 A list of basic needs may contain air, water or other drinkable liquid, sleep, means of
maintaining body temperature, nutrition, sexual activity, maternal care, shelter, cogni-
tive arousal or entertainment, and others (cf. Witt 2001).

8 The (genetic) evolution of strong reciprocity, as a component in the repertoire of human
preferences, in the sense of adhering to a social norm and punishing violators is shown 
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in Bowles and Gintis (2000). The inclination to punish deviators is also termed
“moralistic aggression”. (See also Cialdini and Trost 1998: 175ff.) for a discussion of
reciprocation as a universal norm.)

The coming about of these basic social preferences or instincts via natural evolution
is not subject of this paper however.

9 Cialdini and Trost (1998: 167).
10 See Richerson and Boyd (2001).
11 See for this social instinct Darwin (1981: 72).
12 As Darwin (1981: 165) termed it: “love of praise and the dread of blame” in social

interaction.
13 See Niederle (2004) for an analysis.
14 The four major emotions, however, are happiness/joy, anger/rage, sadness/dejection,

and fear/terror (Scherer 1996: 298).
15 Such a stimulus object can also consist of a means-end-relationship.
16 The concept of attitudes seems to be very near to what I termed world views and val-

ues elsewhere (Niederle 2003: 216ff.). World views can be interpreted in terms of
beliefs about the actual functioning of the world. Values closely correspond to resulting
expressions of like/dislike or good/bad evaluations of the world’s functioning. In a way,
they follow or are a function of the world views which seem to precede them. Both have
an emotional aspect. Together they resemble the concept of attitudes as a whole.

17 Reinforcement, in Becker (1996: ch. 1), is seen as complementarities of past and
present consumption (or investments in personal capital).

18 See also Witt (2001: 28ff., 2000: 12ff.) for accounts of change via conditioning
processes such as operant learning. In contrast to this paper, the focus there is on
changing wants themselves, not attitudes.

19 This seems to have something in common with an agenda setting effect in that, e.g.,
new behavioral rules may be eventually accepted simply because they are extensively
propagated.

20 A more formal completion of such a model is reserved to a different paper.
21 cf. again Redmond (2003), see also Cordes (2005); for a list of restrictions to innova-

tion cf. Mokyr (1990: ch. 7).
22 A further and related question would be whether the parallel creation of seemingly

new wants with technological advances bears any biological fitness basis. Is this form
of human insatiability an inherently adaptive characteristic of man or is it simply a
side effect of the human make up, which allows for so much useful flexibility but plays
a trick in this respect?

23 In connection with creativity, new technology is indeed like “manna from heaven” in
the neoclassical sense. It cannot be directly promoted, since what will once become an
innovation is not known beforehand. What can be encouraged instead by institutions,
is, in general, search for new solutions to known problems. Put the other way round,
institutions can impede creativity based technological progress but cannot prevent it
forever.
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6 The complexity of rules and
how they may evolve over time

Elinor Ostrom

An extraordinary number of field studies have found that local groups of resource
users have created a wide diversity of institutional arrangements for coping with
common-pool resources when they have not been prevented from doing so by
central authorities (McCay and Acheson 1987, Fortmann and Bruce 1988, Berkes
1989, V. Ostrom et al. 1993, Netting 1993, Bromley et al. 1992, Tang 1992,
Blomquist 1992). These empirical studies document successful self-organized
resource governance systems in diverse sectors in all parts of the world. Examples
also exist of commons dilemmas that have continued unabated. From the exten-
sive empirical evidence, one can conclude that overuse and destruction of common-
pool resources do not always occur, but it also is not an inescapable outcome
when multiple users face a commons dilemma. While many groups succeed, others
fail in their efforts to do so, and overcoming a commons dilemma is always a
struggle (Dietz et al. 2003).1

Overcoming commons dilemmas is a struggle for several reasons: First, the
problem in a field setting is complex. A formal game is a useful simplification of
a common-pool problem, and the range of decisions faced in efforts to change the
structure of a commons. The biophysical world faced in field settings is complex,
however, and the array of rules that could be used to modify the incentives of
participants is extraordinarily large – as I show later in this chapter.

Second, even if all those involved in making rule changes have the same inter-
ests, it will rarely be possible for them to predict the consequences of using a par-
ticular set of rules in a specific setting – especially when they are first starting to
organize themselves. The consequences depend on whether (1) appropriators
understand how a particular set of rules partitions the strategies available to them,
(2) they tend to follow the rules or look for ways of avoiding the rules, (3) the
rules are monitored and enforced so that appropriators slowly learn a common
understanding of the rules, (4) sanctions are imposed for non-conformance, and
(5) the biophysical system responds in the way originally predicted when rules
were adopted. Surprises resulting from the operation of a new rule set are highly
likely until participants have learned from their own experience how these rules
operate in a particular setting. 

Third, participants have the same underlying interests in getting more valuable
resource units or contributing less. When it comes to preferences related to



changing rules so as to improve the probability of sustaining a resource, however,
preferences are apt to differ substantially among participants. Those who have
used a resource for a long time will prefer rules that allocate use rights to those
with a long history of use. Those who can make strong economic returns from
harvesting from the resource will prefer rules that allocate use rights to those who
purchase those rights.

Fourth, conditions change both in regard to the resource under consideration
and in regard to the external economic and social settings. If a governance system
cannot adopt new rules to adjust to these changes, a system that worked well
initially may generate less and less satisfactory results over time. Of course,
changes in rules do not guarantee better performance. They could make things
worse!

Given the substantial progress that has already been made in understanding
how individuals have struggled with these problems, I wish first to summarize
what we have learned about the variety of rules adopted in the field in efforts to
manage common-pool resources. In light of this extensive empirical research, I
will call into question the presumption used in many policy circles that we can
conduct complete analyzes to design optimal rule systems in a top-down manner.
In the last section of the chapter, I share some of my own speculations about the
process of experimenting with rules in ongoing processes. Here, I draw on research
on complex adaptive processes to posit how rules may evolve when those involved
can try out various rules to ascertain what works in a local ecological and cultural
process. But, first, let me quickly review how many of us associated with the
Workshop in Political Theory and Policy Analysis analyze operational action
situations and the rules that affect their structure.

6.1 What is common to all operational action
situations where individuals interact

6.1.1 The internal structure

Whenever two or more individuals are faced with a set of potential actions that
jointly produce outcomes, these individuals can be said to be “in” an “action sit-
uation”. Typical action situations include markets, work teams, committees, and
bureaucratic structures. In regard to the common-pool resources, typical action
situations relate to harvesting, maintenance, and investment in infrastructure.

The structure of all of these situations – and many more – can be described and
analyzed by using a common set of variables or working parts: (1) the set of par-
ticipants, (2) the specific positions to be filled by participants, (3) the potential
range of outcomes (or static variables in the world), (4) the set of allowable
actions and the function that maps actions onto outcomes, (5) the control that an
individual has in regard to this function, (6) the information available to partici-
pants about the structure of the action situation, and (7) the costs and benefits –
which serve as incentives and deterrents – assigned to actions and outcomes (see
E. Ostrom et al. 1994, E. Ostrom 1999, 2005).
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The abstract internal structure of an action situation can be represented as
shown inside the rectangle of dashed lines of Figure 6.1. In addition to the inter-
nal structure, whether a situation will occur once, a known and finite number of
times, or indefinitely affects the strategies of individuals. The working parts of an
action situation are similar to the elements identified by game theorists to con-
struct formal game models (see Gardner 2003, Gintis 2000). A formal description
of a game is thus one way of describing a subset of all action situations.

If one wants to change the behavior of individuals interacting in a situation, one
method is to change one or more of these working parts. One way of beginning
to understand this process is to ask about the rules that affect each of the working
parts of an action situation. These are displayed around the outside of the rectangle
of Figure 6.1.

6.1.2 Changing the structure of operational action situations

To answer questions about how to change the structure of a situation, the analyst
must dig deeper into how sets of rules combine with the attributes of goods and
of the community of individuals participating to generate the structure of a
particular situation. By rules, I mean prescriptions about what a participant in a
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particular situation is obliged, forbidden, or permitted to do at a particular juncture
in a larger decision process (Crawford and E. Ostrom 1995/2005). In a formal
game, a rule affects the actions the game theorist posits are available to actors. If
a physically possible action is represented in the choice set, the actor is permitted
to choose among a set of potential actions. Usually, if an action is obligatory, it is
not shown in a game tree and is assumed to be taken. If a physically possible
action is forbidden, it is also not shown as a choice available to the player. In other
words, formal game theory represents permitted choices but does not consider
forbidden choices or mandatory actions.2

Rules add choices to those available in the physical world – such as creating
the possibility of voting for a candidate. Rules also enable individuals to acquire
rights to property for which many individuals have strong feelings (Stake 2004).
Rules forbid choices from those available in the physical world – such as driving
100 miles an hour in a residential zone, or taking possession of someone else’s
property without their approval. While it is still physically possible to do this
using many modern vehicles, a person expects that they will face a large fine if
they are found doing so. If the rules are well monitored, perceived to be legiti-
mate, and carry a sanction, most individuals do not routinely consider choices that
involve breaking rules. Individuals do take actions that are forbidden and do not
take actions that are mandatory from time to time, but there is the strong possi-
bility of being monitored and sanctioned. Further, when the rules are perceived to
be legitimate, the individual places a normative weight on these actions that tends
to make them feel guilty when they break a rule or feel proud when they follow
a rule at a substantial personal cost (Crawford and E. Ostrom 1995/2005).

In our empirical studies, we have found it useful to cluster generic types of
rules according to which component of an action situation the rule directly
affects. A rule may affect other working parts of an action situation as a secondary
effect. This leads to the initial identification of seven broad groupings of rules:
position rules, boundary rules, choice rules, aggregation rules, scope rules, infor-
mation rules, and payoff rules.

Position rules define the set of relevant positions in a situation (such as boss,
employee, advisor, etc.). Boundary rules affect how individuals are assigned to or
leave positions. Choice rules affect the assignment of particular action sets to
positions. Aggregation rules affect the level of control that individual participants
exercise at a linkage within or across situations. Scope rules affect which out-
comes may, must, or must not be affected within a domain. Information rules
affect the level of information that participants may provide to each other and
what is common knowledge about actions and the link between actions and out-
comes. Payoff rules affect the benefits and costs assigned to outcomes given the
actions chosen. If a prescription is a rule, rather than a norm that individuals
share, some payoff rule must exist that adds a sanction to an action that breaks the
rule. The direct relationship among rules and the components of an action situa-
tion is shown in Figure 6.1 as the set of arrows connecting rules to specific parts
of an action situation.
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6.1.3 Using rules to cope with the commons

One way to understand the rules that appropriators use in the field is to read and
do a meta analysis of the extensive case study literature written about local
common-pool resources by anthropologists, agricultural economists, historians,
sociologists, and political scientists. Colleagues at the Workshop have collected an
immense archive of original case studies written by many scholars on all resource
sectors (see Hess 1999 and http://www.indiana.edu/~workshop/wsl/wsl.html).
We have developed structured coding forms to help us identify the specific kind
of action situations faced in the field as well as the rules that users have evolved
over time to try to govern their resource effectively (see E. Ostrom 1999). In light
of our coding many cases, we can examine the kinds of boundary, position,
choice, and payoff rules used in field settings. These four clusters of rules are the
major tools used to affect commons dilemmas in field settings while information,
scope, and aggregation rules are additional tools used to complement changes
induced by these four rules. 

6.1.4 Affecting the attributes of users through boundary rules3

Boundary rules define the attributes and conditions required of those who enter
an action situation. In field settings there are many action situations related to
common-pool resources, but we will focus our attention on the appropriation sit-
uation: Who appropriates (harvests) how many resource units from which
common-pool resource? Boundary rules, thus, define who has a right to enter and
use a resource as an “authorized appropriator” – the term we will use for this most
general position that exists in multiple settings. Boundary rules affect the types of
participants with whom other participants will interact. If contingent cooperation
is perceived to be a possibility, then an important way to enhance the likelihood
of using reciprocity norms is to increase the proportion of appropriators who are
well known in a community. These participants have a long-term stake in that
community and would find it costly to have their reputation for trustworthiness
harmed in that community. Reducing the number of users but opening the
resource to strangers willing to pay a license fee, as is frequently recommended
in the policy literature, introduces appropriators who lack a long-term interest in
the sustainability of a particular resource. Using licenses to regulate entry may
reduce the level of trust among participants and their willingness to use reciproc-
ity and thus increase enforcement costs substantially.

From our initial reading and our own fieldwork, we expected to find boundary
rules that focused on local residency so as to increase the opportunity for reci-
procity. What amazed us, however, as we read the extensive case studies describ-
ing diverse inshore fisheries, irrigation systems, and forests was the variety of
attributes and conditions used to define who could be an authorized appropriator.
As shown in Table 6.1, we identified 23 attributes of individuals and 13 condi-
tions described by case-study authors as having been used in at least one
common-pool resource somewhere in the world (E. Ostrom et al. 1989). While
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some systems use only a single attribute or condition, many use a combination of
two or three of these rules. 

Boundary rules used in the field can broadly be grouped in three general
classes related to how individuals gain authority to enter and harvest resource
units from a common-pool resource. The first type of boundary rule focuses on
acquired attributes of an individual such as an individual’s citizenship, residency,
or membership in a particular organization. Many forestry and fishing user groups
require members to have been born in a particular location. A second broad group
of attributes relates to individual ascribed personal attributes. User groups may
require that appropriation depends on age, ethnicity, clan, or caste. A third group
of boundary rules relates to the conditions of use relating an appropriator with the
resource itself. Using a particular technology or acquiring appropriation rights
through an auction or a lottery are examples of this type of condition. 

In a systematic coding of those case studies for which sufficient information
existed about rules used related to inshore fisheries in many parts of the world,
Schlager (1990, 1994) coded 33 user groups out of the 44 groups identified as
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Table 6.1 Attributes and conditions used in boundary rules to define who is authorized to
appropriate from a common-pool resource

Attributes Conditions

Residency or Personal
membership characteristics Relationship with resource

National Ascribed Continued use of resource
Regional Age
Local community Caste Long-term rights based on:
Organization (e.g., co-op) Clan Ownership of a proportion

Class of annual flow of
Ethnicity resource units
Gender Ownership of land
Race Ownership of non-land

asset (e.g., berth)
Acquired Ownership of shares in a

Education level private organization
Skill test Ownership of a share of the

resource system
Temporary use-rights acquired

through:
Auction
Per-use fee 
Licenses
Lottery
Registration
Seasonal fees

Use of specified technology

Source: E. Ostrom (1999).



having at least some boundary rules regarding the use of the resource. All 33
groups depended on a combination of 14 attributes or conditions (Schlager 1994:
258). None of these groups relied on a single attribute or condition. Thirty out of
33 groups (91 percent) limited fishing to those individuals who lived in a nearby
community, while 13 groups also required membership in a local organization.
Consequently, most inshore fisheries organized by the users themselves restrict
fishing to those individuals who are well known to each other, have a relatively
long-term time horizon, and are connected to one another in multiple ways (see
Taylor 1982, Singleton and Taylor 1992).

After residency, the next most frequent attribute or condition, used in two-
thirds of the organized subgroups, involves the condition that the appropriator
would use a particular type of technology. These rules are often criticized by pol-
icy analysts, since gear restrictions tend to reduce the “efficiency” of fishing.
Gear restrictions have many consequences, however. Used in combination with
choice rules that assign fishers using one type of gear to one area of the fishing
groups and fishers using another type of gear to a second area, they solve con-
flicts among non-compatible technologies. Many gear restrictions also reduce the
quantity of fish that can be harvested.

Other rules were also used. A scattering of groups used ascribed characteristics
(age – two groups; ethnicity – three groups; race – five groups). Three types of
temporary use rights included government licenses (three groups), lottery (five
groups), and registration (four groups). Seven groups required participants to
have purchased an asset such as a fishing berth, while three groups required owner-
ship of nearby land as a condition of appropriation. Schlager did not find that any
particular attribute or condition was correlated with higher performance levels,
but she did find that the 33 groups who had at least one boundary rule tended to
be able to solve common-pool problems more effectively than the 11 groups who
had not crafted boundary rules. 

In a closely related study of 43 small- to medium-sized irrigation systems man-
aged by farmers or by government agencies, Tang (1992) found that the variety of
attributes or conditions used in irrigation was smaller than among inshore fisheries.
The single most frequently used boundary rule, used in 32 of the 43 systems
(74 percent), was that an irrigator must own land in the service area of an irrigation
system (ibid.: 84–5). All of the government-owned and operated irrigation systems
relied on this attribute and only this attribute. Many of the user-organized systems
relied on other attributes and conditions or land ownership combined with other
rules. Among the other rules used were ownership of a proportion of the flow of
the resource, membership in a local organization, and a per-use fee. 

Tang (ibid.: 87) found a strong negative relationship between reliance on land
as the sole boundary requirement and performance. Over 90 percent of the sys-
tems using other boundary rules or a combination of rules including land owner-
ship, were rated positively in the level of maintenance achieved and in the level
of rule conformance, while less than 40 percent of those systems relying solely on
land ownership were rated at a high performance level ( p = .001). This puzzling
result can be understood by a deeper analysis of the incentives facing engineers
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who plan irrigation systems. Many government systems are designed on paper to
serve an area larger than they are actually able to serve when in operation, due to
a variety of factors including the need to show as many posited beneficiaries as
possible to justify the cost of construction (see Palanisami 1982, Repetto 1986).
The government then uses ownership in the authorized service area as the crite-
rion for possessing a right to water. After construction, authorized irrigators find
water to be very scarce because of the unrealistic plans. Frequently, they are then
unwilling to abide by rules limiting the amount of water they take or to contribute
to the maintenance of the system.

Thus, many of the rich diversity of boundary rules used by appropriators in the
field attempt to ensure that the appropriators will be relating to others who live
nearby and have a long-term interest in sustaining the productivity of the
resource. One way of coping with social dilemmas is thus to change the compo-
sition of who uses a common-pool resource to increase the proportion of partici-
pants who have a long-term interest, are more likely to use reciprocity, and who
can be trusted. Central governments tend to use a smaller set of rules and some
of these may open up a resource to strangers without a longer-term commitment
to the resource or generate conflict and an unwillingness to abide by any rules.

6.1.5 Affecting the set of allowable actions
through creating position rules

The above discussion of boundary rules focused on the general position of autho-
rized appropriator. Many times, this is not self-consciously established, but entry
rules do specify who is authorized to enter this position. In some self-organized
resource governance systems, they also create a second position of guard or monitor.
Many different names are used.

Self-organized fisheries tend to rely on self-monitoring more than the creation of
a formal position of guard. Most inshore fishers now use short-wave radios as a rou-
tine part of their day-to-day operations allowing a form of instant monitoring to
occur. An official of a West Coast Indian tribe reports, for example, that “it is not
uncommon to hear messages such as ‘Did you see so-and-so flying all that net?’over
the short-wave frequency – a clear reference to a violation of specified gear limits”
(cited in Singleton 1998: 134). Given that most fishers will be listening to their short-
wave radio, “such publicity is tantamount to creating a flashing neon sign over the
boat of the offender. Such treatment might be preceded or followed by a direct
approach to the rule violator, advising him to resolve the problem. In some tribes, a
group of fishermen might delegate themselves to speak to the person” (ibid.). 

Among self-organizing forest governance systems, creating and supporting a
position as guard is frequently essential since resource units are highly valuable
and a few hours of stealth can generate substantial illicit income. Monitoring rule
conformance among forest users by officially designated and paid guards may
make the difference between a resource in good condition and one that has
become degraded. In a study of 279 forest panchayats in the Kumaon region of
India, Agrawal and Yadama (1997) found that the number of months a guard was
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hired was the most important variable affecting forest conditions. The other
variables that affected forest conditions included the number of meetings held by
the forest council (a time when infractions are discussed) and the number of
residents in the village. “It is evident from the analysis that the capacity of a forest
council to monitor and impose sanctions on rule-breakers is paramount to main-
taining the forest in good condition. Nor should the presence of a guard be taken
simply as a formal mechanism that ensures greater protection. It is also an indi-
cation of the informal commitment of the panchayat and the village community
to protect their forests. Hiring a guard costs money. The funds have to be gener-
ated within the village and earmarked for protection of the resource. If there was
scant interest in protecting the forest, villagers would have little interest in setting
aside the money necessary to hire a guard” (Agrawal and Yadama 1997: 455).

6.1.6 Affecting the set of allowable actions through choice rules

Choice rules are also a major type of rule used to regulate common-pool resources.
In the CPR coding manual, we identified a diversity of choice rules used in field
settings. Some rules involve a simple formula as a way of devising how many
resource units appropriators may obtain. Many forest resources, for example, are
closed to all forms of harvesting during one portion of the year and open for
extraction by all who meet the boundary rules during an open season. Most
choice rules, however, have two components.

In Table 6.2, the eight allocation formulas used in the field are shown in the left
column. A fisher might be assigned to a fixed location (a fishing spot) or to a fixed
rotational schedule, a member of the founding clan may be authorized to cut timber
anywhere in a forest, while an irrigator might be assigned to a fixed percentage
of the total water available during a season or to a fixed time slot. In addition to
the formula used in a choice rule, most also attached a condition as a basis for the
assignment. For example, a fisher might be assigned to a fixed location based on
a number drawn in a lottery, on the purchase of that spot in an auction, or on the
basis of his or her historical use. An irrigator might be assigned to a fixed rota-
tion based on the amount of land owned, the amount of water used historically, or
the specific location of the irrigator.

If all of the conditions were equally likely to be combined with all of the
formulas, there would be 112 different choice rules (8 allocation formulas × 14
bases). A further complication is that the rules for one product may differ from
those of another product in the same resource. In regard to forest resources, for
example, children may be authorized to pick fruit from any tree located in a for-
est so long as it is for their own consumption, women may be authorized to col-
lect so many head-loads of dead wood for domestic firewood and certain plants
for making crafts, while shaman are the only ones authorized to collect medici-
nal plants from a particular location in a forest (Fortmann and Bruce 1988).
Appropriation rights to fish are frequently related to a specific species. Thus, the
exact number of rules that are actually used in the field is difficult to compute
since not all base conditions are used with all formulas. 
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Schlager (1994: 259–60) found that all 33 organized subgroups used one of the
five basic formulas in their choice rules. Every user group included in her study
assigned fishers to specific locations using a diversity of bases including technol-
ogy, lottery, or historical use. Thus, spatial demarcations are a critical variable for
inshore fisheries. Nine user groups required fishers to limit their harvest to fish
that met a specific size requirement, while seven groups allocated fishers to fish-
ing spots using a rotation system and seven other groups allowed fishing locations
to be used only during a specific season. Four groups allocated fishing spots for
a particular time period (a fishing day or a fishing season). 

An important finding – given the puzzles addressed in this chapter – is that the
choice rule most frequently recommended by policy analysts (see Anderson 1986,
1992, Copes 1986) is not used in any of the coastal fisheries included in
Schlager’s study. No attempts were made by the fishers using an inshore fishery
coded by Schlager to regulate the quantity of fish harvested per year based on an
estimate of the yield. “This is particularly surprising given that the most fre-
quently recommended policy prescription made by fishery economists is the use
of individual transferable quotas (ITQs) based on estimates on the economically
optimal quantity of fish to be harvested over the long run” (Schlager 1994: 265).

In an independent study of 30 traditional fishery societies, James Wilson and
colleagues also noted the surprising absence of quota rules: “All of the rules and
practices we found in these 30 societies regulate ‘how’ fishing is done. That is,
they limit the times fish may be caught, the locations where fishing is allowed,
the technology permitted, and the stage of the life cycle during which fish may
be taken. None of these societies limits the ‘amount’ of various species that can
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Table 6.2–Types of choice rules

Allocation formula for 
appropriation rights Basis for allocation formula

Percentage of total available units Amount of land held
per period

Quantity of resource units per period Amount of historical use
Location Location of appropriator
Time slot Quantity of shares of resource owned
Rotational order Proportion of resource flow owned
Appropriate only during open seasons Purchase of periodic rights at auction
Appropriate only resource units Rights acquired through periodic lottery

meeting criteria
Appropriate whenever and wherever Technology used

License issued by a governmental authority
Equal division to all appropriators
Needs of appropriators (e.g., type of crop)
Ascribed characteristic of appropriator
Membership in organization
Assessment of resource condition

Source: E. Ostrom (1999).



be caught. Quotas – the single most important concept and tools of scientific
management – is conspicuous by its absence” (Acheson et al. 1998: 397, see
Wilson et al. 1994).

Local inshore fishers, when allowed to manage a riparian area, thus use rules
that differ substantially from those recommended by advocates of scientific man-
agement. Of course, just because the rule is not used by inshore fishers does not
eliminate the possibility that an ITQ might be an optimal rule in some contexts.

Fishers have to know a great deal about the ecology of their inshore region
including spawning areas, nursery areas, the migration routes of different species,
and seasonal patterns just in order to succeed as fishers. Over time, they learn how
“to maintain these critical life-cycle processes with rules controlling technology,
fishing locations, and fishing times. Such rules in their view are based on biological
reality” (Acheson et al. 1998: 405).

In the irrigation systems studied by Tang (1992: 90–1), three types of choice
rules are used most frequently: (1) a fixed time slot is assigned to each irrigator
(19 out of the 37 cases for which data is available, and in 10 out of 12 government-
owned systems), (2) a fixed order for a rotation system among irrigators (13 cases),
and (3) a fixed percentage (or quota) of the total water available during a period
of time (5 cases). Three poorly performing systems with high levels of conflict
had not crafted any choice rule at all. A variety of conditions were used in these
rules such as “amount of land held, amount of water needed to cultivate existing
crops, number of shares held, location of field, or official discretion” (Tang 1994:
233). Farmers also do not use rules that assign a specific quantity of water to irri-
gators other than in the rare circumstances where they control substantial amounts
of water in storage (see Maass and Anderson 1986).

Fixed time slot rules allow farmers considerable certainty as to when they will
receive water without an equivalent certainty about the quantity of water that will be
available in the canal. Fixed time allocation systems are criticized as inefficient since
water is not allocated to the farmers with the highest productivity. This condition
does, however, economize greatly on the amount of knowledge farmers have to have
about the entire system and on monitoring costs. Spooner (1974) and Netting (1974)
described long-lived irrigation systems in Iran and in Switzerland where there was
perfect agreement on the order and time allotted to all farmers located on a segment
of the system, but no one knew the entire sequence for the system as a whole.

Tang also found that many irrigation systems use different sets of rules depend-
ing on the availability of water. During the most abundant season, for example,
irrigators may be authorized to take water whenever they need it. During a sea-
son when water is moderately available, farmers may use a rotation system where
every farmer is authorized to take water for a fixed amount of time during the
week based on the amount of land to be irrigated. During scarcity, the irrigation
system may employ a special water distributor who is authorized to allocate water
to those farmers who are growing crops authorized by the irrigation system and
are most in need.

In addition to devising choice rules specifying how resource units may be
harvested, many systems also have to devise rules for how resources will be
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mobilized. These types of choice rules specify duties as contrasted to rights. As
examined in E. Ostrom (1990), robust common-property regimes tend to rely on
a close match between the formulae used for harvesting and the formulae used for
input requirements. 

The diversity of rules devised by users greatly exceeds the limited rules rec-
ommended in textbook treatments of this problem. Appropriators cope with the
commons by a wide variety of rules affecting the actions available to participants
and thus their basic set of strategies. Given this wide diversity of rules, it is par-
ticularly noteworthy that rules assigning appropriators a right to a specific quan-
tity of a resource are used so infrequently in inshore fisheries and irrigation
systems. (They are used more frequently when allocating forest products where
the quantity available, as well as the quantity harvested, are much easier to mea-
sure (Agrawal 1994).) To assign an appropriator a specific quantity of a resource
unit requires that those making the assignment know the total available units. In
water resources where there is storage of water from one season to another and
reliable information about the quantity of water is available, such rules are more
frequently utilized (Blomquist 1992, Schlager et al. 1994).

6.1.7 Affecting outcomes through payoff rules

One way to reduce or redirect the appropriations made from a common-pool
resource is to change payoff rules so as to add a penalty to actions that are pro-
hibited. Many user groups also adopt norms that those who are rule breakers
should be socially ostracized or shunned and individual appropriators tend to
monitor each other’s behavior rather intensively. Three broad types of payoff
rules are used extensively in the field: (1) the imposition of a fine, (2) the loss of
appropriation rights, and (3) incarceration. The severity of each of these types of
sanctions can range from very low to very high and tends to start out on the low
end of the scale. Inshore fisheries studied by Schlager relied heavily on shunning
and other social norms and less on formal sanctions. Thirty-six of the 43 irriga-
tion systems studied by Tang used one of these three rules and also relied on vig-
orous monitoring of each other’s behavior and shunning of rule breakers. The
seven systems that did not self-consciously punish rule infractions were all rated
as having poor performance. Fines were most typically used (in 21 cases) and
incarceration the least (in only 2 cases). Fines tend to be graduated depending on
the seriousness of the infractions and the number of prior infractions. The fines
used for a first or second offence tend to be very low.

Once a position of guard is created, payoff rules must also change so as to be
able to remunerate a guard. Several formulas are used. On government-owned
irrigation systems, guards are normally paid a monthly wage that is not dependent
on the performance of a system or farmers’ satisfaction. In South India, Wade
(1994) describes self-organized systems where the water distributor-guard is paid
in kind as the harvest is reaped by going to each farmer to collect his share based
on the amount of land owned by the farmer. Sengupta (1991: 104) describes
another system where immediately after appointment, the guards “are taken to the
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temple for oath taking to remain impartial. With this vow, they break a coconut.
They are paid in cash at the rate of Rs 10 per acre per month by the cultivators.
The neerpaichys themselves collect the money.” This system requires the moni-
tor (the neerpaichy) to interact on a face-to-face basis with those he serves. If they
are unsatisfied, they can withhold a portion of their payment to him. Thus, the
farmers monitor the monitor directly.

Boundary and choice rules also affect how easy or difficult it is to monitor
activities and impose sanctions on rule infractions. Closing a forest or an inshore
fishery for a substantial amount of time, for example, has multiple impacts. It pro-
tects particular plants or fish during critical growing periods and allows the entire
system time to regenerate without a harvesting disturbance. Further, during the
closed season, rule infractions are highly obvious to anyone as any appropriator
in the resource is almost certainly breaking the rules. Similarly, requiring appro-
priators to use a particular technology may reduce the pressure on the resource,
help to solve conflicts among users of incompatible technologies, and also make
it very easy to ascertain if rules are being followed. Many irrigation systems set
up rotation systems so that only two persons need to monitor actions at any one
time and thus keep monitoring costs lower than they would otherwise be.
Changing payoff rules is the most direct way of coping with commons dilemmas.
In many instances, dilemma games can be transformed into assurance games – a
much easier situation to solve.

6.1.8 Affecting outcomes through changes in information, scope,
and aggregation rules

These rules tend to be used in ways that complement changes in boundary, choice,
payoff, and position rules. Individual systems vary radically in regard to the
mandatory information that they require. Many smaller and informal systems rely
entirely on a voluntary exchange of information and on mutual monitoring. Where
resource units are very valuable and the size of the group is larger, more and more
requirements are added regarding the information that must be kept by appropria-
tors or their officials. Scope rules are used to limit harvesting activities in some
regions that are being treated as refugia. By not allowing any appropriation from
these locations, the regenerative capacity of a system can be enhanced. Aggregation
rules are used extensively in collective-choice processes and less extensively in
operational settings, but one aggregation rule that is found in diverse systems is a
requirement that harvesting activities be done in teams. This increases the oppor-
tunity for mutual monitoring and reduces the need to hire special guards.

6.2 Policies as experiments

6.2.1 The daunting search for better rules

It is important to note that we have not yet found any particular rules to have a
statistically positive relationship to performance. Further, the search for rules that
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improve the outcomes obtained in commons dilemmas is an incredibly complex
task involving a potentially infinite combination of specific rules that could be
adopted. To ascertain whether one has found an optimal set of rules to improve the
outcomes achieved in a single situation, one would need to analyze how diverse
rules affect each of the seven components of such a situation and as a result, the
likely effect of a reformed structure on incentives, strategies, and outcomes. Since
there are multiple rules that affect each of the seven components, conducting such
an analysis would be an incredibly time and resource-consuming process. No set of
policy analysts (or even all of the game theorists in the world today) has sufficient
time or resources to analyze the number of feasible combinations of rule changes,
let alone all of the variance in these situations due to biophysical differences.

The complexity we have found in regard to common-pool resources in the field
is not in any way unique to the study of resource policy. Social scientists have for
too long viewed the physics of static, simple systems as the model of science we
should try to emulate. Those who want to emulate the science of static, simple
systems are grossly out-of-date when it comes to understanding contemporary
science and particular contemporary engineering. The engineers responsible for
the design of airplanes and bridges – and now computers – have long coped with
complex dynamic systems. The Boeing 777, for example, has 150,000 distinct
subsystems that are composed, in some instances, of highly complex components. 

Design engineers of complex systems long-ago gave up hope of ever doing
complete analyzes of all combinations of subsystems under all combinations of
external environmental conditions. Obviously, they invest heavily in trying out
diverse design elements under a variety of conditions. Various ways of testing out
designs including wind tunnels and now computer simulations increase the like-
lihood that they can produce a viable combination of design elements that are
robust under many conditions. They also invest in complex back-up systems that
enable these designed systems to achieve a high degree of robustness – meaning
the capacity to maintain some desired system characteristic under changing cir-
cumstances. All such robust systems are, however, fragile to a variety of small
perturbations (Carlson and Doyle 2002). Small, rare perturbation can cause a
disastrous cascade of failure in any highly complex, designed system. 

Instead of assuming that designing rules that approach optimality, or even
improve performance, is a relatively simple analytical task that can be undertaken
by distant, objective analysts, we need to understand the policy design process as
involving an effort to tinker with a large number of component parts (see Jacob
1977). Those who tinker with any tools – including rules – are trying to find com-
binations that work together more effectively than other combinations. Policy
changes are experiments based on more or less informed expectations about
potential outcomes and the distribution of these outcomes for participants across
time and space (Campbell 1969, 1975). Whenever individuals agree to add a rule,
change a rule, or adopt someone else’s proposed rule set, they are conducting a
policy experiment. Further, the complexity of the ever-changing biophysical
world combined with the complexity of rule systems means that any proposed
rule change faces a non-trivial probability of error. 
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6.2.2 Self-organized resource governance
systems as complex adaptive systems

In contrast to forms of organization that are the result of central direction, most
self-organized groups – including the types of locally organized fisheries, forests,
grazing areas, and irrigation systems discussed in this chapter – are better viewed
as complex adaptive systems. Complex adaptive systems are composed of a large
number of active elements whose rich patterns of interactions produce emergent
properties that are not easy to predict by analyzing the separate parts of a system.
Holland (1995: 10) views complex adaptive systems as “systems composed of
interacting agents described in terms of rules. These agents adapt by changing
their rules as experience accumulates.” Complex adaptive systems “exhibit coher-
ence under change, via conditional action and anticipation, and they do so with-
out central direction” (ibid.: 38–9). Holland points out that complex adaptive
systems differ from physical systems that are not adaptive. It is the physical sci-
ences that have been the model for many aspects of contemporary social science.
Thus, the concepts needed to understand the adaptivity of systems are not yet well
developed by social scientists.

6.3 Changing rules in an adaptive process

Given the logic of combinatorics, it is impossible – as discussed above – to con-
duct a complete analysis of the expected performance of all of the potential rule
changes that could be made by the individuals served by a self-organized resource
governance system trying to improve its performance. A similar impossibility
also exists for many biological systems. Let us explore these similarities.

Self-organizing resource governance systems have two structures that are
somewhat parallel in their function to the concepts of a genotype and a pheno-
type in biological systems. Phenotypic structures characterize an expressed
organism – how bones, organs, and muscles develop, relate, and function in an
organism in a particular environment. The components of an action situation
characterize an expressed situation – how the number of participants, the infor-
mation available, and their opportunities and costs create incentives, and how
incentives lead to types of outcomes in a particular environment. The genotypic
structure characterizes the set of instructions encoded in DNA to produce an
organism with a particular phenotypic structure. A rule configuration is a set of
instructions for how to produce the structure of relationships among individuals
in an action situation that is also affected by the biophysical world and the kind
of community or culture in which an action situation is located. These instruc-
tions are not, of course, embedded in a biological structure and do not evolve in
the same way as genes.

In a biological system, mutations in a gene are not carried forward over multi-
ple generations unless the change is relatively harmonious with the other genes
that are present. When harmful, the phenotype carrying the gene has less chance
of surviving into future generations. A change of a rule, however, may reduce
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effectiveness of a human governance system without participants recognizing the
source of lowered performance. Further, specific rule changes may be forwarded
and supported by those with more decision-making power in the hopes of increasing
net benefits to them.

While many scholars tend to think of rules as being designed by some central
planner, most rule systems involve some combination of design and evolution.
The mechanisms involved in the evolution of rules and other “cultural phenom-
ena” follow different mechanisms from the evolution of species (Boyd and
Richerson 1985, Richerson et al. 2002, Campbell 1975, Nelson and Winter 1982).
As an evolutionary process, of course, new alternatives need to be generated, new
and old combinations of structural attributes need to be selected, and those com-
binations of attributes that are successful in a particular environment need to be
retained.

Instead of blind variation, human agents try to use reason, persuasion, and
power in their efforts to devise better rules for themselves and potentially others,
but the process of choice always involves experimentation. Self-organized
resource governance systems use many types of decision rules to make collective
choices ranging from deferring to the judgment of one person or elders, to using
majority voting, to relying on unanimity (E. Ostrom 1998, Walker et al. 2000). In
all of our efforts to study the performance of common-pool resource systems in
the field, however, we have not found a particular set of collective-choice rules
developed by resource users as uniformly superior than others. We and other
scholars have consistently found, however, that rules developed with considerable
input (if not fully their own decision) of the resource users themselves, achieve a
higher performance rate than systems where the rules entirely are fully deter-
mined by external authorities (Lam 1998, Tang 1992, Bardhan 2000, E. Ostrom
et al. 1994).

The process of trying to develop or modify rules can be thought of as being
very similar to the process that faces any adaptive system. As Holland (1975)
points out, to understand how complex adaptive systems improve performance
over time, one needs to identify several components of such a system. For an
operational situation, these include:

• The environment, E, of the system undergoing adaptation.
• The adaptive plan, A, whereby the system’s structure is modified to achieve

improvement.
• A measure, M, of performance – thought of as the fitness of the structure for

the environment involved – like the net benefits of a game.

The problem for complex adaptive systems is that no one has complete information
about the adaptive plans, A, that are the most fit when they start this process.
Somehow they have to test out the performance of different structures in the
particular set of relevant environments.

One needs to think of a class, epsilon, of possible environments. Different envi-
ronments in epsilon elicit different performance from any given adaptive plan
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(or in our case, set of rules). There will be a different performance measure of
each alpha in each environment. Holland (ibid.) points out that there are many
obstacles for any adaptive system to overcome.

• The set of adaptive plans is large – as we have seen with the number of rules
discussed above.

• The structures in alpha are complicated – particularly because of epistasis.
No simple way to apportion credit to an individual part of an adapted plan
(allele for genes, individual rule for a rule configuration). A good rule in one
environment may be disastrous in another environment or with another set
of rules.

• The performance measures are always complicated functions with many
interdependent parameters. 

6.4 Adaptive plans, rules, and genes

The central thesis that I have been pursuing is that rules are sets of instructions
for creating an action situation (or, when an action situation is represented using
game theory, a game). As such, rules are broadly analogous to genes, which are
sets of instructions for creating a phenotype. Rules are memes rather than genes,
but it is helpful to think about some of the similarities between genes and memes
(Dawkins 1976, Stake 2001). One can represent a rule configuration as a string
variable listing those rules that are relevant to a particular situation. The deontic
operators – obligated, permitted, forbidden – are the “alphabet” of a rule con-
figuration (see von Wright 1951). Colleagues, who are flabbergasted at the com-
plexity of rules as I am positing them here, need to take some comfort in a
recognition that a rule configuration can be thought about as a string variable
similar to a gene string (for an example, see Gardner and E. Ostrom 1991, and
E. Ostrom et al. 1994). For rule strings, we do not have the kind of biophysical
structure that is present in DNA, but it is possible to list the specific rules used
to create a situation. All games, for example, come with rules defining what is
a legal move, how players must be involved, and how winning and losing is
determined.

When Darwin first began thinking about evolution, however, he did not have a
particular mode of transmission in mind. When Mendel first began exploring the
relationship between various species of plants and their attributes, he gave a new
name to a previously unknown element of a string variable – that of allele. He
thought of an allele as being associated on a one-to-one basis with some attribute
of a plant. This is broadly similar to thinking about a particular boundary rule
being associated with a particular kind of membership in an action situation. As
biologists have discovered, only some genes have a direct one-to-one relationship
with a trait in an organism. Rules also operate in a configural manner.

It took a long time to struggle through an understanding of how the informa-
tion coded in a long and complex gene string could possibly create the series of
proteins that combine to constitute a particular organism. I do not want to get into
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the history of biological thought here, as so much useful information has been
written about it elsewhere (see Mayr 1982, for example). It took a long time to
understand the mechanisms of transmittal. As Boyd and Richerson (1985) have
so carefully documented, the mechanisms of transmission of cultural information
are not similar to the mechanisms of genetic transfer. Their theory of cultural
transmission is useful for thinking about rule transmission, but it is focused pri-
marily at the individual level.

Thus, we face some major problems in doing further analysis of the evolution
of rules. The first problem is defining our “organism”, its “birth and death”, and
thus its life’s history. When does an action situation come into being? In doing
theory, we posit a game and analyze it. We may then analyze several rules as they
affect the incentives inside the game. But, we don’t know when individuals cre-
ate a new action situation in a field setting. We can count individual living beings
using a variety of census techniques. None of these are fully accurate but we do
have a good sense of population dynamics for many organisms. We do not have
any empirical measures of population dynamics for action situations – even for
those related to common-pool resources where considerable fieldwork has been
undertaken. 

Nor do we yet have a real tight definition of “fitness” for an action situation
level. Scholars associated with the Resilience Alliance are struggling with exactly
this puzzle of what attributes of a combined rule system and ecological system
affect its long-term performance. Biologists long ago defined fitness as the capacity
of a single individual to reproduce and pass their genes on to a new generation.
One can think of the fitness of a rule system as it affects an ecological system as
the capacity to cope effectively (or withstand) major disturbances and stresses
from inside and outside the system. Economists would tend to use the concept of
efficiency at a system level to deal with the concept of fitness. Other scholars
would be concerned with legitimacy, equity and distribution, accountability, and
adaptability over time (see E. Ostrom et al. 1993).

Thus, we have a long way to go in developing a theory of the evolution of rules.
This chapter, however, hopefully provides some of the theoretical and empirical
grist needed for further work. Given the focus of the last several decades on sta-
tic analysis of relatively simple games, moving to this point will hopefully help
us take the next steps. We now have a method for arraying rule configurations.
Whether the rule configurations create situations that enable the participants to
appropriate from their resource in a sustainable and efficient manner cannot be
ascertained from simply learning about the rules alone. We are also beginning to
develop models of the processes of rule proposal and rule change (Janssen and
E. Ostrom, forthcoming). This is an important step, but more needs to be done.

Whether a set of rules enhances performance depends on the structure of the
biophysical system itself. Each of these rule configurations creates a very inter-
esting action situation; and if enough information were known about the structure
of the environment, it would be possible to model each of these appropriation
situations as a game (see Gardner and E. Ostrom 1991, Weissing and E. Ostrom
1991b, 1993). Representing rules as a string variable, however, we can begin to
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see how experimenting with rules may be similar to changes in adaptive plans
affecting other types of complex adaptive systems. 

Most systems are likely to start with one or two very simple rules. An obvious
first candidate is to close the boundary to outsiders so that the likelihood of con-
tingent cooperation and conformance to agreements will be enhanced. By only
changing a few rules at the beginning, everyone can come to understand those
rules while they are evaluating how they work. A second obvious candidate is to
use the shared model of the environment built up through years of interaction in
an environment to refine where appropriation should be undertaken and when.
Space and time are obvious candidates for allocating access to resources in a
manner that is relatively low cost to sustain. If the community is small enough
and shares common norms at a high enough level, creating formal sanctions,
guards, records, and other rules may not be necessary. Thus, one can imagine a
process where a rule configuration with few entries slowly converts over time to
a rule configuration with many entries specifying who must (or must not) do what
at what juncture (with what likely sanction).

Changes in specific rules may come about through accident (forgetting or inno-
vating on the spot) or through specific collective-choice processes where consid-
erable time and effort is devoted to considering why performance needs to be
enhanced and which rules might be changed. Since many appropriators will have
experience with more than one resource, rules tried out in regard to one resource
may be tried in regard to others if they were successful. Migration of individuals
into a community brings individuals with repertoires of different rules used in
other locations. Commerce with other groups lets appropriators see and learn
about other groups who may be doing better (or worse) than they in regulating a
sustainable and efficient resource system. Thus, a self-organized resource gover-
nance system with a higher level of in-migration or greater communication with
other localities is more likely to adapt and change rules over time than one where
few new ideas concerning how to use rules as tools are brought into the system.
Trial-and-error processes may give relatively rapid feedback about rules that
obviously do not work in a particular environment, but this is not always the case
when the effect of human action on the environment has a long time-delay. If all
self-organized resource governance systems are totally independent and there is
no communication among them, then each has to learn through its own trial-and-
error process. Many will find that rules that they have tried do not work. Some
will fail entirely.

The rate of change will differ among self-organized resource governance sys-
tems. As with all learning theories, the rate of change is an important variable
affecting performance over time. If change occurs too rapidly, little is learned
from each experiment before another experiment is launched. Respect for tradi-
tion and even religious mystification has been used to increase the retention of
rules considered by at least some participants as being better working. If the
heavy hand of tradition is, however, too heavy and squelches innovation, a sys-
tem that may have been well adapted to a past environment may find itself falter-
ing as external changes occur without internal changes also occurring. 

118 Elinor Ostrom



The institutions used for conflict resolution will also affect the rate and direction
of change. If participants are able to enter further action situations before a judge,
traditional leader, or a “boss”, the incentives of those initiating a “case” and of the
individual revolving conflicts will affect the decision made. It is likely that the
individuals who initiate concern about rules are those somewhat disadvantaged
by the current rules (or interpretation of them) and want to see a change to a rule
more favorable to them and potentially to others. The “judge” may be motivated
toward keeping with precedents (slowing down change), to avoiding future con-
flicts (potentially selecting better rules over time), or to making money by accept-
ing bribes (changing rules to favor the rich) (see McGinnis 2002).

6.5 Conclusion

Once one accepts the view that one cannot create the perfect set of rules and that
all efforts at reforms must be viewed as experiments, one recognizes that policy
analysis can never find “the” answer. We can certainly expand knowledge about
the rich diversity of rules used in practice. Appropriators in field settings across
time and space have already devised an incredible richness in the rules they use.
We need to learn more about this heritage so as to be better facilitators of better
institutional designs – in contrast to presuming we are the experts who can devise
the optimal design to solve a complex problem.
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Notes

1 Unfortunately, we do not have any reliable source of information regarding the relative
numbers of successes versus failures. No census of user groups exists for any sector.
The International Forestry Resources and Institutions (IFRI) research program has been
established to track forest user groups over time to understand dynamic change in order
to understand why some groups succeed and others fail over time.

2 When Franz Weissing and I modeled rule breaking, monitoring, and sanctioning a
decade ago using formal game-theory tools, we had to write a special methodological
note that we were allowing players to break the rules of the resource use game we were
analyzing (see Weissing and E. Ostrom 1991a, 1993). We still assumed that players
could not take any actions other than those we represented and thus could not break a
set of logical rules we imposed. 

3 This section draws on E. Ostrom (1999).
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7 Gradualism and public
entrepreneurship in the evolution of
formal institutions

Jan Schnellenbach

7.1 Introduction1

The change of formal institutions appears to be conceptually entirely different from
the change of informal institutions. The latter are usually the result of processes
of self-organization that can be modeled as strategic interactions in games or
as frequency-dependent processes in which the payoff from adhering to a certain
informal rule rises with the share of individuals who already follow this rule.
A simple and familiar example is the rule of driving on the right track of the road.
If one expects that the share of individuals who are right-hand drivers is close to
unity, then it would obviously be individually irrational to become a left-hand driver
and thereby raise the risk of an accident. A formal rule would not be necessary
once an equilibrium has been reached in which the vast majority of individuals
have settled to have identical expectations about the behavior of their peers
(Dopfer 1991). The same frequency-dependent process works for rules clarifying
how to produce a computer keyboard (David 1985). Similarly, if doing business
in a certain country presupposes bribery, then strict adherence to an informal rule
of non-corruption would be irrational from the perspective of an individual firm
attempting to enter the market.

The reason for having an informal institution is essentially to have a reliable
mode of co-operation, where it is the peculiarity of informal institutions that
those who are to co-operate determine this mode of co-operation among them-
selves, without needing a central authority to enforce the informal rule. Which
kind of rule is established may depend on a variety of influences – from simple
chance in a pure frequency-dependent process to the differential power and
resources available to the co-operating partners, as in the bribery example. There
is no obvious reason to expect that the most efficient conceivable rule does indeed
surface as the actual informal institution, although one might follow Hayek
(1973) and his argument that the long-run evolution of informal institutions
is accompanied by an accumulation of knowledge that is stored within these
institutions.

In contrast to the rise of informal institutions, the implementation (and the
change) of formal institutions involves a conscious decision. Contrary to the
usually spontaneous origination of informal institutions, the establishment of a



formal institution presupposes an explicit choice to phrase a rule that restricts the
choices of individuals and threatens a foreseeable punishment for individuals
who transgress it. The latter is sometimes seen as the constitutive difference
between formal and informal institutions (Knight 1992), but the former is at least
equally important: informal rules arise from decentralized individual decisions
to follow them, whereas formal rules follow from a deliberate choice of an indi-
vidual or a group of individuals that is endowed with the competencies to set
those rules (e.g., North 1981). A formal institution is, in this sense, a technology
that is deliberately chosen to solve problems of co-ordination and of control – to
lower transaction costs, to provide a framework for the control of elected repre-
sentatives and so on.

Moreover, under uncertainty, any implementation of a new formal institution is
an experiment that produces new knowledge about the efficiency of the employed
rule. Therefore, institutional change has an entirely different meaning for formal
than for informal institutions: while the latter can hardly be manipulated deliber-
ately, the change of formal institutions involves a deliberate attempt to correct
rules that are perceived to perform sub-optimally. This technical property of
formal institutions thus appears to be a lever for progress as a parallel process
involving accumulation of knowledge and an according change of the institu-
tional structure. The problem of how the change of formal institutions takes place
is then closely related to the problem of how (or if) the efficiency of governance
can be expected to increase over time.

In this chapter, it is argued that formal institutional change can be usefully
understood as syncretic change, i.e., that institutional rules are not phrased from
scratch, but that their development is usually path-dependent and involves the
integration of small institutional innovations into given institutional structures
that are composed of status quo formal and informal political institutions. If an
individual feels compelled to change the institutional structure that constrains
him or other individuals, then he faces constraints that do not allow him to dis-
pense with the old institutions completely. Rather, the new institutional structure
is likely to be a blend of the old institutional structure with some new rules.

The argument will proceed as follows: In Section 7.2, three ideal types of formal
institutions are distinguished along functional criteria and it is argued that among
the different triggers of change that are to be found in the literature, uncertainty
and limited knowledge are the most interesting for the explanation of a change
of consciously designed institutions. Section 7.3 argues that a distinction between
short-run and long-run perspectives on formal institutional change is useful,
where the short-run perspective is concerned with the evolution of formal insti-
tutions within the bounds of stable informal political institutions. Within the
short-run perspective, it is argued that gradual changes of formal institutions are
more likely to be adopted than more sweeping institutional reforms and that rel-
ative coherence of informal institutions facilitates formal institutional change.
Section 7.4 discusses the importance of individual learning about the relative effi-
cacy of formal institutions as well as the role so-called public entrepreneurs might
play in such learning processes. Finally, Section 7.5 draws some conclusions.
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7.2 Prerequisites for the change of formal institutions

7.2.1 Different types of formal institutions

As an analytical starting point, it is useful to assume a Downsian world in which
the members of government or bureaucracy are perfectly controlled by the median
voter (Downs 1957) on issues of institutional change. This would, for instance, be
the case if a referendum on any decision by representatives to alter the institu-
tional structure can be initiated at very low cost or is obligatory. Within the insti-
tutional structure, however, the representatives have a leeway to pursue their own
interests even if they conflict with the interests of the median voter, e.g., because
he is not a retrospective voter and the cost of having a referendum on any issue
that is dealt with within the institutional structure is prohibitively high. An
example is a setting in which there is a fiscal constitution, composed of rules for
budgetary decision-making which cannot be modified if the median voter vetoes
this change. But within the limits of these rules, which will usually be rather gen-
eral (Schnellenbach 2004b), the representatives and bureaucrats have some scope
to make self-interested decisions and accrue rents from government activities.

Self-interested decisions by the representatives do not necessarily conflict with
the interests of the median voter. Suppose that decisions on distribution can be made
entirely independent of decisions on allocation. Suppose further that government
members can retain a fraction of tax revenue as rent, and that tax revenue is strictly
rising with the sum of incomes generated in the economy. In this case, both the rep-
resentatives and the median voter have an interest to implement those efficiency-
enhancing institutions that are working most efficiently, because both have an
interest to maximize the sum of incomes (see also Findlay and Wilson 1987).

The second type of formal institutions are agency-related institutions whose
purpose is to set the terms for the relationship between the median voter on the
one side and elected representatives and bureaucrats on the other side. Both sides
are parts of a classical principal-agent-relationship, and agency-related institu-
tions are rules that define the set of actions that can be legitimately taken by the
agent. Within the setting introduced above, these rules can be thought of as con-
stitutional rules intended to reduce the share of incomes that can be accrued as
rents by the agents to a tolerable level (Brennan and Buchanan 1980 and rather
critically Frey 1997). For this kind of institutions, the possibility of conflicts of
interest is obvious. While the voter prefers to reduce the rent exactly to his agents’
participation constraints, the agents clearly prefer rules with enough leeway to
secure higher rents.

From its beginning with Buchanan and Tullock (1962), constitutional econom-
ics has been interested in the distributive consequences of formal rules. According
to this approach, it is an important objective of formal institutions to narrow the
scope of distributive policies in order to avoid fiscal exploitation of minorities by
majorities. But distributive institutions as the third type of formal rules are not
necessarily characterized by a negative content; they may just as well define which
distributive policies are to be implemented. It is obvious that in the absence of an
additional assumption such as a veil of ignorance, no consensus about distributive
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institutions can be expected. Whatever the institutions rationally preferred by the
median voter are, he is always confronted with at least one opposing group that
prefers a different set of institutions that would yield a distribution of resources
that is more preferable to this group. Since both involve an element of distribution,
it could be argued that agency-related institutions are a special case of distributive
institutions. However, the former involve a vertical distributive conflict between
principal and agent, whereas the latter involve a horizontal conflict between
actual and potential principals (the winning coalition including the median voter
and a more or less heterogeneous minority group).

The three types of institutions characterized here are ideal types. More often
than not, a formal rule in reality serves not only one, but two or even all of the
purposes described above. Nevertheless, the distinction of different types helps to
highlight the origins of institutional change, which are rather different in each of
the three cases.

7.2.2 Triggers for the change of formal institutions:
a general framework

In a world in which the ancient, although in orthodox theory still popular assumption
of perfect knowledge holds, endogenous change of efficiency-enhancing institu-
tions is virtually inconceivable. Both the principal and the agent have a clear
incentive to maximize the sum of incomes by installing the most efficient set of
rules, and given their overwhelming cognitive capabilities, they have no problems
to find such a rule that is optimal as long as all other conditions remain stable.
Under these assumptions, any change of efficiency-enhancing institutions has to
be interpreted as an optimal reaction towards some exogenous change of the restric-
tions under which the institutions are supposed to work. The situation is not too
different for the other two types of institutions. They necessarily involve conflicts
of interest between individuals or groups; in the case of agency-related institu-
tions between a majority and their agents in the public sector and in the second
case between competing groups of voters. But as long as the argument stays
within the boundaries of a median voter model with perfect knowledge, there is
no endogenous source of instability. Once a median voter is determined and once
he has installed an institutional framework that suits his interests, this constitutes
an institutional equilibrium that can only be disturbed by exogenous changes.

In such an equilibrium, a thoroughly constructivist perspective on institutional
economics is realized: the median voter implements a set of institutions that is
optimal from his point of view. This includes a combination of distributive and
efficiency-enhancing institutions that maximizes his income, accounting for
the implicit trade-off between efficiency and (re-)distribution, and agency-related
rules that are familiar from the theory of optimal contracts (Laffont 2001). The
institutional structure that arises through this rational choice is deficient from a
normative point of view if it is measured by the customary benchmarks. It is not
pareto optimal, since the median voter will usually sacrifice some efficiency in
favor of distributive measures that increase his income, and it is not a “fair” set of

126 Jan Schnellenbach



rules since it is conceived in the light of particular interests rather than behind a
veil of ignorance. But more importantly, such an approach is not satisfactory
because it produces positive statements that are empirically doubtful. Exogenous
disturbances are certainly an important influence to explain institutional change,
as for instance technological changes may affect relative prices and thereby alter
the relative bargaining power of different groups (North 1990), which here would
result in a median voter with a different income and therefore different institu-
tional preferences. But endogenous change of formal institutions appears to be
also a historical fact, and consequently a theory of institutional change ought to
offer an explanation for it. Another empirical fact is that institutional changes do
not necessarily follow exogenous disturbances, even if such changes would appear
to be advantageous – there is no automatism of institutional change as a rational
reaction to exogenous changes, which must seem odd from the perspective of a
perfect knowledge approach.

It appears to be an obvious remedy to leave the Downsian framework behind
and recognize the complexities of actual political processes. This in itself does,
however, not solve the problem. As an example, suppose that the assumptions
sketched above are now changed so that the median voter’s complete control
over the institutional structure does no longer persist. The median voter is then
not able to implement the set of agency-related institutions that are optimal from
his point of view. Rather, the institutional structure will depend on the relative
bargaining power between those who are governing and those who are governed.
Differences in relative bargaining power do, to put it drastically, determine whether
the resulting agency-related institutions lead to an autocracy with high levels of
rent expropriation or, on the other end of the continuum of orders, to a referen-
dum democracy with tightly controlled political agents (see already North 1981).
But as long as all individuals act rationally and with complete knowledge,
the institutional structure will remain stable if the bargaining power remains
stable.

Similarly, one could drop the assumption that individuals in the public sector
can extract a fixed share of rents of total incomes. Then, if a particular set of effi-
ciency-enhancing institutions allows the governing agents to extract a higher
share of rents than the most efficient set of rules, a government with sufficient
bargaining power is tempted to install an inefficient set of institutions (e.g., an
inefficient system of property rights). In all cases, relative bargaining power of
principal and agent or of different groups of voters determines the institutional
structure, but changes of bargaining power can only result from exogenous
changes (see also Hira and Hira 2000), for instance from technological progress
or from declining costs of the “exit” option for citizens. The latter has been
emphasized by Landes (1998), especially in his chapters on European economic
history. For Germany, Volckart (2001: ch. 5) has elaborated on the impact of the
“exit” option on institutional change in economic history.

Given these arguments, another noteworthy possibility to endogenize institutional
change is to assume a circular causation (or cumulative causation, Myrdal 1957)
where the magnitude and direction of technological progress depends on formal
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institutions, and the frequency and direction of revisions of formal institutions in
turn depends on technological progress. Demsetz (1967, 2002) has pointed at the
relevance of technological change and specialization on the evolution of property
rights, but has not explicitly subscribed to the notion of a circular causation.  Such
an approach, however, is attributed to Thorstein Veblen by Brette (2003). From
such a theoretical perspective, (economic) history appears as a process that
unfolds without showing any tendency towards equilibrium and that is character-
ized by an instability of institutional structures and changing technological para-
digms. But as, for instance, the Marxist concept of historical  materialism shows,
it is perfectly possible to construct a theory that leads to the prediction that tech-
nological dynamics eventually lead to a steady state of institutional development,
in this case in communism (Hodgson 1993: ch. 5). In other words, theories of
institutional change involving circular causation are generally interested in
processes that take place out of equilibrium, but they nevertheless may be thought
as being directed towards an equilibrium. However, from an evolutionary per-
spective, the idea of a predictable long-run equilibrium is most probably unac-
ceptable. Its emphasis is on change and on the generation of novelty (Witt 2003,
Hodgson 1995), which necessarily introduces uncertainty about the long-run
evolution of institutions and technologies. Even if there is a long-run equilibrium
towards which the dynamics converge, a theorist has to admit being agnostic
regarding its detailed properties, since they depend on yet unknown novelty
which is to be generated on the path towards equilibrium – one is restricted to
pattern predictions (Hayek 1972).

This hints towards a second, and probably more important, source of endoge-
nous institutional change, namely incomplete knowledge, which is not to be con-
fused with incomplete, asymmetrically distributed information. The latter is a
problem that can be met with an appropriate design of optimal contracts, whereas
the former is a fundamental property underlying any human decision-making that
is implied by the fact that there are always two sets of actions (or of institutions)
to choose from: a set of known actions (institutions) whose consequences are cer-
tain or risky at worst, and a set of yet unknown actions (institutions) waiting to be
discovered whose consequences are completely unknown. If this empirical fact is
introduced as an additional assumption into the simple model sketched above,
there is room for endogenous change from learning about new, previously untested
institutional rules and new combinations of already known rules into novel insti-
tutional structures. This, however, introduces indeterminacy into the model (Witt
1994) – as long as there are new institutional arrangements to be discovered, the
future is open (Popper 1957).

7.3 Gradualism in the change of designed institutions

The closing arguments of the preceding section suggested that a theory explain-
ing the change of formal institutions ought to focus not only on institutional
change resulting from changed bargaining powers, but also on learning processes.
In this section, some remarks are made regarding the restrictions on processes of
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institutional change that follow from the fact that individuals first of all have to
change their mind regarding the relative usefulness of alternative institutional
structures.

7.3.1 The syncretic change of formal institutions

The term “syncretic” is borrowed from theology, where it denotes the merging
of elements from one religious belief system into a different belief system. It
usually carries a negative connotation, because it threatens the coherence of belief
systems and is often seen as the starting point of a dissolution of distinct faiths
into fuzzy ambiguity. Such negative connotations are explicitly not intended
when the term is used in an economic context. As a general definition, it can be
stated that “Syncretism is the reconciliation of two or more cultural systems or
elements, with the modification of both” (H.G. Burger cited from Röpke 1970:
88). The concept of syncretic institutional change has been introduced into eco-
nomics by Röpke (1970) within the context of development economics. It was
used to explain processes of cultural change beyond modernization that is forced,
for instance, by a colonial power, i.e., cultural change that is based on the volun-
tary acceptance of new cultural rules by individuals living in primitive economies.

It is important to note that the amalgamation of systems of rules is an entirely
subjective process in this framework. In the development context, it does not
imply that a developed society learns from a primitive society in the same way as
the primitive society learns from the developed society so that both actual insti-
tutional structures eventually change. Instead, the concept of syncretic change is
meant to imply that a change of designed institutions presupposes the reconciliation
of a status quo institutional structure with perceived alternative rules within the
minds of individuals that initiate institutional change. And this reconciliation does,
in turn, usually also require the modification of the perceived alternative if a
coherent new institutional structure – including the relevant informal institutions –
is to be achieved.

Syncretic institutional change thus implies that a given institutional structure is
not substituted as a whole, but rather modified by substituting elements (one rule
or a few particular rules) of it with new rules. Speaking of new rules does imply
here that they have not so far been a part of the institutional structure. This defi-
nition is similar to the definition of policy innovations that is commonplace in the
political science literature: a policy innovation takes place when a polity adopts a
policy that is new to that polity (originally Walker 1969). Institutional novelty is
therefore meant to be purely subjective; it does not necessarily denote the pro-
duction of objectively new institutional rules that have not been known before to
any individual, although a production of objectively new rules would obviously
also generate institutional novelty. Closely related to the Schumpeterian concept
of innovations, an institutional innovation can then be defined as the new combi-
nation of institutional rules which themselves may have already been known. But
contrary to the Schumpeterian concept, there is no distinction between innovation
and invention. 
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It is an important property of syncretic institutional change that it is to be
understood as a historical process in which the past matters. Any given institu-
tional structure in modern economies is the result of a very long running process
of institutional changes. It therefore certainly reflects political traditions of a
polity and it does, on the other hand, also stabilize traditions by formally express-
ing how the political process is expected to work, how incomes are expected to
be distributed within the economy and so on. But it does not only reflect tradition.
Rather, it is also the result of long-lasting distributive struggles of the past that are
continued in the present. Therefore, it is inadequate to hold a Panglossian per-
spective on formal institutions. What is, is not necessarily efficient or fair, since
there is no veil of ignorance involved in the actual evolution of formal institu-
tions. At any given point in time, individuals are acting within some institutional
status quo and know very well of their individual role in the economy under this
status quo. If they decide to initiate processes of formal institutional change, they
do so because they expect it to yield benefits for themselves. Nevertheless, as we
shall see later, the individuals who are acting within a given institutional structure
may consider this structure to be both efficient and fair, even if their notion of
fairness can, if at all, only coincidentally match that which would be reached
behind a constitutional veil of ignorance.

Given these considerations, syncretic institutional change is superficially sim-
ilar to the gradualism proposed by Douglass C. North, who also claims that insti-
tutional change works slowly and incremental. He does, at one point, assert that
the change of formal institutions is mainly the result of a change of informal insti-
tutions: “The move, lengthy and uneven, from unwritten traditions and customs
to written law has been unidirectional as we have moved from less to more com-
plex societies (...)” (North 1990: 46). However, there are also some instances
where the causation is reversed and formal institutions are thought of as an influ-
ence on informal institutions. For example, informal rules are considered as
extensions of formal rules to cases where the latter do not offer clear guidance.
Similar to the circular causation that characterizes the relationship between tech-
nology and formal institutions, North reckons a circular feedback mechanism
between formal and informal institutions. This institutional circular causation can
be understood as a possibly perpetual sequence of gradual changes in formal
institutions, which in turn lead to an adjustment of informal institutions that once
again yields an accommodation formal rules, and so on. 

Another property of institutional change according to North is the fact that
informal institutions are assumed to change at a slower pace than formal institu-
tions. This is intuitively plausible given the possibility to change formal institu-
tions in a conscious act, while altering informal institutions requires a change of
expectations of a multitude of individuals. In the theory of North, this may lead
to a situation where formal and informal institutions are incoherent, which pro-
duces additional tensions leading either to further institutional change or to higher
uncertainty, because individuals have to decide which set of rules they want to
follow. It may, however, be a fruitful effort to distinguish the evolution of formal
institutions within constraints from the evolution of formal institutions with parallel
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change of informal restrictions. In other words, the change of formal institutions
within the bounds of informal institutions – a typical short-run perspective  – is
to be distinguished from the simultaneous change of both – a typical long-run
perspective.

As long as informal institutions are stable, they constrain the scope of change
for formal institutions. In our context, the most relevant informal institutions are
informal political institutions. These include two elements: On the one hand, col-
lectively shared hypotheses about how the economy works and about the effects
that alternative sets of formal rules have on it (Schnellenbach 2005). On the other
hand, they include also a normative element – political preferences, notions of
fairness and so on. Clearly, this concept is another deviation from the median
voter concept. Instead of having a median voter who rationally calculates his pre-
ferred quantities of public goods under a neo-classical preference ordering, the
concept of informal political institutions addresses the question how such prefer-
ences form in the first place. A rationally ignorant voter can be expected to form
hypotheses on efficiency-effects of alternative proposed policies through low-cost
communication with his peers – technically, the spreading of opinions on policy
is similar to the spreading of rumours. If it is to be approximated whether a pro-
posed policy increases individual welfare or not, this is done by recurring to a col-
lective belief that is widely shared within the population. Political preferences are
built on collectively shared, fallible political hypotheses – and both elements
together constitute informal political institutions.

In a democracy with a sufficient degree of electoral competition, the cost for
an incumbent to propose a reform of formal institutions beyond the scope given
by informal institutions is likely to be prohibitively high. Thus, large leaps of
formal institutional change are unlikely with stable informal institutions. A break-
down of informal institutions can be understood as a prerequisite for a rapid change
of formal institutions. On the other hand, informal institutions usually change at
a rather slow pace: It takes substantial time to change conventions, opinions or
fairness standards that are shared by a large majority of individuals. In this sense,
it is useful to understand institutional change that involves a change of informal
institutions as long-run phenomenon. In these cases, even if a directly observable
large-scale change of formal institutions may take place quite rapidly, it has been
preceded by a long-run learning process on the level of informal institutions. 

From a normative perspective, this constraint on institutional change is difficult
to criticize: one aspect of informal political institutions is that they are shared
individual preferences over collective decision-making procedures and their out-
comes, so that larger leaps cannot be justified on grounds of preference aggrega-
tion and normative individualism. When it is stated that informal institutions are
a constraint, then this does not imply that formal institutions or policies that are
executed within formal institutions are always necessarily in complete concur-
rence with informal institutions. In individual decisions, they play a similar role
as all other rules: infringement may be followed by punishment (for example the
denial of re-election if an institutional rule is installed that is considered unfair), but
if punishment is sufficiently small or unlikely, an infringement may be favorable.
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But as long as the agency-related institutions of collective-decision making
provide for sufficient control, formal institutional change is limited as argued above.
This argument is, of course, even reinforced if there exists an intrinsic motivation
to adhere to given informal constraints – they would become even more binding
in this case.

Result 1: If informal institutions are stable, a change of formal institutions is
constrained to a change within the bounds of informal institutions and larger
changes occur only if political competition fails so that the preferences reflected
in informal institutions can be violated at low costs of electoral punishment.

Syncretic change is then a short-run phenomenon, although speaking of a short
run in institutional economics certainly implies longer periods of time compared
to, say, business-cycle theory. It describes a process of intentional modification of
formal rules under the constraints of given informal institutions: These shared
perceptions of a set of institutional rules that are considered as principally feasi-
ble and legitimate guide individual thinking about institutions. They work as a
filter that determines which institutional innovations can be conducted and which
are to be excluded. The concept of syncretic change therefore implies a reduction
of complexity relative to North’s theory of circular causation. Taking informal
rules as fixed in the short run clearly leads to a more concise setting to be
analyzed.

It involves, however, an increase of complexity compared to older theories of
institutions such as Hayek (1960, 1973). There, the relationship between formal
and informal constraints is rather rudimentary. Informal rules are assumed to
evolve following an invisible-hand mechanism that preserves relatively efficient
rules, where efficiency can be understood in the sense that preserved informal
rules successfully help to co-ordinate individuals who themselves command only
limited knowledge. In other words, the knowledge that is needed to efficiently
co-ordinate individuals is embodied in rules, not in organizations or in persons.
Formal rules, on the other hand, can according to Hayek be the product of dis-
cretionary collective decision-making. This leads him to an unambiguous preference
for informal rules, as well as a rejection of the supposed rationalist pretensions
involved in the planning of formal rules. The discussion in the following subsection
however, shows that these are problematic conclusions.

7.3.2 The scope of formal institutional change

It has been stated above that both technology and informal institutions can be
understood as constraints on the change of formal institutions. The role of tech-
nology has already been extensively discussed in the literature, often as case studies
discussing how actual technological changes (the widespread use of gunpowder,
the invention of the steam engine, etc.) have led to a change of the institutional
structure (see the discussion and references in Section 7.2.2 of this chapter).
Usually, the transmission mechanism from technological to institutional change is
the assumption that the former alters the relative bargaining power of organizations
or interest groups. 
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Given the taxonomy of formal institutions that has been introduced above, this
can either be directed towards agency-related or distributional institutions. The
purposeful change of efficiency-enhancing institutions, on the other hand, will
under the assumption of homogeneous although incomplete knowledge not fol-
low from a change of bargaining-power between groups competing for influence.
A rise or decline in efficiency of the institutional structure may be a collateral
result of changes that are intended to produce an institutional structure that
reflects the actual relative bargaining powers. For example, the spread of new and
more efficient production technologies following the invention of the steam
engine enabled the rise of an economically powerful bourgeoisie. This shift of rel-
ative bargaining power away from the gentry has in turn led to a changed institu-
tional structure that has ultimately led to a dissolution of the feudal order. One
might argue that this implied a rise of efficiency by establishing more secure
property rights that were no longer threatened by aristocratic political power. But
the rise of efficiency is probably not much more than a welcome side effect, while
the driving force to promote institutional change was to play a zero-sum game
and secure benefits from rival groups, i.e., to adapt agency-related institutions to
the actual relative bargaining power between bourgoisie and nobility.

If a deliberate change of efficiency-enhancing institutions is to be explained,
then there are two options, which are not mutually exclusive: one is to maintain
technological change as the trigger of a shift of relative bargaining powers, but to
additionally assume that the groups or organizations that compete for institutional
influence are characterized by heterogeneous stocks of institution-related knowl-
edge; the other is to assume that a change of bargaining power is not necessary at
all, but that the group or organization that sets the agenda for institutional change
gets convinced that its given stock of knowledge is partially false and that its own
utility can be increased by installing a different set of efficiency-enhancing rules.
Both of these options constitute knowledge-based institutional change, while a
change of institutions that only arises from a shift of bargaining power can be only
interest-driven. On the other hand, knowledge-driven institutional change can
also be directed at manipulating agency-related or distributive institutions if the
related stock of knowledge of the institutional agenda-setter changes. To all of
these various types of institutional changes, informal institutions act as a more
broad constraint. As noted in the introduction, informal institutions can be under-
stood as rules that spontaneously arise in order to solve co-ordination problems
between individuals. There may, however, also be informal institutions that are
distinctly political, because they define a set of political outcomes that are gener-
ally considered fair and acceptable by most (although certainly not by all) indi-
viduals in a polity (Schnellenbach 2004a: ch. 8). The emergence of such informal
political institutions can generally be explained by assuming a cumulative process
of communication. Individuals need to form some expectation about which insti-
tutional framework produces results that are relatively advantageous to them, and
they need to determine an aspiration level by figuring out which level of utility they
can realistically expect under a suitable set of institutions. In other words, indi-
viduals need a political-economic theory, however rudimentary it may be, that tells
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them what outcomes they can expect under a large number of different institutional
structures that are all principally possible to implement. As long as experience is
not available or very scarce, the diffusion of such theories within a group of indi-
viduals or a polity is similar to a frequency-dependent propagation process, be it
through direct peer-to-peer communication, via mass media or through other
channels of communication.

For example, a situation is easily conceivable in which the average citizen
knows almost nothing about the public sector production function. Nevertheless,
there will usually exist a large set of policies, each consisting of a tax burden and
a quantity of public goods, that he considers to be principally acceptable. On the
other hand, there will be combinations of high tax burdens and low quantities of
public goods that the citizen considers to be a clear signal for an unacceptable
appropriation of rents within the public sector – the aspiration level, that follows
from theories about the public sector, is missed. The stock of knowledge, which
through communication is shared by a large majority of individuals, is the founda-
tion for simple informal rules that discriminate between acceptable and unaccept-
able policies. If in our example unacceptable policies are frequently implemented,
this clearly serves as an impulse to organize formal institutional change, here
of agency-related formal institutions, in order to avoid such outcomes in the
future. This mechanism described here is therefore quite similar to the idea of
learning about the efficiency of constitutional rules, as proposed by Vanberg and
Buchanan (1991).

Similarly, there may be widespread common ideals of fairness, for example of
a fair distribution of incomes. These are usually not coherent theories of fairness,
as contract theories of the state attempt to produce them, but widespread rules of
thumb. A certain spectrum of income redistribution may for example be defined
as legitimate by these rules, while amounts above or below this legitimate range
are interpreted either as insufficient or as an over-accommodation of the recipi-
ents. The result is again that there are formal distributive institutions that yield
policies within these informal institutions and also formal institutions that yield
policies that are out of bounds. In the short run, with given informal institutions,
distributive conflicts are therefore likely to happen within the set of distributive
results that is defined by informal institutions. Formal institutions are phrased in
order to secure that a subset of results that are considered to be fair is enforced;
which subset depends on relative bargaining powers.

On first sight, the case is even more straightforward for efficiency-enhancing
institutions: given their stock of knowledge, individuals believe that certain insti-
tutions (e.g., a certain definition of property rights) foster efficiency, and they
believe that some policies increase efficiency while others do not. If it is possible
to compensate losers of institutional change, rational individuals can be expected
to prefer institutions that are considered to be efficient over inefficient institu-
tions. Similarly, they will prefer institutions that impede politicians from imple-
menting inefficient policies over institutions that are not successful in this respect.
The informal rule that principally, efficient formal rules should replace inefficient
formal rules is therefore also a part of the set of informal institutions. But even if
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compensation is feasible, there is a serious problem resulting from this last informal
rule. It becomes obvious at this point that the system of informal institutions itself
is not necessarily coherent.

Efficiency-enhancing institutional reform may conflict with informal distribu-
tive claims, and efficiency can also collide with the wish to control a self-
interested government through agency-related institutions. Even if individuals in
a society share common perceptions of fairness and a common idea of how to
organize the agency problems involved in representative government, the intu-
itively rational informal rule of “increase efficiency if you expect such an increase
to be possible” is very likely to be (at least to some degree) inconsistent with other
informal rules, particularly if perfect compensation mechanisms do not exist. The
restrictions of formal institutional change thus need not be unambiguous. Rather,
the tradeoffs that can be made between different informal rules are likely to be a
source of conflict in itself in processes of formal institutional change. This problem
will be further discussed in the following subsections.

7.3.3 The problem of institutional inertia

The discussion of the previous subsections has been summarized in Figure 7.1,
with the long run perspective on institutional change on the left and the short run
perspective on the right panel. In the short run, a change of formal institutions can
be caused by changes of technology and of the stock of knowledge held by indi-
viduals. In turn, formal institutions are an influence on the type of technological
change and, maybe a bit less obvious, on the accumulation of knowledge within
the economy. All this takes place under the constraint of informal institutions that
are assumed to be fixed in the short run. In a case of incoherent informal rules,
i.e., when it is believed to be impossible to have an efficient institutional structure
that simultaneously complies with the claims for distributive fairness and the
demands for an effective control of the government through agency-related insti-
tutions, it is unavoidable that at least one informal institution is infringed.
Proposals for institutional change are then likely to involve a trade-off. Additional
efficiency can be achieved at the cost of reduced fairness; additional fairness can
be achieved at the price of reduced efficiency and so on. This problem is aggravated
by the existence of uncertainty regarding the aggregate effects of institutional
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change. While the effects of an institutional reform on fairness measures are often
immediately clear, the magnitude of a positive expected effect on efficiency is
rather uncertain. In a Downsian framework, it is doubtful whether a median voter
would be willing to support such an experiment with institutional change as long
as the risk of an overall failure is sufficiently large. In a framework with sufficient
leeway for representatives to deviate temporarily from the median preferences, it
is equally unlikely that a representative, who has been elected under the institu-
tional status quo, is willing to conduct institutional experiments if the risk of fail-
ure and subsequent punishment (e.g., in elections) is sufficiently high. This is
another very important rationale for the fact that institutional change, if it occurs,
is often piecemeal change. Thus, in accordance with some of the neoclassical lit-
erature on the political economy of reform such as Dewatripont and Roland
(1995) and Wei (1997), we can state the following 

Result 2: Gradual changes of the formal institutional framework reduce the risk
of severe failure, compared to more sweeping changes, and are therefore more
likely to be implemented by self-interested agents.

Obviously, a risk of failure does also exist if there is no incoherence at all
between informal institutions. Nevertheless, the case for piecemeal rather than
comprehensive change is a bit different in this case. The difference is that the
trade-off between raising efficiency and competing distributive or other norms
does not exist here, so that institutional reform would be conducted whenever a
positive effect on efficiency is expected – regardless of its magnitude. Thus, even
large reforms could be implemented at no risk as long as the positive sign of their
effect is certain. Put differently, uncertainty regarding the sign of the effects of
institutional change is necessary to warrant piecemeal instead of large-scale reforms
in economies with coherent informal institutions. In addition to these considera-
tions, one can anticipate that there will be less politico-economic conflict to cope with
in the process of changing formal institutions in the case of coherent informal
institutions.

If, for example, the improvement of an efficiency-enhancing rule does not con-
flict with other informal institutions, then it is much more likely that such a pro-
posal for institutional change will find broad support compared to a situation with
conflicting institutions where any proposal of change has to overcome the oppo-
sition of groups or organizations with conflicting priorities.

A polity with very incoherent informal rules, on the other hand, is in danger of
falling into an institutional inertia where formal institutions are changed either
not at all or only as a reaction to overwhelming exogenous changes. The reason
for this different propensity for institutional innovation within different constel-
lations of informal institutions follows simply from the rising potential for polit-
ical conflict with incoherent informal institutions: It is now feasible to argue
against efficiency-enhancing reform on grounds of missing legitimacy. This does
not imply that a polity with coherent informal rules is free of conflict altogether.
There are conflicts of distribution between groups and organizations, and there
are conflicts of interest between principal and agent. But the important point is that,
with coherent formal institutions, it is far more difficult to question the legitimacy
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of formal institutional changes that are, for instance, intended and expected to
increase efficiency. As soon as incoherence appears, however, informal institutional
trade-offs can be exploited to de-legitimize proposed institutional change, which
can possibly lead to complete institutional inertia. What follows is

Result 3: It can be expected that ceteris paribus a polity with a relatively coherent
set of informal institutions produces relatively more (formal) institutional inno-
vations than a polity with more incoherent informal rules.

7.4 Achieving formal institutional change

7.4.1 Accumulating knowledge about institutions

The discussion so far has shown that the triggers of institutional change are likely
to depend on the type of formal institution that is to be changed. If formal insti-
tutions primarily have distributive effects or aim at managing the agency rela-
tionship between citizens and representatives, then the conflict for economic benefits
between opposing groups is a permanent threat for the status quo. Following the
institutional economics of, among others, Douglass C. North, a variation of bar-
gaining powers due to exogenous changes of restrictions such as technology is the
primary trigger of such institutional changes. On the other hand, the more an
observed formal institution is efficiency-related, the less interesting is bargaining
power as an explanation for institutional change, and the more important pure
learning about the relative efficacy of institutional rules becomes.

It has been stated above that such learning involves a cognitive reconciliation
of given institutional structures with perceived alternative rules by any individual
who may act as a veto player to institutional reform. In an autocracy, the institu-
tion-related knowledge of a single ruler or a critical mass of individuals in a
single ruling party has to change, whereas in a referendum democracy, the con-
jectures held by a majority of voters need to change. In a representative democ-
racy, veto players opposed to institutional reform may be groups of decisive
swing voters who fear imperfect compensation mechanisms even if overall effi-
ciency gains are to be achieved, or who doubt that a proposed institutional reform
will yield any efficiency gains at all. These examples hint at the fact that any gen-
eral theory of a change of designed institutions has very limited scope, because
much depends on the status quo structure of formal institutions from which one
starts. What can be said on a very general level, however, is that individual learn-
ing processes are a necessary prerequisite for knowledge-based institutional
change – whoever the relevant individuals may be in the special case.

Brenner (1999) makes a distinction between cognitive learning and associative
learning. While the former refers to learning within given cognitive models, the
latter denotes learning of new cognitive models or at least substantial revisions of
given cognitive models. In this sense, cognitive learning can be interpreted as a
routine, everyday action aiming at collecting information about the parameter
values of a given model. Associative learning, on the other hand, is a less routine
action that is pursued following a perceived necessity to find a new, more suitable
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model with higher explanatory power than the status quo model. One can easily
imagine that this kind of learning is associated with relatively higher cognitive
costs, since it involves potentially complex theoretical revisions compared to a
simple updating of parameter values. Meier and Haury (1990) have scrutinized in
greater detail how economic policy with endogenous preferences works. Their
important starting point is that individual cognitive structures may change, where
a cognitive structure comprehends both positive and normative statements about the
world. In this chapter, we deviate from this approach in assuming that individual
ends are fixed in the short-run, i.e., that individuals pursue for example a certain
distributive outcome or high levels of efficiency and that these ends are, in the
political sphere, represented in informal political institutions. Formal institutions
are social technologies to pursue these ends, with incomplete knowledge about
the relative efficacy of institutional rules.

Changing the institutional status quo does then presuppose that a sufficiently
high number of individuals finds it necessary to revise their given theories on the
relative usefulness of alternative institutional rules. An obvious mechanism which
could lead to a revision of a given stock of knowledge is the observation of dif-
ferent institutional structures and their outcomes in other jurisdictions. Besley and
Case (1995) have shown that such a mechanism is relevant in tax policy on the
state level in the United States: if a governor raises taxes but neighboring gover-
nors do not, then he is more likely to lose the next election compared to a scenario
in which neighboring governors also raise taxes. This evidence supports the
assumption that individuals use experience from outside to update their stock of
knowledge. The problem is, however, that the mechanism does not work for every
policy issue. For example, Besley and Case show that the relative labor market per-
formances of states have no significant impact on the probability of re-election.
Another problem is that the observation and comparison of tax rates appears to be
low-cost cognitive learning, whereas empirical evidence on more costly associa-
tive learning about the relative efficiency of institutional structures is not available
at all thus far.

The observations by Besley and Case also hint at the problem of issue salience.
Tax policy may be a popular political issue in which people are interested enough
in order to invest into obtaining information about tax policy in other jurisdic-
tions. Or changes in the tax burden are an issue that is easily accessible, compared
to more complex issues where it is more difficult (where it involves higher cog-
nitive costs) to compare the performances of differing policies and institutions.
This leads to the problem of attention economies (Falkinger 2003): Attention for
issues has to be supplied by individuals or groups of individuals who can draw
private gains from generating such an interest. Sources of information may be
found in other jurisdictions, but they may also be found in subsystems such as the
scientific community, where individuals invest considerable resources and cre-
ativity into pondering about novel institutional arrangements (Witt 2003).

In any case, the important question is under which conditions knowledge that
is principally available does indeed come to the attention of a sufficiently large
number of individuals.
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In the political sphere, the incentive structure with a tendency towards rational
ignorance and the mutual re-affirming of informal institutions in social networks
clearly leads to a status quo bias. From an individual perspective, a change of a
collectively shared theory that may eventually lead to a reform of formal institu-
tions is a pure public good. On the other hand, there are individual costs of such
a change: There are not only cognitive costs, but also costs such as a potential
alienation of other individuals who also thus far adhere to the status quo theory.
There are likely to be self-stabilizing social networks, in which individuals
communicate and confirm the validity of the status quo theory to each other
(Schnellenbach 2004a). In such a situation, the vague prospect of improvement
under an alternative set of institutions is unlikely to convince a sufficiently large
number of individuals as long as they are still generally satisfied with the results
produced by the status quo set. Only in a situation in which experience discredits
the status quo institutions, i.e., in which the aspiration level associated with the
status quo is clearly missed, can an individual willingness to critically revise the
status quo theories be presupposed. 

This leads, once again, to an argument explaining a disposition for gradualism
in institutional change. Individuals can be relatively easily convinced of small
changes that are easy to be reconciled with status quo theories. In this case, the
cognitive costs of changing their minds are small and the risk of high external
costs (such as alienation of a given social network) is also small. More funda-
mental changes, that are difficult to reconcile with the status quo, are on the other
hand only likely to find support if the costs of maintaining the status quo become
unbearably high – which would, as noted, be the case when experience has
severely discredited the status quo theory.

Result 4: If the individual costs of learning about formal institutions increase
with the difference between the status quo and the proposed alternative, then there
will be a bias towards gradual changes as long as there are no strong external
incentives for the individuals to abandon the theories that support the status quo
set of institutions.

7.4.2 The myth of public entrepreneurship

The idea that so-called “public entrepreneurs” can manipulate the political pref-
erences of a decisive group of voters is not new to political economy, as for
example the study of Schumpeter (1942: chs 21–23) shows. As has been the case
already with Schumpeter, the idea that political leadership against the preferences
of a majority of voters is a laudable activity shows some mistrust in the capabili-
ties of the sovereign in a democracy to make informed and rational judgments.
Some contributors even go as far as Harberger (1993), who praises members of
authoritarian dictatorships as “heroes” due to their role in promoting efficiency-
enhancing economic reforms. One might wonder, however, what exactly the polit-
ical risks were, that politicians without an election constraint are supposed to have
taken to justify praise for “heroic” efforts. From a normative perspective, the
concept of public entrepreneurship in the Schumpeterian sense sketched above is
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certainly dubious. If one is convinced of the empirical relevance of self-interested
behavior in government, then a manipulation of individuals’ political preferences
and hypotheses on the relative efficiency of formal institutions is a cause of
unease, rather than comfort. If, on the other hand, one believes in the empirical
relevance of the assumption of benevolent agents in the public sector, then there
is no reason to think of the tie between the governed and the governing as a prin-
cipal-agent-relationship. Rational voters, knowing of the benevolence of their
agents, would completely delegate all decision-making on public causes to their
agents and refrain from costly mulling over these issues themselves. 

In other words, public entrepreneurship would not be necessary at all because
individuals would rationally grant unrestricted leeway to their benevolent agents –
there would be no resistance to reform that needed to be overcome through
public entrepreneurship. Hoping for public entrepreneurship, or for “heroic”
economic policy-making, does then presuppose an inconsistency in the assump-
tions about the behavioral propensities of political agents. Thinking about eco-
nomic policy-making in the spirit of Harberger and Schumpeter apparently
implies to generally acknowledge widespread opportunistic behavior of public
sector agents, but to hope for the occasional appearance of a benevolent agent
with sufficient public entrepreneurial skills to persuade or coerce malinformed
voters into accepting welfare-enhancing policies. More serious problems follow
from this inconsistency of behavioral assumptions if formal institutions are
proposed that facilitate what is perceived as public entrepreneurship (Heiniger
et al. 2004 is an example). These proposals recommend a reduction of checks
and balances in order to increase the set of alternatives available to the political
entrepreneur and her scope to implement her preferred choices. An institutional
reform along these lines is, however, obviously in contradiction with the observed
fact that benevolent public entrepreneurship is an occasional phenomenon at best
and that opportunistic behavior is the norm. The simple rule of constitutional
economics that agency-related formal institutions ought to channel even the
decisions of the worst opportunist to socially acceptable outcomes is clearly vio-
lated here.

In addition to these normative arguments, the relevance of public entrepre-
neurship is also doubtful from a positive perspective. In this respect, two impor-
tant questions remain unanswered thus far: One is why individuals should decide
to become public entrepreneurs at all, and the other is if there are further limits to
institutional entrepreneurship once there are such individuals. As far as the first
question is concerned, it is likely that incentives vary for different types of formal
institutions. Political competition with retrospective voting (see, e.g., Hibbs 2000
for recent evidence on the importance of retrospective voting) provides ceteris
paribus an incentive to any incumbent in office to provide efficient formal insti-
tutions. The question is, however, how strong this incentive is. Political competition
is usually multidimensional and institutional change concerning specific formal
institutions may be a marginalized issue. Another problem is that the incumbent
may face a relatively conservative, risk-averse electorate that is generally opposed
to risky institutional experiments. In such a situation, it may generally be more
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attractive to incumbents with a relatively high probability of winning the election
to shun risky policy experiments and attempt to win the election by maintaining
the institutional status quo as long as it meets the aspiration level of a majority of
voters. Only with a low probability of re-election, motives such as a short-run
maximization of ideological goals or sheer desperation may provide some incen-
tives to promote institutional change. And again, if there are incoherent informal
institutions, the proposal of an institutional reform that expands distributive fair-
ness at the cost of efficiency, or vice versa, would induce additional conflicts
which an incumbent prefers to avoid.

Nevertheless, there are situations in which an incumbent is likely to promote
institutional change. For example, a status quo institutional framework that pro-
duces results below the aspiration level of a majority of voters clearly gives an
incentive to experiment with new solutions: it is more rational to take the risk of
failure in an institutional experiment compared to certainly facing a high proba-
bility of losing the next election. But it appears to be unlikely that individuals
holding political offices resemble the bold personalities that Schumpeter (1942:
ch. 22) describes. On the contrary, if the simple equation holds that the adoption
of novelty is undertaken if the risk of non-adoption is perceived to be higher than
the risk of adoption (Redmond 2003), then it is likely that a sense of crisis and
urgency following from the belief that satisfying results will not be produced with
the given institutional structure is necessary as an impulse for institutional change.
This is also shown in some of the case studies of institutional innovation with
regard to solving common pool problems by Ostrom (1990). And even individu-
als who appear as bold public entrepreneurs on first sight, such as Franklin D.
Roosevelt or Margaret Thatcher, came forward with institutional innovation as a
response to the Great Depression and the British Disease, respectively. There is
indeed a large empirical evidence suggesting that crisis is a necessary prerequisite
for political and institutional reform (see the contributions collected in Sturzenegger
and Tommasi 1998).

At this point, it is useful to give a reminder of a fundamental distinction made
by Schumpeter (1912) between the entrepreneur (the “Unternehmer”) and the
administrator (the “Wirt”). The entrepreneur is the one who has an intrinsic drive
to constantly search for superior solutions, a drive that is reinforced by the incen-
tive given by (at least temporary) monopoly rents that can be accrued by those
who introduce successful novelty. The administrator, on the other hand, is the one
who rationally accommodates his choices to changing restrictions. According to
the considerations made thus far, an incumbent in public office resembles not so
much an entrepreneur, but much rather an administrator. Political or institutional
innovation is then a largely defensive activity which is not undertaken by a bold
public entrepreneur, but by an incumbent who is convinced that retaining the
status quo under changing restrictions leads to deteriorating chances of being
re-elected. Of course, a public entrepreneur does not necessarily need to be an
individual holding a public office. On the contrary, Schumpeter (1942: chs 22–23)
argues in favor of public entrepreneurship as an activity taken up by individuals
who are interested in putting one well-defined issue onto the political agenda and
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in changing the preferences of individuals in their favor, but who have no further
career concerns in the public sector. 

It is, however, open to debate under which conditions such a deliberate creation or
manipulation of informal political institutions is feasible. It has become popular in
political economics to adopt the concept of social networks from sociology (see, e.g.,
Granovetter 1973 or Putnam 1993) and enrich these approaches with some more tra-
ditional rational choice considerations. The assumptions that learning is costly, that
deviation from the point of view prevailing within a network is costly and that com-
munication within a network leads to a mutual affirmation of the views held by the
individuals in a network easily leads to the conclusion that the views shared within
such a network are very stable (Schnellenbach 2004a), at least if they are views on
core issues for that group (Murphy and Shleifer 2004). In such models, decentralized
mechanisms of reinforcing the status quo make it highly unlikely that a public entre-
preneur can deliberately change the views held by individuals within a social
network once the members of the network have converged to an equilibrium view,
which, in our framework, would constitute a political informal institution. 

There are two levers for public entrepreneurship in such models: If there are
new issues which have thus far not concerned the members of a social network
and which they are indifferent about, then public entrepreneurs can “hijack” such
a network to diffuse their position on such a new issue. And if there is a wide-
spread disenchantment with the status quo view, because it produces results
below the aspiration level, then this may lead to a situation where a demand for a
new approach arises which can be supplied by public entrepreneurs. In both cases,
there is no manipulation of citizens’ preferences, as Schumpeter suggests, but a
supply of points of view by interest groups, politicians or other public figures on
issues for which no stable equilibrium position exists. This distinction may
appear as pure pettifoggery, but it does have an important implication: public
entrepreneurship is confined to the introduction of novel issues to the political
process, but once an equilibrium set of informal political institutions concerning
an issue exists, the internal support of the status quo within social networks makes
it very unlikely that an effort to induce change succeeds. Once again, a situation
of crisis which discredits the status quo and creates a demand for new solutions
is a prerequisite for change and bold entrepreneurship is transformed into defen-
sive accommodation to changed circumstances.

Result 5: Informal political institutions, understood as shared theories about
and preferences for alternative sets of policies and formal institutions, are highly
resistant to change once they are adopted by a large social network. Thus, entre-
preneurship in the public sector is confined to the introduction of new issues, but
attempts to manipulate an existing status quo are likely to fail.

This reasoning provides another rationale for the gradual nature of the change
of formal institutions. We have seen that informal political institutions are stable
over long periods of time and very difficult to be deliberately changed, which
makes them a constraint for the change of formal institutions that even so-called
public entrepreneurs can hardly circumvent as long as democratic checks and
balances are in effect.
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7.5 Conclusions and outlook

It has been argued that the change of formal institutions can be understood as
syncretic change, i.e., as being based on the voluntary integration of novel insti-
tutional rules into given institutional structures. This implies that the change of
formal institutions usually happens incrementally, at a slow pace and in a piece-
meal fashion. Moreover, it has been argued that the ability of a polity to generate
formal institutional change depends on the coherence of its informal institutions.
The more coherent the informal institutional structure is, the more likely is the
appearance of formal institutional innovations.

There are some further implications. The argument in this chapter can be
extended to show that social constructivism, as feared by Hayek, is unlikely to
occur on a large scale in the design of formal institutions. On the contrary, the
change of formal institutions is constrained by informal institutions. These are the
result of traditions and distinct political cultures. Constructivism is certainly not
impossible, but given the arguments in this chapter, it is unlikely to occur if
incumbents act rationally and are sufficiently constrained by the electorate (see
also Hayek 1979) – public entrepreneurship initiated by despots and tyrants would
be a subject for a different paper.

Finally, it should be remarked that gradual institutional change is likely to allow
a sustained diversity of polities. If formal institutional changes are constrained by
informal institutions, and if informal institutions reflect political and societal tradi-
tions that may be very peculiar and different from polity to polity, then it is unlikely
that learning from the institutional policies of other jurisdictions will lead to a har-
monization ex post, as it is envisioned by some approaches to institutional compe-
tition (see Siebert and Koop 1993 for an example). Instead, if informal institutions
differ, then the institutional knowledge that is the basis of formal institutional change
is also likely to evolve differently in different polities. It is therefore unlikely that
variety in the public sphere will disappear via syncretic institutional change.

Note

1 This is an overhauled version (including a change of the title) of a paper presented
at the Workshop on the Evolution of Designed Institutions at the Max-Planck-Institute
of Economics (Jena), 19–21 February 2004. I would like to thank Bruno S. Frey,
Wolfgang Kerber, Richard Langlois, Elinor Ostrom, Christian Schubert and Ulrich Witt
for comments, but obviously the usual disclaimer applies.
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Part III

Normative perspectives





8 A contractarian view on
institutional evolution

Christian Schubert

8.1 Introduction1

While the positive evolution of consciously and purposefully designed institutions
(i.e., the products of society’s political and legal rule-making processes) has
so far been widely neglected within Evolutionary Economics, their normative
evaluation has received even less attention. To evaluate an empirically given or
theoretically conceived designed institution presupposes a normative judgment
concerning the “goodness” of a socio-economic state or process that the designed
institution under review is assumed to be able to influence. Developing the basis
for such judgments is the task of normative economics. Until now, this venerable
field of research has hardly aroused the interest of evolutionary economists. This
chapter proposes a way how they might venture into this uncharted territory. Put
differently, the chapter attempts to elaborate on some possible foundations of a –
yet to be fully developed – normative branch within Evolutionary Economics.

Normative Economics is currently dominated by welfare theoretic approaches
that in turn are based on a quasi-utilitarian methodology (Hausman and McPherson
1996, Sen 1996a). Starting from the (often implicit) ontological assumption of
a static economic system with a given and closed set of individual preferences
and resources, the normative statement is put forward that policy-makers should
design the economy’s institutional framework (and thereby the economy’s
incentive structure) in such a way that resources will be allocated in a welfare-
maximizing way. 

Besides welfare theory, there are three other more or less mature normative
approaches which play a (limited) role within contemporary normative econom-
ics. First, the Constitutional Economics school, being strongly influenced by the
contractarian tradition of social philosophy, is based on the idea that a society’s
“rules of the game” should be designed in such a way that they can be plausibly
reconstructed as being voluntarily agreed upon by all individuals concerned
(Buchanan 1975, Vanberg 1999). Second, the use of neo-pragmatist ideas has
been proposed by, e.g., Knight (2001) and Posner (1998), in particular in
the context of research on Law and Economics topics. Third and finally, Austrian
economists have developed their own views concerning the appropriate
(non-)design of political and legal institutions (Langlois and Sabooglu 2001,
Denis 2002). 



Within evolutionary economics, the need to autonomously engage in normative
theorizing (on the explicit background of an evolutionary view on economic
processes) in order to be able to develop and justify policy implications has been
most prominently put forward by Witt (1996, 2003). Similar ideas have recently
been voiced by a leading exponent of the New Institutional Economics, flirting
with evolutionary ideas (North 1999). 

North summarizes both the unease of heterodox approaches with the normative
orientation of mainstream economics and the motivation to think about an alterna-
tive perspective by stating that “[e]conomic theory is static; and in the world in
which we live a static body of theory consistently and persistently yields the wrong
policy prescriptions”.2 Hence, the static orientation of positive economics is iden-
tified as being the main obstacle on the way toward a theory that is able to yield
well-founded statements about political or constitutional implications (see Pelikan
2002 for a similar assessment); such a theory has of course to presuppose or, better
yet, to explicitly develop and justify normative statements which are plausible
and convincing from an evolutionary perspective. To specify this argument (and
North’s intuition), a meta-theoretical concept is necessary that clarifies the rela-
tionship between positive and normative statements as well as the latter’s scientific
status. For if we (1) criticize orthodox welfare theory’s normative concept and its
resulting statements, and (2) work out an alternative concept that yields alternative
statements, we are inspired by or rely on Evolutionary Economics’ positive insights
into the nature of economic behavior and economic processes. There is thus a link
between the positive and the normative sphere whose nature has to be clarified.
This endeavor may eventually result in a normative approach that is compatible
with an overall evolutionary world-view – put differently, it may lead us to a “nor-
mative branch” within Evolutionary Economics.

The chapter is organized as follows. In Section 8.2, the two basic concepts of
the following argument are briefly introduced: the “evolutionary” perspective on
socio-economic systems and the peculiarities of normative theorizing. Concerning the
latter, a meta-theoretical framework, i.e., a basic model of normative reasoning, is
introduced which is borrowed from the social philosophy of Critical Rationalism,
based on the work of Karl Popper, among others. This meta-theory provides us
with the basic tools that we need in order to examine the plausibility of alternative
normative approaches from an evolutionary perspective. On a less abstract level,
i.e., on the level of concrete normative (or justificatory) theories, Section 8.3
proposes to use the contractarian approach as the foundation of a normative
branch within Evolutionary Economics, for it is arguably the most general one
among all possible candidates, i.e., it can be plausibly interpreted as encompass-
ing most other approaches.3 There are, however, two main deficiencies that
should be remedied in order for this approach to be “evolution-proof”. The two
conditions that are thereby identified render it possible to delineate the range of
contractarian theories which are compatible with an evolutionary perspective on
economic processes. Hence, this section delineates the contours of a normative
branch within Evolutionary Economics by way of critically assessing the theoretical
potential of contractarianism from an evolutionary point of view. In Section 8.4,

150 Christian Schubert



the approach of the political philosopher John Rawls is argued to fall into the
range of theories that are acceptable in this sense – provided that it is interpreted
in a conventionalist (“Humean”) way, i.e., provided that Rawls’ contractarianism
puts the historically contingent informal social norms (such as, e.g., norms of dis-
tributive justice or property conventions) of a given society at center stage.
Section 8.5 concludes.

8.2 Preparing the ground: The evolutionary
and the normative viewpoint

8.2.1 The evolutionary perspective

Before the potential of normative thinking can be discussed from an evolutionary
perspective, some preliminary remarks are in order as to what characterizes an
“evolutionary” perspective on the economy. The next section (8.2.2) will deal
with the peculiarities of normative theorizing.

In what follows, an evolutionary perspective on economic behavior and its sys-
temic (macro) implications will comprise essentially three points. First, the socio-
economic system is seen as an open one that evolves endogenously in historical,
i.e., irreversible time. Social order is understood as being generated and continu-
ously adapted by spontaneous processes of self-organization. In the course of these
order-generating processes, genuine novelty emerges whose implications can
only imperfectly be anticipated.

Second, individual economic behavior is not to be understood as an exercise in
permanent optimization, but rather as the attempt to adapt to ever changing cir-
cumstances by learning and imitation. Humans acquire knowledge in a cumula-
tive way, in particular by imitating other individuals’ behavior which is perceived
as relatively successful. In order to cope with uncertainty, individuals consciously
and unconsciously follow institutions that are either self-enforcing (“conventions”)
or decentrally enforced by moral sanctions (“social norms”). In Ferguson’s famous
words, these institutions are themselves the non-anticipated product of “human
action, but not human design”.

Third and closely related to the second point, individual preferences change over
time. Concerning both preferences in consumption and preferences in social inter-
action, there is a basic universal component which is directly related to the results of
human genetic evolution. This component can be thought of as consisting of a set
of “basic wants”, such as, e.g., the want for sweeteners or the want for social status.
Building on this, the relatively much more rapid processes of cultural evolution have
led to a complex differentiation of human preferences (Witt 2000). These processes
have been driven by cultural transmission mechanisms (in particular imitative or
observational learning) whose basic structure is the product of genetic evolution, too.
Concerning the class of preferences in social interaction, cultural learning processes
have, e.g., generated culturally contingent attitudes on the “justice” (or “fairness”) of
socio-economic states or processes or, for that matter, collective decision-making
procedures (Sartorius 2002, Binmore 1997, Frey et al. 1996). 
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By itself, the characteristics of an evolutionary “world-view” do not logically
imply any normative conclusions at all. They do however render some normative
theories (such as utilitarianism or contractarianism) or normative statements (such
as propositions on policy goals) more or less plausible. To illustrate, from an evo-
lutionary perspective it becomes highly implausible to develop normative state-
ments on the basis of a justificatory approach that presupposes the concept of an
aprioristic “Archimedean” viewpoint outside time and space, i.e., outside processes
of cultural evolution. Since the attempt to venture into normative territory from an
explicitly evolutionary perspective has hardly been made in the relevant literature
(Witt 2003), some basics on what it means to argue normatively are in order.

8.2.2 The normative perspective

Normative or “ought”-statements are categorically different form positive or “is”-
statements. This insight is at the basis of David Hume’s famous dictum that no
normative statement can be logically deduced from exclusively positive premises.
Technically, this insight, often called “Hume’s Law”, derives from the logical
impossibility of inductive conclusions: positive statements concern single events
of the past, while normative statements claim to be universally valid in the future.
He who tries to cross the divide between is and ought with logical means
commits what has been later called (by Moore, in a slightly different context) the
“naturalistic fallacy”.4

Which implications does this fundamental logical insight bear for the task of
normative reasoning? There are widely conflicting views on this. On the one
hand, it has been argued that genuinely scientific statements can only be devel-
oped at all within the sphere of purely positive theories. From this skepticist per-
spective, it is nothing but arbitrariness that reigns on the normative side of the
is-ought-divide. On the other hand, according to ethical cognitivism, normative
statements can possess the same certitude and truth-value as positive ones, for
in this view, there exist “moral facts” which can be identified analogously to
positive facts. 

Both polar views are rejected as implausible by the social philosophy of
Critical Rationalism (Albert 1988, Popper 1992). According to it, neither is it rea-
sonable to assume that normative statements can be deduced from a cognitively
accessible sphere of moral facts (and hence, can be true or false), nor does it make
sense to conclude from this rejection of cognitivism that normative statements are
purely arbitrary expressions of “tastes”. 

What Critical Rationalism proposes in order to overcome the dichotomy
between moral skepticism and cognitivism is inspired by two essential empirical
observations. First, most real-world individuals who formulate normative state-
ments do not actually interpret them as being analogous to expressions of pure
subjective tastes, but rather as implying a claim to inter-subjective validity. Most
often, they want other individuals to be persuaded by them. Second, when
arguing about alternative normative statements, most real-world individuals con-
sciously or unconsciously follow a basic discursive rule, according to which this
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claim is the more plausible, the more the underlying normative statement is
perceived as having been developed from an ideal perspective of impartiality. Hence,
from the viewpoint of the individuals concerned, normative statements are viewed
as possessing a variable degree of plausibility or quality, i.e., they can be more or
less well-founded. These observations point to the idea that there must be more to
them than being mere expressions of arbitrarily formed tastes – even if there is
admittedly less to them than ethical cognitivism suggests. Note that by identify-
ing a general methodology to rationally discuss alternative normative statements,
the meta-theoretical viewpoint taken here rejects at least a strong version of moral
relativism, according to which there does not exist any universally valid method
whatsoever to develop meaningful and justified judgments about competing nor-
mative claims (i.e., claims that may for instance have been developed in different
cultural contexts).

According to the social philosophy of Critical Rationalism, this idea can be
rationally reconstructed by analyzing the internal structure of normative state-
ments. In principle, normative statements contain at least one positive component,
i.e., they are based on at least one underlying (often implicit) factual hypothesis.
This component can be rationally examined and criticized in a “value-free” way,
thereby opening the way toward a rational discussion of the normative statement
itself. Apart from this positive component, normative statements are also generally
based on one or several more abstract normative principles. This insight points
to a second option to examine them, namely, by testing the consistency between
the normative statement itself and the (allegedly) underlying abstract principle.
Moreover, this principle itself can of course again be examined in the same way as
a simple normative statement – i.e., by investigating its positive component (or
components) and its underlying, even more abstract, principle (or principles). 

Third and finally, a given normative statement can be examined as to its com-
patibility with those moral intuitions and social norms that govern the real-world
individuals’ behavior, particularly their voting behavior when they are to decide
on constitutional issues. Analyzing the origin and content of these intuitions and
norms is of course a task of, inter alia, positive economics. In light of critical
rationalism, a society’s prevailing social norms should not only count as a valid
touchstone of normative statements – the development of any moral (or, for that
matter, social) philosophy should also explicitly take into account insights into
the moral intuitions and motivations of man. This is a meta-theoretical advice that
aims at preventing moral and social philosophy from losing contact to what deter-
mines the moral attitudes and constitutional preferences of real individuals. Note
that this advice has to be handled with care: Insights from economics, evolution-
ary biology or moral psychology into the determinants of moral behavior cannot
per se establish any claim to normative validity. Philosophy and empirical science
ask fundamentally different questions about morality (Dworkin 1998).

Summing up, there are essentially three tools available to examine the plau-
sibility of alternative normative statements. By using these tools, Evolutionary
Economics may arrive at well-founded judgments on the quality of those normative
statements (about, for example, appropriate policy goals) that have been proposed
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by mainstream welfare theory. From the viewpoint of the present chapter, the
investigation into the quality of their positive components ought, of course, to be
informed by insights of Evolutionary Economics into the nature and determinants
of economic behavior and economic processes. The discussion of the plausibility
of underlying, more abstract normative principles may also be informed by those
insights.

To be sure, what can be achieved by the critical discussion of alternative nor-
mative statements are hypotheses of the form “Given what we (hypothetically)
know so far about the positive nature of economic behavior, policy goal X is more
plausible than policy goal Y”. Since no (positive or normative) statement can ever
be perfectly justified in the sense of the “principle of sufficient reason” (Popper
1992), the scientific status of the results of normative reasoning are of conjectural
character only. Put differently, since no rock-solid logical bridge can bring us
from the sphere of factual statements to normative territory, we have to use
weaker methodological bridges. This softens the status of the results of our theo-
retical efforts. Hence, this methodology of normative reasoning avoids Hume’s
naturalistic fallacy. No logical conclusions are derived from the sphere of factu-
ality alone for the sphere of normativity. Hence, positive theoretical insights are
not sufficient to resolve normative disputes – but they can at least help to clarify
the discussion, to influence the preferences of participants of the constitutional
discourse, and to establish convincing claims about the quality of alternative nor-
mative statements. Logic can only play a role when the participants at the nor-
mative discourse have not only agreed upon facts, but also upon at least one
(“basic”) normative statement, for “[g]ranted that an ought cannot be derived
from an is, it is still possible to derive an ought from an is in conjunction with
another ought” (Schlicht 1998: 290, emphasis in the original).

The critical rationalist toolbox sketched above allows us (1) to systematically
examine the normative statements that have been put forward by alternative
economic schools of thought, such as utilitarian Welfare Theory (and its applied
sub-disciplines, such as Public Choice or Law and Economics), contractarian
Constitutional Economics, Austrian Economics and Evolutionary Economics. It
helps us (2) to avoid committing the naturalistic fallacy which looms large when,
e.g., a Panglossian stance is taken, or the categorical difference between the
empirical prevalence of social norms and their moral validity is confounded, as
is often the case in the literature on “Evolutionary Ethics” (Dworkin 1998). Both
tendencies hinder the development of a plausible normative theory within eco-
nomics in general and Evolutionary Economics in particular.

In order to develop substantive normative statements concerning the “good-
ness” of economic states and processes (a precondition to evaluate given or theo-
retically conceived designed institutions), a normative theory is needed that
structures the justification of evaluative statements and that guarantees the plau-
sibility of the latter – given what we know about the evolutionary nature of eco-
nomic behavior. Once normative statements have been developed that are plausible
in this sense, they form, in combination with positive insights into, for example,
means-ends-relationships within the economy or the working properties of political
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or legal rules, the basis of instrumental statements which in turn serve as a direct
input into the process of policy consulting (see Figure 8.1). 

An approach that may serve as a basis for such a normative theory will be
sketched in the following section (8.3). Before that can be done, though, we need
to introduce a basic concept that indicates in a very general way what it shall
mean to say that an economic state or process is “good” or “bad”. 

Almost the totality of normative economics takes the principle of Normative
Individualism as its most fundamental normative premise. From the perspective
of Critical Rationalism, sketched above, this principle is to be understood as a
hypothetical imperative. It is formulated on the background of our hypothetical
knowledge on the plausibility of its positive component and the consistency of its
underlying, even more abstract normative principles (which lie outside the realm
of economics). On a very general level, according to the principle of Normative
Individualism, (1) the single autonomous individual is the only bearer of value
judgments, i.e., her preferences are the only acceptable legitimizing force of
any social order. There are no normatively valid social goals that are independent
of the individually held preferences. It is in this sense that no “external ethical cri-
teria” are accepted (Vanberg 2004). Moreover, (2), all individual preferences have
exactly the same weight in the process of deriving social welfare judgments
(Buchanan 1991; Vanberg 1994).5 Hence, what is to be judged a “good” economic
state or process depends exclusively on the identically weighted preferences of
the individuals concerned.

To be sure, this principle can be made operational in a variety of different ways.
First, we sketch the way it is applied within mainstream normative economics;
then, we propose an alternative approach.

From the perspective of mainstream normative economics, the practical appli-
cation of the normative individualistic principle makes use of the criterion of
Pareto efficiency, which is linked to the concept of market failure by the first fun-
damental theorem of Welfare Economics. The market failure concept plays a
fundamental heuristic role: Conscious institutional design is necessary if the
market does not perform perfectly, as indicated by the divergence between private
and social marginal costs and benefits of economic action. Zero divergence (“effi-
ciency”) is set up as a social goal in an aprioristic way. This efficiency notion has
been rightly rejected by evolutionary scholars as being a static concept that can
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only be used to measure the arrangement of a given set of elements within a
closed social system. From an evolutionary perspective, the elements to be
arranged cannot be taken as given; rather, their genesis and diffusion is what has
to be examined. Thus, what counts is to look at how open social systems that are
capable of endogenously generating novelty develop in a continuous way.

If we conceptualize the economy as a complex system that exhibits continuous
self-transformation, there appear to be two aspects that are normatively relevant:
First, it seems plausible to conjecture that the individual users of the economic
system want it to be adaptive, i.e., its principal capacity to develop endogenously
and to generate novelty to be maintained. This aspect plays a key role in the few
endeavors into normative territory that evolutionary economists have undertaken
so far. Put simply, the corresponding goal can be labeled “adaptive efficiency”
(North 1999).

There is however a second aspect that has so far been largely neglected in
Evolutionary Economics: There is no reason to assume a priori that the novelty
which is generated in the course of the dynamic interplay between individual
agents is inherently a “good” thing. Historically, besides their doubtless benefi-
cial long-term effects,6 new technologies, products, and production processes
have often caused hardship among a subset of the individuals concerned (see Witt
1996) – either as pecuniary externalities, or as hitherto unknown risks, or as long-
term negative impacts on the diffusion of certain social norms, etc. The undesired
consequences (“undesired” at least by a subset of the individuals affected) asso-
ciated with innovation in a wide sense can be resumed as negative distributional
effects. Arguably, any normative branch within Evolutionary Economics should be
able to evaluate these effects as well as the adaptive efficiency aspect described above.
Note, though, that there is a tension between these two goals – the first one referring
to the characteristics of social processes, the second one to the characteristics of
(temporary) social states.

In light of the second – distributional – aspect, the orthodox normative concept
of market failure can be substituted by a concept first proposed by Buchanan
(1977) and Schelling (1978: ch.1): If the spontaneously evolved macro result of
the individuals’ micro behavior is negatively judged by one or several individuals,
then there is a prima facie case for spontaneous disorder. Trivial examples delivered
by Buchanan and Schelling include littered beaches and un-coordinated seating
arrangements in theaters and university lecture rooms: By their interdependent
actions, the individual agents unconsciously produce a certain macro result, which
at least some of them subjectively regard as “undesirable” ex post. If we start
from the hypothetical imperative of normative individualism, these assessments
certainly have to be taken seriously, i.e., they have to be considered as norma-
tively relevant. While it is of course true that any evolving economic system will
regularly generate a huge amount of spontaneous disorder, which makes this con-
cept quite impracticable at first sight,7 it is nonetheless useful as a heuristic
device: Evolutionary economists engaged in normative reasoning should not
overlook the undesirable side-effects of novelty. To be operational, the concept of
spontaneous disorder needs to be complemented by a criterion as to which subset
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of “negative distributional patterns” should be classified as problematic. This will
be the main task of the remainder of this chapter.

8.3 The contractarian approach, as seen
from an evolutionary perspective

8.3.1 The general outline

It was presumably the political philosopher Thomas Hobbes who first introduced
the contractarian perspective in his Leviathan in 1651. He argued that from within
an anarchical state of nature, where he imagined life to be “solitary, poor, nasty,
brutish and short” every individual would reasonably agree to set up an omnipo-
tent sovereign power that would establish social order by fiat. A central Leviathan
would, under these conditions, benefit everyone, hence be generally acceptable
and, thus, legitimate. In the twentieth century, contractarian thought has been revi-
talized by Buchanan and Tullock (1965) and John Rawls (1971/1995). At the out-
set it should be emphasized that within its modern versions, the theoretically
constructed “social contracts” that define the social order agreed to by the indi-
viduals are not meant to serve as empirical hypotheses. Rather, they have to be
understood as hypothetical normative models, i.e., as “thought-experiments”. For
their function is not to gain empirical, but normative insights into the legitimacy
of alternative policy measures.8 Unfortunately, this basic misunderstanding is still
widespread in the literature.9

As opposed to utilitarianism, which dominates mainstream welfare theory,
contractarianism offers the “general voluntary consent” of the individuals affected
as the main criterion to comparatively judge the constitutional rules of the game.
This is directly derived from the principle of Normative Individualism: in the con-
tractarian perspective, the latter implies that “the desirability, and legitimacy, of
constitutional arrangements is to be judged in terms of the preferences of, and the
voluntary agreement among, the individuals who live under (or are affected by)
the arrangements” (Vanberg 2004: 154).

Moreover, contractarianism differs from utilitarianism in its conception of
individual rights (hence, with regard to a procedural aspect): While utilitarianism
aims at maximizing the aggregate of individual utilities, without regard to a
policy’s impact on individual utility levels (and, a fortiori, on individual rights
positions), contractarianism aims at securing individual rights and maintaining
their compatibility in the light of changing circumstances. In a very general sense,
this gives it a Kantian orientation. Put somewhat emphatically, while utilitarian-
ism gives priority to the Good, contractarianism puts the Right at center stage, in
the sense that individual rights are legitimatorily prior to individual well-being
(or utility or wealth); they demarcate the sphere within which well-being can be
maximized.10 The difference between utilitarian and Kantian approaches is a fun-
damental one. In his focus on procedural criteria in general, and the value of indi-
vidual rights in particular, Hayek can for instance also be regarded a Kantian
(Gray 1998).
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Today, contractarian thinking plays a key role within Constitutional Economics.11

It is operationalized as follows. Constitutional Economics starts from the analyt-
ical distinction between rules of the (market) game and single moves within the
game. While the former are defined and continuously re-defined on the constitu-
tional stage, the latter take place on the sub-constitutional stage. The totality of
the rules of the game constitutes the market order – thus, the latter is conceptual-
ized as a bundle of institutions. It is essential to note that the scope of gains from
exchange that is realizable at any point in time is defined relative to the set of con-
stitutional market rules. For it is the latter that define the individuals’ economic
opportunities to act. Hence, there is no economic (market) evolution per se; it is
rather conceptualized as taking place under a specific set of market rules. The
market’s beneficial effects are of a fundamentally conditional nature. Therefore,
the “efficiency” concept has to be modified – efficiency can only be defined rel-
ative to a given set of constitutional rules, i.e., relative to the specific set of oppor-
tunities that is constituted by these rules. 

Thus, if economic evolution generates “undesirable” results (i.e., spontaneous
disorder), this establishes a prima facie case for modifying the rules of the game.
There is thus no such thing as a market failure but rather contingent cases of insti-
tutional or indeed state failure: “[T]hose market actors who are especially faced
with a wealth-decreasing fall-out from the ‘creative destructors’... will have an
interest in changing the rules of the game against innovation or creative destruc-
tion, or in protecting ‘old’ (non-innovative) resource combinations” (Röpke 1990:
118). It is the rules that are the object of constitutional discourse and constitutional
agreement. For by voluntarily agreeing to a set of mutual behavioral constraints,
individuals can generate a cooperative surplus; this institutional exchange consti-
tutes the social order: “[I]ndividuals choose to impose constraints on their own
behavior (...) as a part of an exchange in which the restrictions on their own actions
are sacrificed in return for the benefits that are anticipated from the reciprocally
extended restrictions on the action of others” (Buchanan 1990: 4).

After having sketched the principal analytical outline of constitutional
economics, we now have to take a closer look at the social contract notion that
constitutes the core element of normative constitutional economics. In the con-
tractarian view, collective decisions are legitimate insofar as they can plausibly be
reconstructed as being the product of a (fictitious) agreement among the (real)
members of society who gather in an (artificially modeled) state of nature or
“original position” in order to choose among alternative rule arrangements.12 The
original position and the specific way it is modeled play a central role in the con-
tractarian thought-experiment. It serves as a correcting device that forces the indi-
viduals to adopt an “impartial” position when deliberating and voting about
alternative rules of the game. The way this impartial position is modeled consti-
tutes the core theoretical problem of any contractarian approach. Generally, con-
ditions of impartiality are achieved by artificially restricting the informational
endowment of the individuals – they are put behind the famous veil of ignorance,
i.e., they do not know their personal social position in the sub-constitutional
market game. This model forces even rational self-interested homines oeconomici
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to adopt a moral viewpoint and to consider the interests of all individuals affected
when casting their vote. Hence, rationality (in the neoclassical sense) is forced
into a moral straightjacket (Kersting 1996). As a methodology for developing nor-
mative statements, modern contractarianism draws upon the decision-theoretic
rationality concept of neoclassical economics. After having completed the social
contract thought-experiment, constitutional economists usually proceed by for-
mulating some hypothetical positive statement of the form “Rule R is able to
command general assent among the individuals concerned”. Put simply, we could
call such a rule putatively agreeable. Note that this statement is value-free – it is
only the more or less complex method by which it has been developed that is built
on normative assumptions. 

As this chapter aims at exploring the ground for a normative branch within
Evolutionary Economics, it has to be asked if the contractarian methodology
sketched above can be unconditionally employed by evolutionary economists.
Unfortunately, this is not the case. For there are two powerful criticisms, voiced
by Hume on the one hand and Hayek on the other hand that have to be accounted
for. These criticisms delimit the scope of contractarian approaches that are prin-
cipally compatible with an evolutionary world-view. To anticipate briefly, only
those approaches that are naturalistic (without however violating Hume’s Law)
and conventionalist as well as anti-constructivist in an epistemic sense will be
allowed to join the club. Hence, the kind of legitimizing theory that can be inte-
grated into Evolutionary Economics should be discernible after both the Humean
and the Hayekian hurdle are successfully overcome. These hurdles will be
described in the following sections.

8.3.2 Hume’s objection

David Hume has developed a general critique of contractarianism that receives
more and more attention today (Engländer 2002, Müller 2002).13 According to
him, Hobbes’ assumption that a centralized, omnipotent Leviathan is necessary to
establish social order is fundamentally flawed. For anarchy can be (and has been
historically) overcome by decentralized means, namely informal conventions. First
of all, after Hume, these spontaneously evolving and self-enforcing institutions
are historically prior to any formally designed rules. This obviously comes close
to a genuinely evolutionary perspective on the economy, avant la lettre. By itself
it is, however, no strong objection, for modern contractarians do not use Hobbes’
story as an empirical hypothesis. According to Hume, though, informal conven-
tions are also prior in a normative sense: For there is no reason to assume that a
fictitious contract – or a real one, agreed upon centuries ago, for that matter – has
any binding force per se on contemporarily living real individuals (see Hume
1748/1992). Even my own agreement to a contract, given yesterday, does not in
itself bind me today. Assuming otherwise means to commit a logical fallacy, viz.
a logically invalid inductive conclusion: If it is rational to make a certain decision
in situation A (say, the original position), it does not follow that it is also rational to
make the same decision in situation B (say, a real-world setting).14 Put differently,
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if it is rational for agent i to agree upon the terms of a social contract, it does not
logically follow that it would also have been rational for agent j to do so. Rather,
in order to get the necessary binding force, some prior social norm (or “conven-
tion”)15 has to be introduced, as for instance the social norm to abide by contrac-
tual agreements (“pacta sunt servanda”). In his essay “Of the Original Contract”,
Hume rhetorically asks the reader: “[W]hy are we bound to keep our word? Nor can
you give an answer, but what would, immediately, without any circuit, have
accounted for our obligation to allegiance” (Hume 1748/1992: 456). This norma-
tively expected social norm is logically prior to any formal, “artificially” set up
social contract.

Thus, for Hume, the contract metaphor itself becomes obsolete: Either you
abide by the contractual terms because of some internalized social norm; or it is
in your pure rational self-interest to do it anyway. Hume’s social philosophy dis-
poses of the social contract altogether – it gets eliminated by Occam’s razor.
Concluding from this exercise in applied logic, we can say that in the long-run,
constitutional rules are only viable if they are enforced by either (1) some under-
lying effectively binding social norm or (2) by the pure rational self-interest of the
individuals concerned. 

The second option, however, does not lead us very far. If we understand the
“pure rational self-interest” in purely subjectivist terms, the resulting hypotheti-
cal statements about the content of the social contract will either be indeterminate
and, hence, useless for our purposes (for everything depends on ad hoc assump-
tions about what the inhabitants of the anarchical state of nature want, or their
individual bargaining power, or both),16 or it will possibly conflict with our own
moral intuitions. This is, for instance, the case with Buchanan’s (1975) attempt to
construct a radically subjectivist version of the contractarian model. From this
perspective, even a slave-holder society may be judged legitimate if relative bar-
gaining powers are such that in anarchy, the slave’s position may be even worse
than under the terms of the social contract.

Our basic model of normative reasoning (introduced in Section 8.2.2, above)
allows us to see the major pitfall in this argument. The strong conflict with widely
held moral intuitions indicates already that something may be wrong with
Buchanan’s argument. His approach can be criticized by testing its compatibility
with the normative-individualistic premise that Buchanan himself of course sub-
scribes to.17 If the slave, given that his expected utility in anarchy would be even
lower, opts for the contract that establishes a slave-holder relationship, this hardly
represents a case of voluntary agreement. Arguably it is implausible to consider
such effectively involuntary choices as normatively relevant – for they probably do
not properly reveal the agent’s actual preferences. Hence, the project of building
the contractarian method on a radically subjectivist foundation does not deliver
plausible results. Vanberg (1994) has suggested a “cost-avoidance” criterion that
permits to discriminate between voluntary and forced acts: A choice counts as
voluntary (and, hence, normatively relevant) if the choosing agent disposes of
alternative options at “low” costs. Apart from technical problems (what does “low”
mean?), it has to be stressed that this marks a first step toward a qualitative
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ranking of individual preferences – in this case, according to their genesis.18 What
is more, the ranking is made plausible by reference to the reader’s “moral intu-
ition” on what it means (within the reader’s cultural context) to make a genuine
“voluntary” choice. Thus, Buchanan’s (1975) approach shows that without further
qualifications, the concept of rational self-interest does not provide a sufficient
basis for the contractarian argument. What is rather needed is information on
(1) the genesis and (2) the content of individual preferences.19

Hence, the contractarian argument should be based on insights into the deter-
minants of individual preferences. Broadly speaking, investigating these determi-
nants requires insights into (1) the “nature of man”, i.e., man’s biological heritage,
such as, for example, the basic learning mechanisms that have evolved during the
“environment of evolutionary adaptation” (Binmore 1998). What is arguably
more important, however, are (2) insights into the transmission mechanisms that
are at work during the relatively rapid processes of cultural evolution. According
to the fundamental “continuity hypothesis” (Witt 2000), the latter is to be seen as
a continuation of biological evolution, albeit with different means.20 Cultural
learning mechanisms are based on, but not determined by, the results of biological
processes.

In light of this account of the relationship between biological and cultural evo-
lution, what can be achieved by introducing insights into the origin and content
of individual preferences in the methodological toolbox of contractarianism may
be dubbed a “naturalistic” or “conventionalist” strategy. In what follows, the second
notion will be employed. Hume’s critique can then be used in a constructive way
by systematically linking key notions of the contractarian model to the set of
informal social norms of a given society. These social norms constitute what may
be dubbed society’s “normative framework” (Engländer 2000). It specifies the
agents’ motivation to abide by the terms of the social contract. Note that this is of
course not meant to deny that individuals, when reasoning about their compliance
with the constitutional rules of the game, generally rely on their rational self-
interest. This, however, does not tell us anything about the concrete substance of
their preferences and about the way individuals perceive the components of their
self-interest. Arguably, specifying those social norms that effectively constrain
the agents’ behavior can provide a means to discern this substance. What individ-
uals take to be their self-interest is, among other factors, also shaped by the social
norms they adopt.

Summing up, Hume’s objection can be fruitfully used to derive two conditions
that any contractarian theory should comply with. As the Humean criticism is a
very general one, the conditions apply irrespectively of being viewed from an
evolutionary or a neoclassical angle. As will be seen, however, the Humean con-
ditions do have a distinctly evolutionary flavor in the sense of calling for theoretical
efforts that are best delivered by Evolutionary Economics. 

In order to overcome Hume’s hurdle, contractarianism has to drop some ballast
in the sense of qualifying two traditionally held pretensions. First, most of its
conclusions will hold only for a social order that is already existing. Hence, the
contractarian argument can be used to structure and guide constitutional reforms
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from within a given institutional structure.21 Note that this does not necessarily
mean that no universal statements are possible. In order to get meaningful
results, on the one hand positive enquiries into the “normative framework” of the
relevant population are a desideratum. This requires taking a conventionalist per-
spective which avoids to set a priori assumptions about the content of social
norms. On the other hand, according to the continuity hypothesis it makes sense
to assume that there does exist a set of fundamental human needs whose exam-
ination may help to identify some common features of human institutions, such
as, for example, universally shared basic fairness norms. Conjectures on these
norms may then be used to develop original position models; note, however, the
difference to the traditional, non-empirically founded aprioristic way to define
these models.

Second, it has to be emphasized that the methodology sketched above obvi-
ously does not circumvent Hume’s logical induction problem. The contractarian
thought-experiment does not allow us to make any strong deductive inferences
about the relative “goodness” of alternative constitutional arrangements – rather
it should be seen as a heuristic device that can inform and guide collective deci-
sion-making. By means of social contract theory, hypothetical statements can be
formulated as to the capacity of constitutional rules to command general assent –
these hypotheses serve as informed proposals that can be presented to those very
individuals who, according to the premise of normative individualism, have the
exclusive sovereign right to decide.

Hence, the status of contractarian statements has been qualified in two regards:
First, while the basic structure of the original position model may reflect univer-
sally accepted fairness norms, practical statements may not reach any more
beyond the very population or society that is the object of enquiry at any point in
time. These statements are, then, culturally and historically contingent. Second,
their methodological status has been somewhat downgraded: They are not to be
understood as products of a deductive syllogism, i.e., as rock-solid logical insights.
Rather, they should be seen as hypothetical statements. This derives from the
hypothetical consensus concept that is unavoidably employed due to the prohibi-
tive transaction costs of organizing factual agreements. If agreement is not under-
stood as a practical “in-period decision rule,” but as a “legitimizing principle” or,
to use the Kantian term, “regulative idea”,22 the contractarian results can neces-
sarily only claim a modest status. As Kersting puts it,

the usefulness of the hypothetical contract metaphor as a model for the
legitimization of social and political principles does not hinge on the possi-
bility to justify the principles [derived by contractarianism, C.S.] by pointing
to any factual agreement on the part of the agents concerned; rather it hinges
on there being good reasons for the allegation that the participants ought to
have reasonably agreed upon such a covenant, and that they therefore should
comply with the principles derived from it as if they would have agreed to
them personally. 

Kersting (1996: 265, italics in the original)23
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8.3.3 Hayek’s objection

The second major criticism raised against contractarianism is explicitly motivated
by an evolutionary model of the economic system. According to Hayek, any
attempt to consciously design formal institutions in order to influence the results
of the market game runs the risk of damaging the market’s knowledge-processing
capacities. With its explicit aim to design the constitutional framework of the
market order, contractarianism unavoidably became an easy target of Hayek’s.24

Due to spatial restrictions, the complex (and sometimes contradictory) argument
of his will be only sketched in what follows. For the purposes of this chapter, it is
important to discuss three points. First, Hayek introduces an explicitly evolutionary
(viz., epistemic) interpretation of the “welfare contribution” of complex economic
systems; second, he stresses the epistemic constraints of any attempt to consciously
influence market processes in order to avoid “undesired” and to bring about “desired”
allocative or distributive patterns; third, he occasionally acknowledges that any spon-
taneous order necessarily relies also on basic formal institutional provisions (the
products of “reason”), like, for example, legally enforced property rights. 

Concerning the first point, Hayek stresses the difference between a closed
“economic” and an open “catallactic” system. While the former (in the literal
sense of the Greek “oikos”) represents a constant set of fixed elements – as, for
instance, economic resources – that can be re-arranged so as to yield a maximum
gain, the latter represents a highly complex, continuously evolving open set of
economic opportunities, where decentralized decisions by individual agents
(based on their mostly tacit subjective knowledge) bring about macro phenomena
in an unpredictable way. Epistemologically spoken, these macro phenomena store
more knowledge than any single agent or organization could ever gather, let alone
process. Thus, for Hayek, the essential feature that distinguishes the spontaneous
market order is its capacity to process huge amounts of ever novel economic
knowledge – rather than its capacity to allocate given resources in a welfare-
maximizing way, as suggested by orthodox welfare theory. In the light of the
Hayekian welfare criterion (i.e., the system’s capacity to process decentralized
knowledge), the degree of individual freedom, i.e., the scope of individual oppor-
tunities to act, comes to the fore. Starting thus from some fundamental epistemo-
logical insights, Hayek arrives at a Kantian-like position on individual rights – the
only peculiarity being Hayek’s instrumental justification for the (procedural) goal
of maximizing the individuals’ chances to attain their subjective goals.

As regards the second point, since no single agent or group of agents can ever
attain the degree of economic knowledge that is involved in spontaneously emerg-
ing market patterns and results, it follows that economic policy is confronted with
a fundamental epistemic dilemma. Designers of institutions, such as lawmakers,
can never be perfectly certain about the direct and indirect effects of their inter-
ventions. In an open catallactic system, individual agents affected by policy mea-
sures can always find creative ways to react to them – as these reactions cannot
be perfectly anticipated, there is an irreducible element of surprise involved in any
attempt to intervene in the market order (Wegner 1997).
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In this context, Hayek suggests that the spontaneous market order relies on a
specific kind of institutional foundation – which he calls “Nomos”. According to
Hayek, it is only on the basis of informal “rules of just conduct” which them-
selves are the product of processes of cultural evolution that the market order
can display its epistemic advantages. In this view, consciously designed rules
(“theseis”) – embodying, as they do, only theoretical knowledge, which is infe-
rior to the cultural knowledge implicit in the “nomoi” – are only adequate within
closed, hierarchically organized systems, such as business firms. Hence, Hayek
develops normative statements about the adequate institutional framework of
alternative kinds of social order.

Concerning the third point, Hayek however has at times to admit that “nomoi”
rules are actually not perfectly sufficient to constitute and maintain a stable
market order. There are several sections in his works where he reluctantly con-
cedes that there may be situations where it will be necessary to consciously
design rules.25 However, in his eyes any effort to this end runs the risk of induc-
ing the temptation to manipulate large areas of the economic system. According
to Hayek, this hubristic attempt involves a “pretence of knowledge” that in turn
is based on a specific rationality concept which he calls “constructivist ratio-
nalism” (CR).26 Unfortunately, it is unclear what is exactly meant by this awe-
inspiring term: While at times, Hayek interprets as CR only those grand efforts
that aim at completely reconstructing a given social order de novo,27 at other times
he appears to classify as CR any attempt to “better” single social institutions on
the basis of the best theoretical knowledge available28 – something which
Constitutional Economics undoubtedly aims at. Hayekian scholars sometimes
do not seem to remark this inconsistency: For instance, Langlois and Sabooglu
(2001: 239, emphasis added) define CR as the doctrine according to which “human
reason is capable of constructing a set of ideal institutions”. On the other hand,
they also argue that what Hayek means by CR is any attempt “to arrive at
a government based on reason” (ibid., emphasis added). However, the latter
approach does not necessarily imply the former one. Again, that can be seen by
means of our critical rationalist model of normative reasoning: It is possible to
rationally discuss alternative ways to better the social order without ascribing
some implausible utopian status (“ideal institutions”) to the products of such
a discourse.

To sum up, although Hayek time and again stresses the dangers of conscious
policy – or constitutional rulemaking, he also repeatedly (albeit unsystematically)
emphasizes the need to inject “constructivist” inputs into the process of institu-
tional evolution. While from his scattered remarks on this issue hardly any theory
can be distilled,29 it is important to note that Hayek also introduces an “evolu-
tionary” welfare criterion, viz. the maximization of the individuals’ chances to
attain their subjective goals. On the basis of this goal-setting, he then engages in
an instrumental inquiry into alternative institutional arrangements. It is in this
sense that Hayek may even be classified as a (crypto-)contractarian (Sugden
1993a; Gray 1998) – even if he actually does not offer a well-developed normative
account.

164 Christian Schubert



Hence, the contractarian approach seems to be compatible in principle with a
Hayekian view on economic systems. That means that we can use Hayek’s objec-
tions in a constructive way by deriving two conditions that any contractarian
approach should satisfy in order to be compatible with an evolutionary model of
the economy. In particular, the contractarian method can be applied in order to
help institutional evolution to overcome evolutionary “impasses”, if

• the scope of individual freedom is taken to be a fundamental criterion when
rules of the game are comparatively evaluated. Freedom is considered in its
instrumental value to maintain the market’s knowledge-generating capacity.
The latter goal is best achieved when the individuals have the possibility to
form reliable expectations as to the behavior of their partners in social inter-
action.30 This in turn presupposes that institutional design proceeds in such a
way that rules are only modified in a generally foreseeable way, i.e., that sur-
prises are avoided (Lachmann 1971). In order to achieve this, the modest
“immanent criticism” of given institutions is one strategy that has been pro-
posed by Hayek himself (1976: 24). It tries to solve new policy problems by
also relying on the practical knowledge inherent in the given institutional
structure of society (see also Sugden 1993a);

• the precarious and fallible quality of the governance knowledge available, i.e.,
the knowledge on individual constitutional preferences as well as on the work-
ing properties of alternative rules of the game is explicitly taken into account.
This is indeed a weak point of traditional Constitutional Economics: there it is
often assumed that while individuals in the original position are ignorant about
their own social positions in the post-constitutional stage, they do possess per-
fect instrumental knowledge on the effects of alternative rules, on economic
means-ends-relationships, etc. Hence, in order to be “evolution-proof,” contrac-
tarian theories should account for the need to generate positive and normative
knowledge by, for example, experimental trial-and-error-approaches or appro-
priate social deliberation procedures. Put differently, they should evaluate given
collective decision-making procedures as to their qualities in this respect.

8.3.4 The scope of “evolution-proof ” contractarian theories

Summing up, we have identified three main conditions that any contractarian
theory should fulfill in order to be employable by evolutionary economists. What
we look for is a theory that

1 provides a systematic place for social norms. Thereby it may be possible to
develop positive and testable hypotheses on the origin and content of the
individuals’ constitutional preferences. These hypotheses are taken into
account when constitutional proposals on institutional design are developed.
To be sure, it is up to the individuals themselves to accept or reject these pro-
posals. Since under conditions of real-world scarcity, the general consensus
can only be conceptualized as a “legitimizing principle” (rather than an
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“in-period decision rule”, see Vanberg 2003), collective decision-making
procedures should be organized in such a way that unsatisfied individuals
have adequate channels at their disposal to voice their viewpoints. Note that
basing the contractarian argument on substantive hypotheses on the origin
and content of individual constitutional preferences makes it harder to abuse
the model in an ideological way. 

2 Second, the theory should explicitly take into account the problem of how to
continuously generate both positive and normative governance knowledge. The
real-world place to do this is the system of collective decision-making proce-
dures of a given polity. Note that the constitutional economist is only one of
many policy counselling experts and “norm entrepreneurs” that attempt virtu-
ally daily to influence the individuals’ attitudes and preferences on questions of
institutional design. It is all the more important to make sure that her contribu-
tions be free from ideological (i.e., unfounded or disguised) value judgments.

What can be concluded from the combination of points (1) and (2) is a gen-
eral preference for a gradual approach to institutional design and constitu-
tional reform, i.e., one that proceeds along the given “normative framework”
of a society (“immanent criticism”) and one that allows for the experimental
generation of new governance knowledge by proceeding in a piecemeal way.

3 Third and finally, the contractarian theory that is to be developed should offer
us both a procedural criterion of how to value (possibly conflicting) individ-
ual rights in a non-instrumental (i.e., Kantian) way, and a criterion of how to
judge alternative distributional patterns which emerge as a consequence of
economic novelty. To be sure, what is to be judged are not the single tempo-
rary results of market processes per se, but rather those rules of the market
game which influence the general pattern of market results (Vanberg 1999). 

What is most important to note, though, is that in order to be compatible with an
evolutionary world-view, contractarianism has to operate from within an ongoing
social order, i.e., from within a given system of values, norms and preferences;
this implies that it cannot attain any Archimedean point beyond specific cultural
and historical contexts. In the following section, we briefly discuss one possible
candidate for such a reconceptualization of the contractarian approach.

8.4 Rawls, with a twist

8.4.1 The basic idea

In what follows, a contractarian approach is discussed that arguably complies
with the three conditions outlined above. It may serve as a cornerstone of a nor-
mative branch within Evolutionary Economics, because (1) it explicitly tries to
embed the contractarian argument in the informal institutional framework of
given social orders, (2) it aims at developing normative criteria that are to guide
constitutional rule-design (rather than the manipulation of single sub-constitutional
allocative and distributional patterns), and (3) it offers both a non-instrumental
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account of the value of individual rights and substantive criteria to evaluate
alternative rules according to their distributional implications. What is more, the
distributional criteria – which are a desideratum in the light of the “spontaneous
disorder” problem – are both economically rational and “internally” derived from
the pre-existing institutional background of the society under review.

The political philosopher John Rawls is widely referred to as the main initiator
of the renaissance of contractarian thought in the late twentieth century (Kersting
1996: ch. 9). He has developed a highly original contractarian methodology which
will be proposed as the cornerstone of a normative branch within Evolutionary
Economics. First, the general outlook of his theory is presented. Then, a specific
aspect is discussed that is neglected by most contemporary critics of Rawls’ – such
as, for instance, Binmore (1998). Before that can be done, though, the basic out-
line of his approach is described.

By means of his concept of “justice as fairness”, developed in his Theory of
Justice (Rawls 1971/1995; Rawls 1958/1999), Rawls aims at deriving a set of
fundamental principles of justice that shall govern the design of society’s “basic
structure”. The latter term encompasses all rules and procedures that regulate the
distribution of basic resources, i.e., the principles of justice serve “to assign basic
rights and duties and to determine the division of social benefits” (Rawls
1971/1995: 11). Thus it is not the detailed distribution of dollars or euros that is
to be regulated, but rather the distribution of multi-purpose goods like rights and
entitlements.31 This distribution directly hinges on the constitutional provisions as
specified in a society’s “social contract”.

From a general economic perspective, Rawls’ approach is interesting for two
main reasons. First, as seen above, his social philosophy is explicitly focused on
the normative analysis of the basic institutional structure of society rather than on
the normative examination of single economic interactions on the marketplace.
Second, he conceptualizes society as a cooperative arrangement, i.e., as a positive-
sum game: He explicitly takes account of the economic insight that there is a
trade-off between allocative efficiency and distributional equity.32 For that reason,
outside completely static systems it does not make economic sense to simply
equate justice with equality. In dynamic systems, growth necessarily implies
deviations from the state of perfect equity.

Finally, in the light of the critical rationalist model of normative reasoning, it
is worth noting that Rawls’ approach explicitly starts from the assumption of a
plurality of values. This makes it necessary to qualify the status of the contrac-
tarian results – they are meant to be derived from a political agreement, rather
than from some metaphysical insights. As Sugden (1993b: 1957) puts it, in a plu-
ralistic setting “[t]he political problem is to find a basis on which individuals who
disagree on metaphysics and morals can nevertheless cooperate with mutual
respect”. Rawls looks for a genuinely political (instead of philosophical) concep-
tion of justice, since according to him, it is inadequate to aim at some higher
“truth” in the realm of collective decision-making (Rawls 1999: 132f., 169f.).33

On a fundamental level, this orientation makes his approach compatible with the
critical rationalist account of normativity.
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Rawls follows the basic contractarian logic in arguing that the way the benefits
and costs of the processes of social cooperation are distributed is “just”, if it cor-
responds to principles that rational agents would plausibly have agreed upon
under “fair” conditions. This fairness proviso refers to the specific way the original
position is modeled. 

The original position model includes assumptions about the kind of information
available to the individuals (the “thickness” of the veil of ignorance), the individ-
uals’ preferences (e.g., for risk), and a normative rule concerning the weight of
the individual preferences in the process of deriving social welfare judgments.
The whole contractarian methodology is centered around the precise specification
of the original position.

Assuming that on the constitutional stage, the individuals do not dispose of
any information as to the position they will take in the future sub-constitutional
market game, Rawls develops two positive substantive hypotheses about the
agents’ choice behavior under these conditions. First, he conjectures them to
behave in a very risk-averse way, i.e., to choose according to the maximin crite-
rion: That is, when selecting among the available sets of constitutional rules, they
will focus exclusively on their respective worst consequence – they then choose
the set that displays the, for them, “best” worst consequence.

On the basis of this decision-theoretic assumption, Rawls concludes that
behind the veil of ignorance, rational agents will agree upon the Difference
Principle. It includes two sub-principles and one priority rule:

1 Each person is to have an equal right to the most extensive total system of
equal basic liberties compatible with a similar system of liberty for all. 

2 Social and economic inequalities are to satisfy two conditions. First, they
must be attached to offices and positions open to all under conditions of fair
equality and opportunity; and second, they must be to the greatest benefit of
the least advantaged members of society.

(Rawls 1971/1995: 302, emphasis added)

He explains the second principle as follows: “[T]he higher expectations of those
better situated are just if and only if they work as part of a scheme which improves
the expectations of the least advantaged.”34

The principles are complemented by the following priority rule: “The principles
of justice are to be ranked in lexical order and therefore liberty can be restricted
only for the sake of liberty.” 35

Note that the Difference Principle offers preliminary answers to the two main
desiderata of any normative theory within Evolutionary Economics (as identified
in Section 8.3, above): First, it determines a non-instrumental weight – or “value” –
for individual rights; in this sense, it is compatible with the Hayekian concern for
the extent of individual liberty. Secondly, it formulates a criterion for evaluating
alternative distributional patterns; in this sense, it gives an answer to the question
raised by our proposal to substitute the Buchanan-Schelling concept of sponta-
neous disorder for the orthodox concept of market failure.
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Hence, according to Rawls, every member of society should be granted a
minimum endowment of basic multi-purpose resources; at the same time, no indi-
vidual should be systematically excluded from sharing in the cooperative surplus
generated by the very mutual behavioral constraints that will be agreed upon on
the constitutional stage.

The way the Difference Principle is derived by Rawls has been extensively crit-
icized in the literature (Harsanyi 1975, Binmore 1998); the critics have, however,
mostly missed the main point about this principle. This shall be briefly shown in
the following.

Harsanyi (1975) has rightly raised the objection that behind the Rawlsian veil of
ignorance (as, for that matter, in real-life situations), no rational agent, even if
endowed with a reasonable degree of risk-aversion, would ever choose the maximin
principle.36 Rather, a rational individual would vote for the set of constitutional rules
that maximizes her own expected utility in the sub-constitutional market game.
Since by assumption, the agents do not hold any objective information about the
probability of taking any sub-constitutional position, they rationally assume taking
any conceivable position with equal probability.37 Thus, they choose the rule (or set
of rules) that maximizes average utility, without any regard for the distributional
implications – thereby, they end up with a utilitarian welfare criterion. 

While within the methodological framework of decision theory, Harsanyi is
certainly right, his argument demonstrates nonetheless that there is something
wrong with applying this logic for contractarian purposes. The whole problem
originates in the standard contractarian approach (also taken by Rawls) to equate
the agents’ choice situation behind the veil of ignorance with the choice situation
of an autonomous single agent in real-life settings. For if the veil is sufficiently
thick, all agents dispose of identical information (or rather, non-information) con-
cerning the characteristics of the sub-constitutional market game. In that case,
their choice behavior can be reconstructed by modeling the choice behavior of a
single representative agent. Thus, under these highly artificial conditions, social
and individual choice become identical.38

It is however a non-sequitur to reduce social choice to individual choice, for
the following reason. There is a categorical difference between individual and
collective choice behavior under uncertainty.39 In the former case, it is perfectly
rational for a single agent to choose a strategy (say, driving by car) that involves
a small risk of resulting in a negative payoff (a deadly accident), if the overall
expected utility is still positive or sufficiently high (depending on the agent’s risk
preference). In the latter case, though, following this logic cannot be assumed to
be collectively rational a priori. For if a utilitarian (hence, distributively blind)
rule is chosen, there is a positive probability that some members of society will
effectively end up in a situation where they do not dispose of the Rawlsian mini-
mum resource endowment. Then, the resulting distributional pattern will not be
acceptable for these agents, in the sense of not being defendable as resulting from
the application of a justifiable rule. A rule that is agnostic on distributional out-
comes cannot plausibly be defended on the basis of the principle of normative
individualism. Seen from a non-normative angle, such a rule cannot be expected
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to be viable in the long run, because there will systematically emerge a subset of
losing agents who will reject the rule. 

Hence, we are stuck in a methodological dilemma. If the contractarian method-
ology shall rely on economic rationality concepts and decision-theoretic argu-
ments, the original position’s “fairness” conditions (i.e., the “moral straightjacket”
for rational self-interest) have to be modified. Otherwise it cannot be taken for
granted that applying the contractarian method systematically yields generally
agreeable results (viz. normative statements implying generally acceptable con-
stitutional principles). This is a desideratum for future research.

What is more important for the purpose of this paper, though, is the normative
intuition that underlies Rawls’ Difference Principle. According to Rawls, a con-
tractual agreement is legitimate only if it can be made sure that no individual
member of society will be systematically discriminated ex post (in the sense of
being completely excluded from society’s cooperative surplus or the benefits of
novelty). In the end, the maximin principle appears to be just a technically flawed
expression for a plausible normative idea – which itself will have to be further
specified, to be sure. In the following subsection it is however not the material
content of the Rawlsian “principles of justice”, but the procedure by which they
can be developed that plays a key role. For first and foremost, what Rawls offers
is a procedural theory of justice.

8.4.2 Toward a conventionalist development of the “original position”

For the purpose of the present paper, the most important feature of Rawls’
approach is the fact that he actually combines two different legitimization proce-
dures in order to derive agreeable principles of justice. Besides the traditional
contractual method described above, he employs a “coherentist” method (O’Neill
1998, Kersting 1996: ch. 9). This is discussed in what follows.

As shown above, the specification of the original position and its informa-
tional structure plays a key role in any contractarian theory. The informational
constraints serve as a model of the “moral viewpoint” a fictitious impartial
observer would adopt. Underlying this model is a set of normative statements
about what kind of arguments are considered acceptable or even convincing in a
normative discourse. 

In order to specify such a model, one has to choose one out of two possible
procedures. The model can either be defined in a non-empirical (e.g., a cogni-
tivist) way (Harsanyi 1982). This is the approach Kant himself arguably took
when he proposed the original position cum social contract metaphor as a model
for the categorical imperative – which, in turn, was based on purely theoretical,
rationalistic (i.e., non-empiristic) reasoning. According to Kant, reason alone
(if engaged in by a well-minded person) can recognize the content of the “golden
rule” whose reasonability he took as self-evident (Kant 1793/1977).

As an alternative, an empirically informed perspective can be taken. This in
turn opens the way toward either (a) a naturalistic or (b) a conventionalist justi-
ficatory strategy. In both cases, normative reasoning has its starting point not in

170 Christian Schubert



the social philosopher’s armchair, but rather in an empirical enquiry into the moral
intuitions and social norms that actually do prevail in the historical-cultural set-
ting under consideration. Hence, the individuals’ moral common sense is set at
center stage in the contractarian argument. Its origin and content is explored in
order to derive normative statements (about both the appropriate structure of the
contractarian model and the contractarian conclusions) that are more in line with
what in fact shapes the constitutional preferences of real-world individuals. The
chances of voluntary compliance with the constitutional rules are thereby
increased. While a naturalistic strategy focuses on the purely biological origins of
basic moral instincts, such as the human capacity to adopt an empathic position
with regard to other individuals (see, e.g., Binmore 1998),40 a conventionalist
strategy is directed toward examining how these moral instincts emerge in the
course of cultural evolution.41 Arguably, Rawls follows this second approach,
when he suggests that the empirically prevailing social norms should guide the
specification of the contractarian original position. Hence, instead of using an a
priori definition, he proposes to explicitly develop the contents of the original
position; in other words, the key component of the contractarian model is endog-
enized (O’Neill 1998). This “Humean” strategy avoids the pitfalls implied by
falling back on some fictitious Archimedean position when trying to model a uni-
versally acceptable perspective of impartiality. Rather, what precisely counts as
“impartial” depends on what the individuals concerned take it to be. This endoge-
nous approach does not by itself imply anything about the relative weight of bio-
logical versus cultural factors in the development of moral intuitions and
attitudes. In particular, it does not exclude the possibility that some very basic
components of the moral common sense are indeed universal in character, while
their concrete specifications differ across cultural contexts. 

In the light of our basic model of normative reasoning, it becomes evident that
any non-aprioristic strategy runs the risk of violating Hume’s Law. The tempta-
tion to directly derive normative statements (about the adequate mode of the orig-
inal position, say) from purely descriptive ones (about the empirically prevailing
social norms or moral instincts) does bedevil, for instance, the emerging school
of “evolutionary ethics” (Wilson 1998: ch. 11). In order to avoid this fallacy,
Rawls needs to construct a methodological bridge to overcome the gap between
the is- and the ought-world.42 To this end, he suggests a public deliberation pro-
cedure which takes the individual moral intuitions and the collectively shared
social norms of a given society as a (“crude”) input and transforms them into a set
of abstract principles of justice. Thereby, reflective agreement gains a systematic
place within the contractarian architecture: Before normative conclusions can be
drawn, empirically given social norms and moral views have to be made the
object of conscious reasoning and have to be generally agreed upon.

The abstract principles of justice shall be gained in the course of a rule-guided
multi-step procedure. Assume that there are three classes of individual prefer-
ences, namely ordinary preferences (with respect to consumer goods or social
interaction), constitutional preferences, concerning matters of institutional design
(they are used as input into the contractarian original position model), and moral
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preferences that concern the adequate design of the original position model itself,
i.e., that reflect the fundamental moral views of the individuals.43 Rawls proposes
the following approach: The individuals, participating at a given constitutional
discourse, move first by expressing their more or less well-specified moral pref-
erences, as shaped by their underlying moral intuitions and commonly shared
social norms. As this will result in a vast amount of “normative knowledge”
which will be both non-operational and highly contradictory (and partly non-
sensical, too), social philosophy enters the stage and gets the task of summariz-
ing these statements, in the sense of distilling their common denominators. The
few abstract principles that will have been formulated will then be suggested to
the individuals, who probably will partly reject them, but who may also critically
reflect on their own original statements and adjust them, etc. In the end, this inter-
active learning process will (ideally) result in a coherent set of abstract normative
principles that properly reflect the generalizable core of the agents’ moral views.
These principles constitute what Rawls calls the “Reflective Equilibrium” of a
polity.44 Their main function is to guide the specification of the contractarian orig-
inal position. The Reflective Equilibrium represents Rawls’ idea of a genuinely
political (compromise-based) agreement on normative issues, i.e., it dismisses
with any metaphysical pretensions.45 It rather reflects the essential components of
society’s “public political culture” (Rawls 1999) and is meant to serve as a minimum
common basis for collective decision-making even within a pluralistic setting.
Moreover, in spite of the misleading “equilibrium” notion, it is not meant to be
developed once and to be statically valid thereafter. Rather, it serves as a device
to solve normative problems, as long as it yields generally acceptable results. If
this is no longer the case, it will be adjusted and modified accordingly. 

Figure 8.2 illustrates the Rawlsian public deliberation process. A rule-guided
(properly institutionalized) interactive learning process generates a coherent set
of principles that constitute the “Reflective Equilibrium” (a). These results guide
the specification of the original position device, which is still necessary in order
to derive operational principles out of the day-to-day constitutional preferences of
the members of society (b). Reflective Equilibrium and Original Position are to
be understood as the key components of this conventionalist contractarian proce-
dure: They are to be developed before the individuals’ constitutional preferences
can be processed; moreover, they are probably less variable than the constitutional
preferences.

Note that in the end the Rawlsian approach is not completely procedural: The
Reflective Equilibrium principles are also used to materially “double-check” the
(relatively concrete) results of the application of the contractual device (c). Thus,
in order to make sure that the results of the whole exercise are truly capable of
commanding general assent, Rawls combines a procedural with a material qual-
ity control (Homann 1984). Specifying the substance of a given society’s consti-
tutional consensus turns out to be not only a complex, but also a continuously
ongoing task. Finally, note that the moral intuitions and social norms of the indi-
viduals do also influence their day-to-day constitutional preferences (that are more
directly involved in issues of day-to-day institutional design).
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What do we actually gain by employing this conventionalist strategy? First, the
contractarian methodology gets firmly rooted within the cultural context of the
society under review. While this does not exclude the option to claim universal
normative validity for a subset of the contractarian conclusions arrived at, it cer-
tainly implies a more relativistic stance than traditional social contract theory.
Second, by anchoring the model in a given cultural context, it is now possible
to “tap” the given institutional structure of society in order to derive testable hypo-
theses about the material content of the constitutional consensus at any point in
time. Due to its radically subjectivist orientation, traditional constitutional eco-
nomics is hardly able to give non-arbitrary answers to questions like, for example,
what exactly is perceived as a “discriminatory” rule, what is it that makes collective
decision-making procedures “fair”, what constitutes a harmful “externality”, or what
kind of property rights contents are perceived as legitimate. Third, both a norma-
tive agnosticism as well as a constructivist introduction of external (Archimedean)
normative criteria are avoided. While the individual preferences are taken to be
the ultimate standard of judgment, and any social goal is only to be developed out
of them, these preferences do of course change over time. In light of the com-
plexities of matters of constitutional reform, it would make no sense to assume
otherwise: “In the evolutionary perspective, the basis for normative judgments
may change: ends and results of policy making are assessed in a way which itself
evolves” (Witt 2003). While from the viewpoint of orthodox welfare theory, this
creates tricky problems of consistency (v. Weizsäcker 2002), from the Rawlsian
perspective sketched above preference change due to “constitutional learning”
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(Buchanan and Vanberg 1991) is to be seen as a potential source of new productive
knowledge on constitutional problem solutions.46 Note finally that this view is
also compatible with a Hayekian interpretation of democratic decision-making –
which he understood as an institutionalized interactive learning process.47 In more
abstract terms, this denotes a deliberation – as opposed to the traditional Arrovian
pure aggregation – view on individual preferences (Wohlgemuth 2002).

8.5 Concluding remarks

While it is trivially true that cultural evolution in and by itself does not pursue
any “goal”, i.e., cannot be conceptualized in a teleological manner, the indivi-
duals affected do ascribe their own subjective goals to it. From the viewpoint of
Normative Individualism, this is normatively relevant. The individual users of
socio-economic systems hold their own views about what socio-economic processes
and temporary states should be avoided and which should be aimed at. These
views are themselves variable, to be sure. Any normative branch within Evolutionary
Economics is confronted with the essential theoretical challenge to develop well-
substantiated normative statements on this slippery foundation. 

The contractarian methodology, widely applied by constitutional economists, can
cope with this problem if it is (1) firmly rooted in the given cultural context of society
and if it (2) provides a systematic place for public deliberation processes. It is in this
sense that culture as well as reason, both influenced by instinct, can be combined in
the task of assessing institutional design. This allows not only to give more sub-
stance to the constitutional preferences of the individuals affected (based on testable
hypotheses about the preferences’ origins and material content); moreover, the epis-
temic dimension of policy-making and constitutional reform comes to the analyti-
cal fore. Collective (i.e., legislative, judiciary and administrative) decision-making
procedures have to be assessed as to their capability to process and generate new
constitutional knowledge. This encompasses both positive or theoretical knowledge
on, for example, the working properties of alternative rules of the market game as
well as normative knowledge on the preferences of the individuals. Both compo-
nents cannot be assumed to be given, observable and constant a priori. This is what
distinguishes the evolutionary approach to the positive and normative analysis of
institutional design.

Notes

1 I am indebted to an anoymous referee and participants at the workshop on “The
Evolution of Designed Institutions” for helpful comments. The usual disclaimer
applies, of course.

2 North (1999: 79) who continues: “The recent interest in evolutionary economics is,
however, a heartening development” (ibid.)

3 As can be demonstrated by, e.g., Harsanyi’s (1982) attempt to justify utilitarianism
(more precisely: the maximization of average utility levels) by contractarian means.

4 cf. Hume (1740/1978: Book III, part 1, ch. 1); for a skeptical position on this cf. Rorty
(1991: ch. 11) and Wilson (1998: 238–56).
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5 The term “social welfare judgment” does not by itself presuppose any “social welfare
function”, to be sure. The latter concept is rejected by the constitutional economics
school (see, e.g., Buchanan 1959).

6 A point famously stressed by Schumpeter, see Witt (1996). Remember, however,
Schumpeter’s words about economic evolution implying manifold processes of “creative
destruction”.

7 Note, however, that this criticism also applies to the mainstream “market failure”
approach.

8 cf. Kant (1793/1977): “Allein dieser Vertrag ist (…) keineswegs als ein Factum
vorauszusetzen nöthig (ja als ein solches gar nicht möglich); (...) Sondern es ist eine
bloße Idee der Vernunft, die aber ihre unbezweifelte (praktische ) Realität hat: näm-
lich jeden Gesetzgeber zu verbinden, dass er seine Gesetze so gebe, als sie aus dem
vereinigten Willen eines ganzen Volkes haben entspringen können, und jeden
Untertan, so fern er Bürger sein will, so anzusehen, als ob er zu einem solchen Willen
mit zusammen gestimmet habe. Denn das ist der Probirstein [sic] der Rechtmäßigkeit
eines jeden öffentlichen Gesetzes.” See also Buchanan (1977: 82, 124), Buchanan
(1975: 54).

9 ... the first culprit probably being David Hume: “Almost all the governments, which
exist at present, or of which there remains any record in story, have been founded orig-
inally, either on usurpation or conquest, or both, without any pretence of a fair con-
sent, or voluntary subjection of the people.” (as quoted by Kersting 1996: 250).

10 See Coleman and Murphy (1990: 71): “Kantianism, (...) very generally, is the view
that the rational choice in ethics is always the choice that respects the rights of
autonomous persons freely to determine their own destinies, even if this respect is
bought at the cost of a loss of happiness or well-being.”

11 See Vanberg (1999) for an excellent introduction.
12 cf. Buchanan (1959: 126, “presumptive efficiency”), Buchanan (1977: 129–30). If you

nevertheless feel somehow uneasy about the parentheses, you are in good company –
see David Hume’s critique of contractarianism which will be discussed in due course.

13 Schlicht (1998) is a good introductory book on key aspects of Hume’s work. See also
Hayek (1991). Binmore (1998) explicitly relies on Hume’s anti-contractarianism
when developing his own social philosophy. See also Binmore (2001). Voigt’s (1999)
critique of the social contract notion is implicitly Humean.

14 cf. Müller (2002); see Sugden (1998) for an enquiry into Hume’s theory of inductive
inferences.

15 Strictly speaking, these notions should be properly distinguished, to be sure. In the
present context, however, this would add nothing of substance to the argument.

16 Obviously, this makes the approach vulnerable to ideological abuse, cf. van Aaken/
Hegmann (2002).

17 cf. Buchanan (1990), Buchanan (1991).
18 cf. also Elster (1982) on the qualitative difference of preferences with respect to their

genesis.
19 Note in passing that within welfare economics, too, the same problem has received

more and more attention over the last years (Sen 1996b).
20 See also Tomasello (1999) for an elaboration of this hypothesis.
21 This is compatible with Buchanan’s maxim that constitutional economists necessarily

“start from here”, where “here” denotes the given institutional structure of a society or
the individuals’ cultural context, see Buchanan (1997: 144).

22 cf. Vanberg (2003), Homann (1984).
23 My translation from: “Nicht weil die Verbindlichkeit [der kontraktualistisch abgeleiteten,

C.S.] Grundsätze durch eine vertragliche Übereinkunft aller Betroffenen begründet wer-
den könnte, kann die Vorstellung eines hypothetischen Vertrages als Modell der Recht-
fertigung von sozialen und politischen Verfassungsprinzipien dienen, sondern allein
deswegen, weil es gute Gründe für die Behauptung gibt, dass die beteiligten Parteien eine
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derartige Vereinbarung vernünftigerweise hätten treffen sollen und dass sie darum die
aus dieser Übereinkunft hervorgehenden Grundsätze betrachten sollten, als hätten sie
ihnen zugestimmt.”

24 cf., for instance, Hayek (1967: 86) and Hayek (1973: 10).
25 cf., e.g., Hayek (1973: 88, emphasis added): “The fact that all law arising out of the

endeavour to articulate rules of conduct will of necessity possess some desirable prop-
erties not necessarily possessed by the commands of a legislator does not mean that in
other respects such law may not develop in very undesirable directions, and that when
this happens correction by deliberate legislation may not be the only practicable way
out. For a variety of reasons the spontaneous process of growth may lead into an
impasse from which it cannot extricate itself by its own forces or which it will at least
not correct quickly enough.” See also Hayek (1973: 45–46): “The spontaneous char-
acter of the [social] order must (…) be distinguished from the spontaneous origin of
the rules on which it rests”.

26 See, inter alia, Hayek (1949), Hayek (1973: 10, 24–6) and Hayek (1991).
27 In this context, Hayek (1949: 9) quotes Descartes: “[T]here is seldom so much per-

fection in works composed of many separate parts, upon which different hands had
been employed, as in those completed by a single master.”

28 See, e.g., Hayek (1967: 85).
29 cf. the assessment by Langlois and Sabooglu (2001: 241): “Hayek’s position concern-

ing social reforms is, at the very least, fuzzy.”
30 Put differently, in that case “the several plans of action of different individuals become

so adjusted to each other that they can be carried out in most cases” (Hayek 1973: 111).
31 From the Rawlsian point of view, it is irrelevant if the individual members of society

effectively succeed in using these goods in a welfare- or autonomy-enhancing way;
what counts is solely their initial assignment with basic resources.

32 See Rawls (1971/1995: 84), where he speaks of society as a “cooperative venture for
mutual advantage”.

33 Note the similarity to Buchanan’s position, e.g., Buchanan (1959).
34 cf. Rawls (1971/1995: 75, emphasis added).
35 cf. Rawls (1971/1995: 302).
36 “If anybody really acted this way, he would soon end up in a mental institution”

(ibid.: 595).
37 Here, Harsanyi relies on the Laplace rule.
38 Note the similarity to the utilitarian calculus, made by the (ideally omniscient) social

planner: There, too, it is one single agent who effectively chooses what is best for the
others.

39 See Hinsch (2002) for the following argument.
40 To illustrate, Binmore models empathic preferences as “Nature’s answer” to the equi-

librium selection problem in coordination games, see (ibid.: 209, 212).
41 Hume himself can be seen as a precursor of seeing the “rules of morality” not as pure

“conclusions of our reason”, but rather as the product of cultural evolution, cf. Hayek
(1991).

42 On the relative applicability of methodological and logical bridges, see section 2.2,
supra.

43 cf. Harsanyi’s (1982) account of the “moral point of view” that individuals adopt when
arguing about fundamental moral issues.

44 cf., e.g., Rawls (1971/1995: 20), Rawls (1999), O’Neill (1998), Homann (1984).
45 Its various sources can and often will be of metaphysical or religious character, to be

sure. In the course of public deliberation, they are “translated” into the lingua franca
of genuinely political parlance.

46 cf. also Schnellenbach (2002) for an attempt to model the diffusion of constitutional
knowledge.

47 cf., for instance, Hayek (1960: 108f.).

176 Christian Schubert



References

Albert, H. (1988) ‘Critical Rationalism: The Problem of Method in Social Sciences and
Law’, Ratio Juris, 1: 1–19.

Binmore, K. (1997) ‘The Evolution of Fairness Norms’, Papers on Economics & Evolution
# 9704, Jena: Max-Planck-Institute of Economics.

Binmore, K. (1998) Game Theory and the Social Contract, vol. II: Just Playing, Cambridge,
MA: MIT Press.

Binmore, K. (2001) ‘Natural Justice and Political Stability’, Journal of Institutional and
Theoretical Economics, 157: 133–51.

Buchanan, J.M. (1959) ‘Positive Economics, Welfare Economics, and Political Economy’,
Journal of Law and Economics, 2: 124–38.

Buchanan, J.M. (1975) The Limits of Liberty, Chicago: University of Chicago Press.
Buchanan, J.M. (1977) Freedom in Constitutional Contract, College Station: Texas A&M

University Press.
Buchanan, J.M. (1990) ‘The Domain of Constitutional Economics’, Constitutional

Political Economy, 1: 1–18.
Buchanan, J.M. (1991) ‘The Foundations of Normative Individualism’, in J.M. Buchanan

(ed.) The Economics and Ethics of Constitutional Order. Ann Arbor: University of
Michigan Press, pp. 221–31.

Buchanan, J.M. and Tullock, G. (1965) Calculus of Consent, Ann Arbor: University of
Michigan Press.

Buchanan, J.M. and Vanberg, V.J. (1991) ‘Constitutional Choice, Rational Ignorance and
the Limits of Reason’, Jahrbuch für Neue Politische Ökonomie, 10: 61–78.

Coleman, J.L. and Murphy, J.G. (1990) Philosophy of Law, Boulder: Westview Press.
Denis, A. (2002) ‘Was Hayek a Panglossian Evolutionary Theorist? A Reply to Whitman’,

Constitutional Political Economy, 13: 275–85.
Dworkin, R.M. (1998) ‘Darwin’s New Bulldog’, Harvard Law Review, 111: 1718–38.
Elster, J. (1982) ‘Sour grapes – utilitarianism and the genesis of wants’, in A.K. Sen and

B. Williams (eds) Utilitarianism and Beyond, Cambridge: Cambridge University Press,
pp. 219–38. 

Engländer, A. (2000) ‘Die neuen Vertragstheorien im Licht der Kontraktualismuskritik von
David Hume’, Archiv für Rechts- und Sozialphilosophie, 86: 2–28.

Frey, B.S., Oberholzer-Gee, F. and Eichenberger, R. (1996) ‘The Old Lady Visits your
Backyard: A Tale of Morals and Markets’, Journal of Political Economy, 104:
1297–313.

Gray, J.N. (1998) Hayek on Liberty, 3rd ed. London: Routledge.
Harsanyi, J.C. (1975) ‘Can the Maximin Principle Serve as a Basis for Morality? A Critique

of John Rawls’ Theory’, American Political Science Review, 69: 594–606.
Harsanyi, J.C. (1982) ‘Morality and the Theory of Rational Behavior’, in A.K. Sen and

N. Williams (eds) Utilitarianism and Beyond, Cambridge: Cambridge University Press,
pp. 39–62.

Hausman, D.M. and McPherson, M.S. (1996) Economic Analysis and Moral Philosophy,
Cambridge: Cambridge University Press.

Hayek, F.A. v. (1949) ‘Individualism: True and False’, in: Individualism and Economic
Order, London: Routledge, pp. 1–32.

Hayek, F.A. v. (1960) The Constitution of Liberty, London: Routledge.
Hayek, F.A. v. (1967) Studies in Philosophy, Politics and Economics, Chicago: University of

Chicago Press.

Contractarian view on institutional evolution 177



Hayek, F.A. v. (1973) Law, Legislation and Liberty, vol. I: Rules and Order, London:
Routledge & Kegan Paul.

Hayek, F.A. v. (1976) Law, Legislation and Liberty, vol. II: The Mirage of Social Justice,
Chicago: University of Chicago Press.

Hayek, F.A. v. (1991) ‘The Legal and Political Philosophy of David Hume (1711–76)’, in
W.W. Bartley and S. Kresge (eds) The Collected Works of F.A. Hayek, vol. III., Chicago:
University of Chicago Press, pp. 101–18.

Hegmann, H. (2000) ‘Conventionalist foundations for collective action in a culturally frag-
mented setting’, Hamburg University, Faculty of Economics Discussion Paper # 61.

Hinsch, W. (2002) Gerechtfertigte Ungleichheiten, Berlin: De Gruyter.
Homann, K. (1984) ‘Demokratie und Gerechtigkeitstheorie. J.M. Buchanans Kritik an

J. Rawls’, in H. Albert (ed.) Ökonomisches Denken und soziale Ordnung, Festschrift
Boettcher, Tübingen: Mohr, pp. 133–54.

Hume, D. (1740/1978) A Treatise of Human Nature, 2nd ed., Oxford: Clarendon Press.
Hume, D. (1748/1992) ‘Of the Original Contract’, in: T. Hill Green and T.H. Grose (eds)

David Hume. The Philosophical Works, vol. 3, Aalen: Scientia, pp. 443–60.
Kant, I. (1793/1977) ‘Über den Gemeinspruch: Das mag in der Theorie richtig sein, taugt

aber nicht für die Praxis’ [‘On the Old Saw: That May be Right in Theory, but it won’t
work in Practice’], in W. Weischedel (ed.) Immanuel Kant Werkausgabe, vol. XI.,
Frankfurt/Main: Suhrkamp, pp. 127–72.

Kersting, W. (1996) Die politische Philosophie des Gesellschaftsvertrags, Darmstadt: Primus.
Knight, J. (2001) ‘A Pragmatist Approach to the Proper Scope of Government’, Journal of

Institutional and Theoretical Economics, 157, 28–48.
Lachmann, L.M. (1971) The Legacy of Max Weber: Three Essays, Berkeley: Glendessary.
Langlois, R.N. and Sabooglu, M.M. (2001) ‘Knowledge and Meliorism in the evolution-

ary theory of F.A. Hayek’, in K. Dopfer (ed.) Evolutionary Economics: Program and
Scope, Boston: Kluwer, pp. 231–51.

Müller, C. (2002) ‘The methodology of contractarianism in economics’, Public Choice,
113: 465–83.

North, D.C. (1999) ‘Hayek’s Contribution to Understanding the Process of Economic
Change’, in V.J. Vanberg (ed.) Freiheit, Wettbewerb und Wirtschaftsordnung, Freiburg:
Haufe, pp. 79–96.

O’Neill, O. (1998) ‘The Method of A Theory of Justice’, in O. Höffe (ed.) John Rawls.
Eine Theorie der Gerechtigkeit, Berlin: Akademie-Verlag, pp. 27–43.

Pelikan, P. (2002) ‘Why Economic Policies need comprehensive evolutionary analysis’, in
P. Pelikan and G. Wegner (eds) Evolutionary Analysis of Economic Policy, Cheltenham:
E. Elgar.

Popper, K.R. (1992) Conjectures and Refutations, 5th ed., London: Routledge.
Posner, R.A. (1998) ‘The Problematics of Moral and Legal Theory’, Harvard Law Review,

111, 1637–93.
Rawls, J. (1958/1999) ‘Justice as Fairness’, in S. Freeman (ed.) Collected Papers of John

Rawls, Cambridge, MA: Harvard University Press, pp. 47–72.
Rawls, J. (1971/1995) A Theory of Justice, Cambridge, MA: Belknap Press.
Rawls, J. (1999) ‘The Idea of Public Reason Revisited’, in J. Rawls (ed.) The Law of

Peoples, Cambridge, MA: Harvard University Press, pp. 129–80.
Röpke, J. (1990) ‘Evolution and Innovation’, in K. Dopfer (ed.) The Evolution of Systems,

London: Macmillan, pp. 111–20.
Rorty, R. (1991) The Consequences of Pragmatism, Minneapolis: University of Minnesota

Press.

178 Christian Schubert



Sartorius, C. (2002) ‘The Relevance of the Group for the Evolution of Social Norms and
Values’, Constitutional Political Economy, 13: 149–72.

Schelling, T. (1978) Micromotives and Macrobehavior, New York: W.W. Norton. 
Schlicht, E. (1998) On Custom in the Economy, Oxford: Clarendon Press.
Schnellenbach, J. (2002) ‘The Evolution of a Fiscal Constitution when individuals are theo-

retically uncertain’, Freiburg Discussion Papers on Constitutional Economics # 02/6.
Sen, A.K. (1996a) ‘On the Foundations of Welfare Economics: Utility, Capability, and

Practical Reason’, in F. Farina, F. Hahn and S. Vannucci (eds) Ethics, Rationality, and
Economic Behaviour, Oxford: Clarendon Press, pp. 50–65.

Sen, A.K. (1996b) ‘Rationality, Joy, and Freedom’, Critical Review, 10: 481–93.
Sugden, R. (1993a) ‘Normative Judgments and Spontaneous Order: The Contractarian

Element in Hayek’s Thought’, Constitutional Political Economy, 4: 393–424.
Sugden, R. (1993b) ‘Welfare, Resources, and Capabilities’, Journal of Economic Literature,

31: 1947–62.
Sugden, R. (1998) ‘The role of inductive reasoning in the evolution of conventions’, Law

and Philosophy, 17: 377–410.
Tomasello, M. (1999) ‘The human adaptation for culture’, Annual Review of Anthropology,

28: 509–29.
Van Aaken, A. and Hegmann, H. (2002) ‘Konsens als Grundnorm?’, Archiv für Rechts- und

Sozialphilosophie, 88: 28–50.
Vanberg, V.J. (1994) ‘Individual choice and institutional constraints’, in V.J. Vanberg (ed.)

Rules and Choice in Economics, London: Routledge, pp. 208–34.
Vanberg, V.J. (1999) ‘Markets and Regulation: On the contrast between free-market liber-

alism and constitutional liberalism’, Constitutional Political Economy, 10: 219–43.
Vanberg, V.J. (2003) ‘Citizens’ Sovereignty and Constitutional Commitments: Original

vs. Continuing Agreement’, A. Breton, G. Galeotti, P. Salmon and R. Weintrobe (eds)
Rational Foundations of Democratic Politics, Cambridge: Cambridge University Press,
pp. 198–221.

Vanberg, V.J. (2004) ‘The Status Quo in Contractarian Constitutionalist Perspective’,
Constitutional Political Economy,15: 153–70.

Voigt, S. (1999) ‘Breaking with the Notion of Social Contract: Constitutions as based on
spontaneously arisen institutions’, Constitutional Political Economy, 10: 283–300.

Wegner, G. (1997) ‘Economic policy from an evolutionary perspective – a new approach’,
Journal of Institutional and Theoretical Economics, 153: 485–509.

Weizsäcker, C.C. v. (2002) ‘Welfare Economics bei endogenen Präferenzen’, Perspektiven
der Wirtschaftspolitik, 3: 425–46.

Wilson, E.O. (1998) Consilience. The Unity of Knowledge, New York: Knopf.
Witt, U. (1996) ‘Innovations, Externalities and the Problem of Economic Progress’, Public

Choice, 89: 113–30.
Witt, U. (2000) ‘Genes, Culture and Utility’, Papers on Economics & Evolution # 0009,

Jena: Max-Planck-Institute of Economics.
Witt, U. (2003) ‘Economic Policy Making in Evolutionary Perspective’, Journal of

Evolutionary Economics, 13: 77–94.
Wohlgemuth, M. (2002) ‘Evolutionary approaches to politics’, Kyklos, 55: 223–46.

Contractarian view on institutional evolution 179



9 Probing the welfare prospects
of legal competition

Gerhard Wegner

9.1 Introduction

The following reflections are concerned with a form of institution subject to
institutional change. I consider legal norms which are designed by governments
in order to regulate market activities. Due to their legal character such norms are
mandatory and cannot voluntarily be altered unless governments change the law.
Rule-setting is comparable to monopoly insofar as regulatees can avoid rule-
following only by abandoning the regulated economic activity, that is, if they
realize an exit option. Since market exit will not change the legal norm, political
decisions remain the only way to change a designed institution. It is obvious that
the dependence of institutional change on the political process raises questions
pertaining to welfare losses. Even if the regulation of market activities can in
principle be supported by market failure arguments, it remains an open question
whether the scope and extent of regulation harmonizes with individual welfare.
Not only may regulators be “captured” by vested interests, as has often been indi-
cated; they may also be overburdened by the requirement of adapting regulations
to changing preferences, even if regulations are initially aligned with individual
preferences. The mere fact that regulation is made by legal norms and thus
depends on the political process suggests that welfare losses are possible.1

If one admits that legal norms may be at variance with individual preferences,
that is, that regulatory failure may exist, the search for institutional safeguards
suggests itself.2 Here I consider legal competition as a potential remedy. At first
glance, and in particular from a judicial point of view, the mere notion of legal
competition sounds as a contradiction in itself. By definition legal norms are
general as well as enforceable and cannot be subject to individual choice like coffee
or cigars, let alone an option not to consume. Obviously the state itself would
undergo substantial change, if not erosion, if its monopoly were replaced by com-
petition amongst legal norms. However, legal competition is not a fictitious idea
of some innocent armchair economist, but has, even though unintentionally,
emerged as a practical result of the EU-Treaty, in particular of its far-reaching
interpretations by the European Court (EC). Notably, the EU has not deliberately
chosen the track of legal competition and has not to this day pursued this type of
institutional change in its official declarations; instead, the vision of a single legal



order in the EU (the so-called positive integration) is the first preference on the
agenda of European Integration; nevertheless, legal competition does occur and
holds out an important example of the evolution of designed institutions. For this
reason, it has attracted much attention which, however, has not led to an un-
ambiguous assessment. While a few scholars such as Streit and Kiwit (1999)
propagate an overoptimistic view and deem legal competition to work in a
Hayekian-like manner as a “discovery procedure”, many others have formulated
objections against the idea that governmental rule-setting should be subject to
competition; critics refer to economic arguments against the workability of such
competition as well as to political misgivings pertaining to the erosion of demo-
cratically legitimized rule-setting, if an anonymous mechanism is supposed to
replace collective decisions (Bratton et al. 1996: 2).3 This turns out to be much
more of a problem if such collective decisions are corroborated by cultural norms
and find acceptance by the constituents. It is precisely this outcome which cannot
be denied a priori when we concentrate on legal competition. 

In this chapter, Section 9.1 focuses on legal competition in the EU which pro-
vides several reasons for well-suited “meta-institutions” to launch legal competi-
tion. With this done, we can depict the ideal-working of legal competition and its
underlying requirements. Probing the welfare prospects of legal competition also
requires making a distinction between frictions of competition on the one hand and
factors which question the very possibility that legal competition can raise wel-
fare; Section 9.3 is devoted to that problem. In Section 9.4, I deal with common
objections to legal competition which point to the re-emergence of market failure;
notably these objections have been made even in the absence of cross-border exter-
nalities. In Section 9.5, I turn to a problem linked to “domestic discrimination”
which is logically inherent to legal competition when the latter is designed to work
as a “discovery procedure” and defies instant solution. Section 9.6 concludes.

9.2 The constitution of legal competition in the EU

In this section, I concentrate on legal norms regulating products (including
services), i.e., the attributes or quality of products, or the way in which products
are manufactured. Of particular interest is the nation-wide regulation of products
pertaining to safety, health, environment and consumer protection (SHEC), that is
product standards which quantatively make up “far the most sizeable segment of
regulation in modern economies” (Galli and Pelkmans 2000: 16). Labor market
regulations or competition regulations (including retail regulations) are also part
of important nation-wide regulations. In a broader sense many other industry reg-
ulations such as competition rules shape the economic environment affecting pro-
duction costs. The importance of product regulations with which we are concerned
here derives from the fact that even within a regime of free trade, governments
have a real option to apply their own regulatory regime (in a non-discriminative
way) or, alternatively, to accept the rules of the exporting country. In the former
case governments would make their own rules mandatory for foreign imports; in
the latter, in which the government recognizes the rules of the country of origin,

Welfare prospects of legal competition 181



these rules would coexist with the (possibly different) rules of the domestic
country.4 In this case, products (services) would be offered to consumers which
are made under different rules, which is one (meta-) institutional precondition of
legal competition. Domestic markets, however, would be open in a much deeper
sense than under a regime of free trade, for free trade only demands that govern-
ments apply domestic rules equally to domestic producers; but they are not bound
to accept the rules of the country of origin. 

For several reasons the EU offers an important laboratory for experimenting with
legal competition, namely in case of product regulation.5 The Common Market of
the EU differs from free trade in the way just explained: governments of the
member states are bound to accept the regulatory standards of other member states
and are not permitted to apply their own rules to imported goods, even if rules are
applied equally within the territory of one member state. This meta-rule was not
part of the original concept of the Treaty of Rome which only forbade discrimina-
tion with respect to nationality. Subsequently, the European Court transformed this
anti-discrimination rule (Art 28 EC; formerly Art 30) into an anti-restriction rule
obliging member states to accept the rules of others. Only in highly restricted cases
are exceptions possible, e.g., if the protection of health or safety demands the appli-
cation of domestic rules (Art 30, EC, formerly Art 36 EC). However, even in such
cases member states must have good reasons for a restriction (that is the application
of the domestic rules) and are not allowed to apply national rules in all areas of
safety, the protection of the environment, or morals. 

A further reason for the thesis that the EU offers a laboratory for legal compe-
tition is that the meta-institutional rule of mutual recognition (concerning regula-
tions) is directly applicable, as are all rules of the European Treaty which define
basic rules for economic freedom (which also include the freedom of relocating
capital, the transnational right of abode as well as the freedom of movement). In
contrast to free-trade agreements between nation states, economic subjects of the
EU can sue for their rights laid down by the EC and are not dependent on the
assistance of their own governments in doing so. In reality, obstacles exist which
make a direct application of the particular EU rules difficult; for instance, firms
have desisted from making use of their rights because they worry about reputa-
tion losses when they sue governments of other member states;6 but other than
that, and particularly with regard to the rest of the economic world, the European
Treaty offers a powerful instrument for realising legal competition (Wilmowsky
1992, Winkler 1999, Streit and Mussler 1994, Galli and Pelkmans 2000). 

To illustrate, product regulations have sometimes been regarded as a part
of national culture in the respective member states and were widely accepted by
producers as well as consumers in the respective states. Consider regulations
concerning foodstuffs, e.g., regulations for Italian pasta or the brewing of German
beer and rules concerning the ingredients of Belgian pralines. However, many
regulations which prohibit certain ingredients are highly idiosyncratic; for
instance, the centuries-old “purity-rule” allows not more than four substances to
brew German beer.7 Even though national industries have had an interest in
impeding market entry from without, these rules from which they took profit were
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also rooted in cultural norms and defended accordingly by their governments,
sometimes with considerable support from the public. Nevertheless, in the past,
all these national product regulations restricting foreign suppliers are judged by
the European Court as violations of the Common Market rules; even though
member states were free to keep these rules to regulate their own industry, sup-
pliers of other countries have to be exempted from them. A further important
branch of product regulation pertains to product liability rules, although these
rules were debated in much more sober sense than the above mentioned regula-
tory cases. Also product safety norms or environmental norms are candidates for
mutual recognition. 

The co-existence of legal rules as well as the country-of-origin principle con-
stitutes the precondition of competition among legal norms. With respect to the
European Union, however, we must note that legal competition provides only one
possible meta-institutional alternative which has been discovered, as Streit and
Mussler (1994) point out, only accidentally.8 The alternative track of uniform
European legal norm setting still exists, which would override national legal
norms and consequently bring legal competition to a halt; monopolized norm
setting replaces the coexistence of national norms. The European Commission
pursued “positive integration” up to 1985, but in light of the mass of legal norms
to be harmonized, it has been unable to continue this policy. Hence, the alterna-
tive of harmonizing (or “cartelizing”) institutional rules exists alongside the alter-
native of legal competition. According to its official announcements the European
Commission continues to display a preference for harmonization, but practical
reasons leave this political choice pending.9

9.3 The ideal working of legal competition

One crucial characteristic of legal competition is the asymmetry of freedom of
choice between the demand and supply. If government is bound to accept mutual
recognition, the choice set for consumers is broadened: Consumers encounter
products and services which are produced under alternative rules; this affects both
the price and the quality of products as a consequence of different national norms
concerning safety, health, environmental requirements etc. Consumers thus
choose not only the products of firms, but also (indirectly) the institutions supplied
by national governments which narrow suppliers’ alternatives in accordance with
rule-setters’ preferences. 

As a result, consumers implicitly choose among institutional alternatives.
Unlike competitive federalism, the demand side can stay within the same juris-
diction whilst being able to substitute among different governmental offers.10 On
the other hand, however, the supply side is bound to comply with regulations of
the nation state in which it is situated. When a national regulatory norm has been
banned by the European Court, national suppliers will not enjoy this liberaliza-
tion as well but are subject to “domestic discrimination”. This fact constitutes the
asymmetry of freedom of choice concerning demand and supply side of the market.
As a result, if suppliers want to choose alternative rules, they have to relocate their
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production. Hence, capital mobility is not only an assumption (as it is portrayed in
many models) but a requirement, while, on the other hand, consumers – who are
mostly presumed to be immobile – have no need to relocate because they benefit
from mutual recognition. Contrary to widely-held beliefs about globalization,
consumers are privileged in this regard.

If we probe the welfare prospects of legal (here: regulatory) competition, we
have to keep in mind the first step which launches competition, that is,

• the broadened choice set for consumers, and
• the “unleveled playing field” for competitors.

From the perspective of consumers, institutions are no longer monopolized but
become part of the choice set. If the demand side is informed about the quality of
regulation, substitution reveals preferences concerning regulations and thus gen-
erates information which one does not otherwise have: while within a regime of
free trade in which the country of destination exclusively defines the regulatory
setting, one can only speculate whether regulators have been captured by the reg-
ulated industry wanting to erect barriers to entry, consumer behavior offers an
answer to that question. For instance, even after German regulators were obliged
to permit the import of sorts of beer produced under different regulatory regimes
(and not in conformity to the “purity rule” imposed on domestic producers), the
German regulation prevailed. Supposedly “uninformed” consumers did not shift
their demand to products of “lower quality” but retained, now voluntarily, the former
regulatory regime, something which must also have surprised lobbyists of that
industry who were intent on holding on to the old regime until the last minute.
Although consumers cannot single out institutions for selection but have to decide
on “joint offers” – comprising products as well as regulations – one additional
competitive element has been introduced; this generates more information about
the congruence of regulator’s with consumers’ preferences than is available 
under a regime of free trade. Besides, whether lax regulatory regimes have a
competitive advantage over stricter rules, depends on both preferences for quality
on the demand side and the effectiveness of rules to provide for such quality.
Hitherto laxity – as is widely-feared – is far from being inevitable (I turn to this
point below). 

If, however, domestic suppliers suffer from a competitive disadvantage, an
incentive exists to get rid of it. Relocating to a more advantageous regulatory
regime as well as influencing their own government in order to withdraw disad-
vantageous norms are alternatives. Relocation can be interpreted as “regulatory
arbitrage” processed by the suppliers. Through a transfer of capital into a more
preferred regulatory regime this option is realized. This further erodes the domestic
regulatory regime because suppliers relocate to other jurisdictions. If the govern-
ment wants to avoid this outcome of capital transfer, it has to adapt the regulatory
regime which furthers the competitiveness (more general: performance) of the
domestic industry. Depending on the role which domestic competitiveness plays
in the political competition, policy-makers have an incentive to redesign norms
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aligned with the performance of industries. This ideal conception relies on effective
political competition which controls policy makers insofar as they check the adap-
tiveness of domestic rules; in this case it would be unattractive for them to maintain
rules which impair the competitiveness of the domestic industry. 

If political competition is ineffectual in this regard, however, the reality of reg-
ulatory competition will depend on the lobbying of national industries which
suffer from the unleveled playing field. In this respect, Stigler’s (1971) capture
theory of regulation undergoes an interesting reversal with regard to regulatory
competition: While under monopolized rule-setting as well as the regime of free
trade capturing gives rise to rent-seeking, the abandoning of less-preferred (“inef-
ficient”) norms now depends on the capturing of norm setters by lobbyists. If the
latter cannot any longer erect barriers to entry through norms, they have an inter-
est in influencing norm setters to abandon those norms which impair competition,
given that relocation is costly. 

If these scenarios concerning adaptation of rules work, governmental rule-
setting would respond to revealed consumer preferences and thus restrain govern-
ment power to use norms exclusively on behalf of vested interests. Consequently,
legal competition comprises a specific link between economic and political com-
petition under particular meta-institutional rules which make legal competition
possible. As “evolutionary” theories of institutional competition have argued
against static conceptions of competition, the final result of mutual re-adaptation
of regulatory competition is hardly predictable.11 Rather, it becomes attractive for
policy-makers to check norm-setting permanently with regard to preferences as
well as to discover so far unsatisfied preferences for regulation. This political
process is by no means designed to produce uniform or at least “equivalent”
norms (in the sense of the European Commission), that is, a regulatory equilib-
rium.12 Rather, regulatory competition invites policy-makers to behave as political
entrepreneurs in a more literal sense: the discovery of preferences for regulations
becomes constitutive for entrepreneurship in the realm of politics. Additionally,
regulatory dynamics is also furthered by changing preferences for regulation,
which includes the emergence of new cases for regulation which regulators may
address. For these reasons the outcome of regulatory competition is necessarily
transitory. 
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To summarize, the benefits of this ideal-typical regulatory competition can be
seen in 

• the diversity of regulatory norms amongst which consumers can choose;
• the sanctioning mechanism for policy-makers so that it becomes detrimental

for them to erect market barriers through regulations;
• the installation of a permanent check of regulations according to its link to

economic competition so that the feedback loop between political decision-
making and economic outcomes becomes tighter; 

• the re-alignment of private ends towards public welfare when industrial
lobbyists strive for “better” regulations.13

These general statements need to be qualified. In reality, the intensity (as well as
the emergence) of legal competition depends on various factors, including 

• the impact of national regulation on production costs;14

• the existence and shape of regulatory preferences;
• the costs of relocation;
• the competitiveness of the industry in question relative to its competitors

from outside, including its capability to offset costs resulting from regula-
tions (Sun and Pelkmans 1995: 72);

• the relevance of industrial competitiveness for the current course of economic
policy.

• the responsiveness of the political sphere to impairing industrial competi-
tiveness (“political transaction cost”, Dixit 1996).

Legal competition implies a fundamental link between economic performance
(governed by industrial competitiveness) and political responsiveness in the sense
that policy makers cannot afford to institute an economic policy detrimental to
competitiveness without any sanction by voters. In the same vein, industrial com-
petitiveness must be conceived to be a part of voter’s preferences. If this precon-
dition is fulfilled, an incentive exists to identify determinants of competitiveness,
so that regulation is within the scope of review by policy-makers. The other
elements mentioned above point to frictions of legal competition but do not prin-
cipally militate against legal competition. Just as little as transportation costs are
an argument against free trade, so are occasional shortcomings of entrepreneurial
alertness or small comparative advantages in some industries which make foreign
trade unattractive.15 Pointing to frictions within competition, in particular those
which will decrease in the course of competition, is not an argument against the
opening of competition. 

A more convincing argument against the ideal working of legal competition, at
least at first sight, might point to the fact that legal norms are unsuitable for com-
petition. While action parameters of competition such as contracts, costs, attributes
of products etc. are permanently changed in order to sharpen the competitive edge
of firms, legal norms unfold their character as rules as a result of certain stability.
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Constantly changing rules are more likely to disorientate behavior than orientate
it, but the latter is the essence of rules.16 To some degree, as, for instance, Buchanan
(1975: ch. 7) has shown, the attribute of rules relies upon the stability of rules
(transaction costs caused by learning the rules play an important role to be taken
into account here).

Again, this point hardly constitutes a fundamental objection against the opening
of legal competition. Even though it is true that legal norms cannot undergo
changes such as common action parameters in competition, this gives only hints
as to the potential performance of legal competition. That the specific nature of
legal norms limits entrepreneurship in this realm is something which can be learnt
within the political sphere. If policy-makers continue to experiment with norms
in order to identify the best ones so that firms lose their patience with hyper-active
rule setters, relocation will sanction this type of untrammeled rule changing.
Under these circumstances other rule setters could attract firms by advertising the
relative stability of their own rules and offering a legal environment which makes
longer-term economic planning on the part of firms possible again. Since the con-
sequences of rule-setting decisions reflect on the decision-makers themselves
(and are thus “internalized”), no case for market failure can be identified.
Achieving a balance between adaptation of norms with regard to regulatory pref-
erences on the one hand and stability on the other is something which can be left
to the self-organising process of competition. 

9.4 Will market failure (re-) emerge as a
result of legal competition?

I scarcely need emphasize that the welfare prospects of legal competition rely on
the absence of cross-border externalities. Product regulations on which we con-
centrate here fulfill this condition to a large extent. If national regulators are
going to lower the standards for product quality or safety in order to attract
investors to their location, they cannot externalize damage to consumers of
exporting countries who prefer higher standards of regulation. Because the
latter can choose among regulatory alternatives, they are not exposed to negative
externalities.17 If, however, the country with higher standards loses investors and
foreign producers take advantage of lower standards so that the former country
is urged to lower its standards as well, such a race to lower standards would
reflect a rise in welfare. 

Recently, Sinn (2003) has renewed his well known misgivings about regulatory
competition by pointing to positive externalities when governments prescribe
quality standards. 

“Consumer protection benefits the foreigners because the quality of the
goods consumed by foreigners increases without their having to pay more to
cover the additional costs. And for the same reason, it harms the domestic
firms. Because the utility of the foreign consumers is not considered in the
calculations of the national government, there is a policy bias implying
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overly lax consumer protection (…) On balance, national consumer protec-
tion measures will indeed generate a positive international policy externality
and will therefore remain underdeveloped.”

[ibid.: 147]

I agree that national regulators can be said to produce some sort of policy exter-
nality but it is hard to see why it will make for underdeveloped regulation in the
meaning of regulatory competition failure. Higher regulation increases the price
of product, but consumers in countries with a lower level of regulation are not
able to benefit from high quality products unless they pay for it.18 For that reason,
product regulation per se does not make for a collective good from which other
consumers, in particular those from other countries, can benefit. Consequently, no
objections against legal competitions can be raised. Of course, other cases for
legal norms exist which do provide for supra-national collective goods so that
legal competition fails to increase welfare. Cross-national environmental damage
as well as the protection of international competition against cartels or the abuse
of dominant market power are cases in point. Arguably, in these cases, national
norm setting can benefit from lax rules and impose its negative consequences on
other countries, be it in terms of environmental damage or in terms of impaired
competition. Since these aspects have been extensively debated in the literature I
will desist from a discussion here.19

However, the rationale for product regulation to be considered here is not the
existence of negative external effects but asymmetric information; as a result, as
textbooks tell us, consumers are unable to distinguish between alternative quali-
ties so that regulation arguably makes consumers confident about product quality.
Referring to this rationale for regulation, authors such as Tjiong (2002) and,
again, Sinn (2003, 1997) have raised severe doubts about the workability of legal
competition. The argument runs like this: If product regulations are introduced
because consumers are unable to distinguish between low and high qualities, “it
cannot be assumed that the consumers will be able to distinguish between state-
regulated national quality standards” (Sinn 2003: 146). 

Trachtman (1993) and Tjiong (2002) make this argument as well:

“If one assumes that the protected parties are sophisticated enough to police
regulatory arbitrage, it would seem a small next step to expect them to pro-
tect themselves without any regulation” (Trachtman 1993: 67).

“… it can be argued that actual tolerance of consumers of regulatory differ-
ences in a product market, once allowed, would suggest the relative obsoles-
cence of regulatory protection in the first place.”

(Tjiong 2002: 81)

Both Sinn and Tjiong corroborate their doubts with reference to BSE infected
meat, in which case regulatory competition could be harmful since consumers
cannot be presupposed to make judgments as to the consequences of consuming;
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hence it would be an illusion to rely on regulatory choice and consumers being
well-informed about the content of alternative regulations (ibid.). 

These arguments deserve scrutiny because consumer safety, the protection of
health in particular, are amongst the strongest arguments for governmental regu-
lation. At first, however, let us recall that BSE does not (only) represent an
example of market failure, but even more one of the most salient cases for gov-
ernmental failure. By no account were British consumers exposed to unregulated
meat supplied by profit maximizing farmers exempted from any supervision, but,
even worse, they were dependent on national regulators who were unwilling to
discern any signs of potential damage caused by their lax regulations (on the con-
trary, in this case governmental regulators even encouraged consumers to rely on
national regulations and to ignore warnings of their fellow regulators in the EU).
For this reason alone, one may argue that regulatory choice would have improved
the situation of all consumers in the UK; if they had called the capabilities of their
own national regulators into question, regulatory alternatives would have been
present and urged the national regulators to give reasons for their risk-loving
behavior.20 Thanks to the absence of a single EU-regulatory authority, the health
of meat consumers of other EU-member states did not depend on the risk taking
of one decision maker who could act as a monopolist. What can be learnt from
the case of BSE-treated meat is that there are occasionally good reasons to
call governmental regulations into question and to think about institutional
competition as an alternative. 

Furthermore, the “re-emergence-hypothesis” invokes deeper investigation.
Sinn (2003, 1997), Trachtman (1993) and Tjiong (2002) make an analogy
between asymmetric information with regard to unregulated products on the one
hand, and products regulated under different regimes on the other. However, an
important categorical difference remains which calls such an analogy into ques-
tion. First of all, regulating is a public activity done by authorities (even though
in reality private associations are involved). Even if consumers are actually less-
informed about the detailed content of regulations, they are at least entitled to
access to such information. Other than knowledge concerning manufacturing
which is private by definition, knowledge pertaining to regulations can be attained
by anyone because public authorities are obliged to reveal their regulations. As a
consequence, we must make a categorical distinction between changing the quality
of products as a private activity (e.g., to offer cheaper but worse or even harmful
products), and changing the content of regulations. While the former represents
hidden action, the latter does not; unlike suppliers who may choose to sneak prod-
ucts of lower quality onto the market, rule-setting is an identifiable action by
nature.21 Public authorities can hardly hope for introducing poor regulatory stan-
dards into the Common Market without public awareness. In the same vein it
is implausible that governments could escape public sanction if they undercut
prevailing regulatory preferences. 

A second argument against the “re-emergence-hypothesis” relates to the quan-
titative dimension of regulatory regimes being comparable to information about
product quality. Sinn (2003) worries about variety:
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There are 15 countries in the current European Union, and soon there will be
25 countries or more. How can one reasonably assume that, for each lemon
good, the consumers will be able to distinguish between 25 national quality
standards? The hope that the consumer’s confusion in the national context
will not carry over to the international choice problem appears to be overly
optimistic under realistic conditions.

One is tempted to agree, but against the background that product markets carry
hundreds of product qualities for each market, the regulatory market seems to be
rather well-ordered. This is supported by the potential behavior of some govern-
ments (of smaller countries in particular) which may copy regulations of other
countries instead of affording regulations of their own; accordingly the number of
regulatory regimes falls short of the number of EU member states; in that case
regulatory complexity is not likely. 

Third, the well-known institutional fallacy concerning information acquiring
also applies to regulatory variety. Insofar as consumers are educated not to choose
among alternative regulations but to rely on one regulatory regime only, igno-
rance as to regulation is a rational adaptation to this institutional arrangement. (As
it is, for example, rational for citizens to remain uninformed about local affairs
including local politicians so long as local jurisdictions lack political compe-
tence.) Once consumers have learnt that they can choose among regulatory alter-
natives, information acquiring becomes an attractive economic activity. The latter
can also be undertaken by specialized brokers in the service sector (including
informational service of non-profit-organizations such as consumer associations),
so that a deepening of the division of labor could apply in order to cope with
informational complexity. One also has to take into account that governments
themselves have an interest to advertize their own regulations and by this reduce
information cost of consumers. 

For these reasons the arguments pointing to the re-emergence of market failure
are not very convincing. I concur with Sinn (1997) that “no European wants to
lose his hair after washing” (ibid.: 48, my translation) but such an objection
against regulatory competition does not really stand up. What is concerned in the
European context is not the unconditioned recognition of non-European (say
Liberian) regulations but the “reserved” recognition of regulations of other
member states; as a matter of evidence, regulatory preferences are not very diver-
gent in delicate cases such as health. Even non-informed consumers can know
that health will hardly be endangered if, e.g., German consumers ponder whether
they could rely on Dutch regulators and vice versa. At least to some extent,
reliance of democracy in other countries substitutes for knowledge about foreign
regulation. However, if strong reasons indicate governmental failure as occurred
in the BSE-case, member states can still protect their consumers by exempting
particular regulations from mutual recognition. If such a meta-rule safeguards
mutual recognition and thus hedges legal competition, misgivings about con-
sumer protection should be dispelled.22 In addition, as Porter and v.d. Linde
(1995) account with regard to environmental regulation, firms have learnt in the
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past 20 years that high regulatory standards indicate a “premium location” and are
well suited to signal product quality. Admittedly, industries in advanced economies
have an interest in making regulatory standards more efficient as to compliance
cost or to abandon non-preferred standards, but they will hardly support a strategy
of lowering regulatory standards in general. Consequently governments can not
afford to undercut regulatory preferences, in particular health and safety require-
ments, if domestic industry will lose its competitive edge as a result of maladap-
tation to private preferences. Rather, it is much more plausible that governments
will check both regulatory cost and regulatory preferences, which includes rais-
ing standards in case new preferences emerge (both in the domestic market and
in large export markets).

In short, the existence of good reasons for regulating market activities does not
imply that legal competition leads back to the status quo ante and thus has to be
prevented from the beginning through “harmonization” (which means one supra-
national legal monopoly). A realistic concept must start from “less-than-perfect”
governmental behavior which prompts the search for meta-institutions for con-
trolling norm-setting with regard to regulatory preferences. Once national norm
setting has been replaced by harmonized rules, the problem of adapting norms to
regulatory preferences would re-emerge on the supra-national level. Hence, wel-
fare losses caused by heterogeneous regulatory preferences are more likely if the
preferences of the citizens of several countries are to be met. Furthermore and
with regard to the laborious negotiation process in the EU, the risk of “fossilized”
norms cannot be overlooked, once a supra-national decision on regulations has
been accomplished.23 Most importantly, EU-policy makers will not (economi-
cally) be sanctioned if norms need to be changed and turn to barriers to market
entry. The cost in terms of trade restrictions or losses of consumer welfare emerge
gradually and are thus likely to escape political attention. On the other hand,
industries which bear the cost of maladapted norms cannot but influence political
decision making, because an exit option is unavailable. Against the background
of this alternative, regulatory competition appears to be a preferable alternative to
monopolized rule setting.

9.5 The distortion of economic competition
as a by-product of legal competition

The arguments in support of legal competition notwithstanding, one final
problem needs to be scrutinized. To this end let us recall the precondition for
legal competition, namely the discrimination of domestic suppliers: If they are
going to become outcompeted by foreign suppliers who benefit from advanta-
geous regulations, they cannot but have to relocate their resources; otherwise
domestic norms keep on being mandatory for them. For this reason, competi-
tion on markets is distorted because regulatory regimes interfere with the effi-
ciency structure of firms and impair the selection quality of markets. Indeed,
opponents of legal competition refer to this outcome when they advocate a level
playing field. 

Welfare prospects of legal competition 191



But as Faure (2000) has pointed out, international trade by no means depends
on a level playing field for competitors, but would never start if each firm encoun-
tered equal conditions for supply. In this respect, there is no case for exempting
legal norms from other supply conditions such as wages or factor endowment. In
addition, the demand for equal preconditions concerning rules has suffered from
the fact that their advocates have given the quality of these rules second priority;
one gets the impression that equal norms, even if they impair welfare, represent a
value in itself. Nevertheless, without derogating from the merits of legal compe-
tition, the fact of distorted competition remains and thus the possibility of welfare
losses caused by domestic discrimination; this prompts the search for welfare
improving remedies. 

At first glance, suppliers instead of consumers alone should be given free
access to legal choice; then, e.g., British suppliers can opt for French or Belgian
product norms without crossing the Channel. As a consequence, the power of
national rule setters would erode increasingly; they would much more resemble
“suppliers for institutions” (Streit and Kiwit 1999) which compete with norm
setters of other countries. Reflections on the legitimacy concerning rule setting
support such a broadening of the legal choice set, at least if one argues from the
angle of Constitutional Political Economy. If a collective decision-maker imposes
rules on economic activity, these rules must find justification with respect to the
benefits of the constituents, so that rule-following increases welfare; with regard
to regulations, consumers should profit from rules guiding economic activity. But
if citizens making use of the majority rule impose rules on suppliers in the polit-
ical sphere and, in their role of economic agents (consumers) ignore these rules
by shifting their demand to more-preferred products of other regulatory regimes,
the legitimacy of such burdening is questioned. Notably, citizens deciding on
rules do not commit themselves to buy a product when they regulate its quality;
rather, they take liberties to alter their assessment of rules when they behave as
market participants; political and economic decisions are detached from each
other. This prompts the question why a polity should have the right to impose
costs of its erroneous decisions on specific economic agents, that is to externalize
collective errors by making use of majority rule. For this reason, it suggests itself
that also suppliers should have the right to choose regulations.

But when we pursue this thought experiment, one important qualification has
to be made, since an additional distinction has to be made which hitherto could
have been neglected. So far it was argued that cross country externalities must be
exempted from legal competition because this invites national regulators to opt
for free-riding, that is to lower regulatory costs of their national industry and to
externalize the loss of welfare (e.g., in terms of environmental damage) partly to
their neighboring countries. But if regulations provide for a national collective
(say environmental) goods and economic agents have the right to choose regula-
tions of a different country (while staying at home), the national collective good
would be subject to erosion now. Economic agents could enjoy the provision of
this national collective good (so far it still exists) without contributing to it. As a
consequence, our thought experiment concerning equal legal choice for suppliers
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must be restricted to those cases in which the benefit comes close to a private
good – which is the case for many consumer regulations. 

But even then legal choice for suppliers would affect the incentive mechanism
of regulatory competition. In short, the character of national-rule setting would
undergo fundamental change inasmuch as rule-setting itself would turn into a
cross-country collective good. If suppliers were given the right to choose regula-
tions of other countries without relocating, domestic regulators could no longer
attract investment to their country, that is to appropriate “rents” of setting more
preferred rules. On the other hand, the setting of less-preferred rules would escape
economic sanctioning because production could still remain in the domestic
country. 

As a consequence, the introduction of this meta-rule would level the playing
field in so far as suppliers could turn to their most preferred rules (something
which Walrasian theorists would term “legal equilibrium”); national regulators
would have lost their power of imposing rules on domestic industry. But, on the
other hand, if suppliers have each attached themselves to one regulatory regime,
no incentive mechanism is existent which gives rise to a continuous improvement
of regulations. If one government would act accordingly, no “entrepreneurial
rent” can be appropriated; as a result there is little chance to escape from this
“equilibrium”.

Hence, if one sticks to the presumption that regulation should be a matter of
governmental activity, domestic discrimination is functionally needed in order to
fuel legal competition as a permanent process (“discovery procedure”). The
market control of governmental rule setting depends on disadvantages imposed on
regulatees and their reactions to these disadvantages.24 The only meta-rule which
combines legal equality with an incentive mechanism needed here would be trans-
national commitment: governments would commit themselves to relieve firms
from their relocating cost, i.e., to subsidize firms willing to transfer their resources
to a country with more preferred rules. In this case the incentive mechanisms for
legal competition would remain intact, while, at the same time, markets would
select firms according to efficiency alone. I will desist from reflecting about the
chances for the meta-rule becoming real, but it appears to be the only alternative.25

9.6 Conclusions

These sketchy arguments were devoted to structure the problems related to legal
competition. Starting from the assumption of “less-than-perfect” rule-setting in
reality, cases for regulations have to be sorted out which from the beginning defy
exposition to legal competition (cross-border externalities). Unlike these cases,
impediments of legal competition exist which competition itself can digest, that
is frictions which typically characterize markets at their very beginning. For these
reasons, according to my view, many objections to be found in the literature do
not really stand up.26 A “re-emergence of market failure” is far from being a likely
outcome. Nevertheless, systematic problems remain which pertain to the cost of
legal competition in terms of distortion of competition on markets. With regard to
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the imperfection of monopolized rule-setting, however, this fact alone does not
support supra-national rules as an alternative. But if we pursue the logic of legal
competition, we end up with the result that the distortion of economic competi-
tion (“unfair norms” in the sense of inequality) emerges as a price for setting legal
competition in motion. Hence, a mechanism is needed which, firstly, minimizes
the distortion on markets and, secondly, benefits policy-makers if they identify
more preferred rules. Such a mechanism would make the evolution of designed
institutions more independent of the political sphere in that a feed-back to the
economic sphere would be installed. But in view that such a mechanism lacks
realisticness, domestic discrimination raises general questions concerning the
legitimacy of governmental rule setting. Hence, the alternative of private rule set-
ting should be included in a broader welfare analysis.

Notes

1 We neglect the adjustment of regulations as a result of legal judgments.
2 It must be noted that Sinn’s defense of the regulatory nation state (1997) does not take

regulatory failure into consideration. Of course, if we presume that the current regula-
tory regime is optimal, any change cannot but impair economic welfare.

3 Meanwhile a large literature on this issue exists; apart from Bratton et al. (1996) see
Streit and Wohlgemuth (1999), Gerken (1995), Sinn (2003), Vihanto (1992), Vanberg
(2000), van den Bergh (2000), Wegner (2004) and many others; see also Schenk et al.
(1998).

4 Here I use the terms “rules”, “regulations” and “legal norms” synonymously; meta-
institutions represent rules of how to apply rules.

5 In the service sector, however, mutual recognition is highly underdeveloped; at present,
the European Commission makes a far-reaching proposal to introduce mutual recog-
nition also here.

6 For this reason, firms sometimes prefer to activate their own government in order to
prompt the European Commission to start an initiative against a member state; in this
case the particular firm has a much better chance to avoid reputation losses. 

7 Examples concerning product labeling have also to be mentioned here; for instance,
German regulators have prohibited the label “Prosecco” for Italian suppliers and
obliged them to use the less attractive label “sparkling wine”. 

8 The far-reaching Cassis-de-Dijon decision (following the Dassonville-decision) has to
be noted here: German regulators have prescribed a minimum (!) rule for alcohol in
liqueurs in order to protect (!) human health because otherwise they worried about a
starter drug. Compliance of this rule was also mandatory for German producers and
did not formally discriminate according to the nationality; effectively, a French sup-
plier of liqueur has been restricted. After the decision by the European Court who
banned the regulatory norm, Art. 28 EC was transformed into a non-restriction rule so
that member states were obliged to mutual recognition. 

9 After the announcement of the Common Market in 1992 the European Commission
made further attempts to unify legal norms in the EU but, according to latest reports,
has realized that national regulators are most active and unwilling to transfer their legal
competence to the EU. At present, however, safeguards have been installed which make
national regulations transparent and oblige national regulators in a formal sense (with-
out any Court decision) to accept equivalent regulations from other member states. 

10 The interesting FOCI-proposal of Frey and Eichenberger (1995) also applies this idea
with regard to public supply.

11 Vihanto (1992), Streit and Kiwit (1999), Wohlgemuth (1999).
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12 Equivalent norms realize an identical target of regulation but differ in their concrete
requirements as to technical norms. 

13 Like Buchanan, I use the term public welfare as an abbreviation for “welfare of the
individuals of the society”.

14 See Sun and Pelkmans (1995: 72).
15 Tjiong’s (2002) objections to legal competition largely point to frictions.
16 This could be observed during the German debate on economic reforms in the second

half of 2003 when policy makers announced every 24 hours new future rules con-
cerning taxation, the labor market or public health as well as pension insurance.

17 Let me address the argument pointing to informational deficits below.
18 In Sinn’s model this is assumed as well.
19 See, for instance, Long and Siebert (1991), Kerber (1998), Sinn (2003) or Wegner

(2004).
20 The other EU member states made use of Art 30 (ex 36) of the EU Treaty which allows

the prohibition of imports, e.g., if safety of consumers is endangered. Insofar this article
provides a safeguard against governmental failure. Although Art 30 defines exemp-
tions from mutual recognition and thus brings regulatory competition temporarily to a
halt, consumer protection is only possible because national regulations still exist,
something which critics of regulatory competition are wanting to abolish. 

21 It is conceded that also in case of public authorities revealing information is a costly
activity. 

22 As, e.g., Vanberg and Kerber (1995) point out, institutional competition requires
constraints (rules) as does competition in general; Art 30 EC works as a constraint.

23 See also Wilmoswky (1992).
24 Additionally, transnational benefit from the obligation of firms to follow national

rules. In reality they have the right to choose among alternative rules (e.g., pharma-
ceutical firms choose regulatory agencies of other EU-countries and make use of
mutual recognition when they introduce new products in the domestic market). In con-
trast, small and medium sized firms located in one country depend on their own regu-
lation, so that competition is distorted on behalf of transnational firms.

25 A further alternative would be that regulators demand a price for their acivity, which
prompts the question why governments should have exclusive access to the market for
regulations.

26 See, for instance, Tjiong’s (2002) objections against legal competition.
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10 Human intentionality and design
in cultural evolution

Viktor J. Vanberg

10.1 Introduction1

To all we know, today’s members of the species homo sapiens are genetically not
very different from their ancestors ten or twenty thousand years ago.2 By contrast,
modern human life in advanced societies differs dramatically from the living con-
ditions of our early human ancestors. This reflects, of course, the role that cultural
evolution plays within the human species and the much higher speed at which
cultural evolution proceeds compared to genetic or natural evolution. That the
two kinds of evolutionary processes, natural evolution and cultural evolution, are
different from each other in important respects is beyond dispute. Controversy
exists, however, about what exactly their essential commonalities and their
specific differences are. In dispute is, in particular, the question of what, in this
regard, the relevant implications of the fact are that intentional human action and
human deliberate design are the essential ingredients of cultural evolution. 

The purpose of this chapter is to take a closer look at the relation between
human intentionality and design on the one side and the “blind” forces of evolu-
tion on the other. I have addressed this issue in a number of earlier papers
(Vanberg 1994a, 1994b, 1996, 1997, 2002: 25ff., 2004: 31ff.). My interest in dis-
cussing it again in this chapter has been provoked by arguments made by Ulrich
Witt in several recent contributions (Witt 1997, 2003a, 2003b, 2003c, 2004).
Specifically, I want to take a closer look at two issues that Witt raises, namely,
first, the issue of whether the role that human intelligence and intentionality play
in man-made or cultural evolution requires us to adopt a non-Darwinian concept
of evolution, and, second, the issue of what the fact that cultural evolution is man-
made implies for our capacity to “control” the evolutionary process, and for our
“responsibility” with regard to its overall outcomes. I have argued in my previous
contributions on this issue, and I argue here again, that a Darwinian outlook at
cultural evolution is in no way in conflict with the recognition that human inten-
tionality and deliberate design are constitutive of socio-economic evolution in
two regards, namely, first, in the sense that the “inputs” that compete in the socio-
economic arena may well be deliberately designed and, second, in the sense that
humans may choose to deliberately impose constitutional constraints on socio-
economic evolution. 



10.2 Darwinian theory and cultural evolution

The principal achievement of Darwin’s theory of evolution is that it provides an
explanatory account of adaptedness in nature without invoking a “cause” to which
the capacity for pre-adaptiveness, i.e., the capacity to bring about adaptedness, is
already definitionally ascribed, as is the case, for instance, with creationist
accounts that attribute adaptedness in nature to the foresight of an omniscient
creator.3 The principal ambition of theories of cultural evolution – like, in particular,
F.A. Hayek’s approach (Vanberg 1994a, 1994b) – that apply a Darwinian per-
spective to processes of socio-economic change is to explain adaptedness in social
institutions without invoking a cause to which the capacity for pre-adaptiveness
is ascribed, as is the case with “rationalist accounts” that attribute adaptedness in
cultural achievements to human design, i.e., to the foresightful intervention of the
human mind. 

As Hayek has often stressed,4 the idea of an “evolutionary” explanation of
adaptedness was, indeed, applied in studies on cultural and social phenomena
long before Charles Darwin used it, in a much more explicit and elaborate man-
ner, in the field of biology. Hayek refers, in particular, to the “Mandeville-Hume-
Smith-Ferguson tradition”, counting the Scottish Moral Philosophers among the
“Darwinians before Darwin”, and he cites Adam Ferguson’s characterization of
social institutions as “the result of human action but not of human design” (Hayek
1967: 96) as a paradigmatic statement of their pre-Darwinian evolutionary
thought.5 The point of Ferguson’s statement, and the point that modern propo-
nents of a “Darwinian” theory of cultural evolution argue for, is not at all to deny
that the achievements of human culture are “man-made” in the sense that they are
“the result of human action,” and that humans act intentionally and purposefully.
Instead, what is claimed is that the “fruits of civilization” like, in particular, social
institutions owe their adaptedness or problem-solving capacity not so much to the
ingenuity of human foresightedness but to experimentation and tentative trials in
which humans found out ex post what works and what does not.6

The central tenet of Darwin’s theory of evolution that Hayek – as well as other
proponents of a generalized Darwinism,7 like Campbell (1965, 1974, 1987) or
Popper (1972)8 – considers applicable to the evolution of culture no less than to
natural evolution is the proposition “that a mechanism of reduplication with trans-
mittable variations and competitive selection of those which prove to have a better
chance of survival will in the course of time produce a great variety of structures
adapted to continuous adjustment to the environment and to each other” (Hayek
1967: 32). In similar terms Campbell (1974: 42) notes that the core principles
of Darwinian evolution, namely “(a) Mechanisms for introducing variation;
(b) Consistent selection processes; and (c) Mechanisms for preserving and/or
propagating the selected variations”, can be generalized beyond the biological
realm to all processes which increase the “adaptive fit” of a system relative to its
environment. In the same spirit Popper advocates a “Darwinian theory of the
growth of knowledge” (Popper 1972: 261) according to which the method of trial
and error accounts for genetic evolution as well as for cultural learning and for
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the growth of scientific knowledge: “new reactions, new forms, new organs, new
modes of behavior, new hypotheses, are tentatively put forward and controlled by
error-elimination” (ibid.: 242).

It is precisely the notion that the Darwinian principles of variation, selection
and retention apply equally to cultural evolution as to natural evolution that
Witt takes issue with. He criticizes Campbell and others who regard Darwin’s
general explanatory perspective as “the prototype of an evolutionary theory”
(Witt 2003b: 9), and as universally applicable to all evolutionary processes, for
failing to see that their “abstract reduction of the Darwinian principles” does not
shed off the “domain specific” nature of Darwin’s theory of natural selection
(Witt 2003b: 12). An evolutionary economics that applies to socio-economic evo-
lution “a heuristic inspired by neo-Darwinian evolutionary biology” (Witt 2003c: 6),
and that analyzes man-made, cultural evolution from “an abstract analogy to the
domain-specific model of evolutionary biology” (ibid.: 5) is, in Witt’s view, in
danger of getting misguided in its research efforts, in similar ways in which
neoclassical economics got misguided by adopting the mechanical metaphor
(Witt 2003c: 4).

According to Witt, an evolutionary economics that is to avoid the inherent
biases of the “still domain-specific” Darwinian analogy must adopt a “general,
domain-unspecific conception of evolution” (Witt 2003b: 28), by which he means
one that focuses on “the emergence and the dissemination of novelty” as the
“characteristic, domain-transcending features of evolution” (Witt 2003c: 7).9 By
contrast to empirically testable conjectures, definitions – including “conceptions
of evolution” – cannot be right or wrong. They can only be judged in terms of
their usefulness for the analytical purpose they are supposed to serve. Whether
one considers Witt’s suggested “domain-unspecific conception of evolution”
superior to the Darwinian concept will depend on the kinds of questions that one
expects a theory of evolution to answer. Witt’s own declared interest is in explain-
ing “how novelty is being generated”,10 and for such explanatory interest his
“generic” definition of evolution may well be appropriate. Yet, as noted above, the
principal ambition of a Darwinian theory of evolution is to explain adaptedness,
and those who advocate, with such explanatory interest in mind, a Darwinian
approach to man-made or cultural evolution cannot ignore the selection-principle,
because it is this very principle that plays the critical role in any account of adapt-
edness that does not presume pre-adaptedness.11

Apparently it is the “selection”-part in the “abstract reduction of the Darwinian
principles” that Witt finds objectionable, as a “domain-specific” feature, and that
he, therefore, excludes from his “generic” definition. This raises the question of
what, exactly, he considers to be “domain-specific” about the “selection-
metaphor” (Witt 2003b: 29fn.). If his charge were to mean that Darwinian natural
selection of genetically coded features is biology-specific one could hardly
object. But, as Witt knows, advocates of a Darwinian theory of cultural evolution
interpret “selection” in a much more general sense. Apart from his plea for a
shift of emphasis from selection to the generation of novelty, the reason why Witt
rejects a Darwinian approach to cultural evolution is his view that “the mechanisms
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and regularities of cultural evolution differ from those of natural evolution” (Witt
2003b: 15f.) and that, therefore, “many facets of cultural evolution require
explanatory theories of their own” (Witt 2003c: 8). To this argument, to which
I return in Section 10.3 below, Witt adds the charge that, as an account of cultural
evolution, “Darwinian theory is not sufficient” (ibid.). If this is meant to say that
the general Darwinian principles of variation, selection and retention by them-
selves are “not sufficient” to explain any particular instances of cultural evolution,
Witt is surely right. But this verdict applies no less to biological applications of
these principles. There is, in this regard, no categorical difference between a
Darwinian approach to natural evolution and a Darwinian approach to cultural
evolution. In both realms the Darwinian principles provide no more than a gen-
eral theoretical perspective that needs to be enriched by specific conjectures
whenever it is applied to particular instances. As Hayek has noted, this fact was
well recognized by Darwin himself who stated in a letter that “all the labour con-
sists in the application of the theory” (Hayek 1967: 32fn.).12 This point has been
well stated by Hodgson in response to Witt’s argument:

‘Universal Darwinism’ upholds that there is a core set of general Darwinian
principles that, along with auxiliary explanations specific to each scientific
domain, may apply to a wide range of phenomena. Accordingly, even if the
detailed mechanisms of change at the social level are quite different from
those described in biology, socio-economic evolution is still Darwinian in
several important senses. (...) Acceptance of Universal Darwinism does not
provide all the necessary causal mechanism and explanations for the social
scientist, nor obviate the elaborate additional work of specific investigation
and detailed causal explanation in the social sphere (...) Even in biology,
Darwinian principles provide a general explanatory framework into which
particular explanations have to be placed. Universal Darwinism cannot itself
give us a full, detailed explanation of evolutionary processes or outcomes. It
is more a meta-theoretical framework than a complete theory.

(Hodgson 2004: 2)13

10.3 “Blind” evolution and intentional human action

When Witt asserts that “culture, institutions, technology, and economic activities
evolve according to their own regularities” (Witt 2003c: 8) what he primarily appears
to have in mind is the role that human intentionality and purposefulness play in
“man-made” or cultural evolution by contrast to natural evolution. As he puts it:

Humans have sufficient intelligence and incentives to anticipate and avoid
selection effects. The selection metaphor may therefore divert attention from
what seems crucially important for economic evolution – the role played by
cognition, learning, and growing knowledge. Adaptations which result from
cognitive processes like hypothesis formation and learning from insight
follow their own regularities (ibid.: 4f.).14
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Here, again, one may well agree with Witt’s premise, namely that human
intentionality plays the crucial role in cultural evolution, without arriving at the same
conclusion that he draws, namely that, because it is driven by intentional human
actions, cultural evolution cannot be adequately analyzed in Darwinian terms.15

It is, in particular, the emphasis that a Darwinian approach puts on the “blind-
ness” of variation (Campbell 1987), i.e., on the absence of pre-adaptedness in the
generation of novelty, that Witt finds inappropriately applied to the socio-
economic or cultural realm where intelligent human beings act on insight and pre-
meditated plans.16 Because humans respond to the selection forces they face by
deliberately designed and intelligently chosen strategies rather than by “blind”
random-trials, the “crucial test criterion for Darwin’s theory of evolution” (Witt
2003c: 5) is, according to Witt, not met in the case of cultural evolution, namely
“the absence of a systematic feedback between selection and variation” (ibid.). As
Witt (ibid.) argues: “Such a feedback is characteristic, e.g., for economic evolu-
tion where people invent their way out when threatened by ‘selection forces’. In
the presence of a systematic feedback, the distinction between variation and
selection, which is a fundamental premise of the neo-Darwinian theory, is no
longer valid.”17

One cannot properly assess Witt’s argument without taking a closer look at the
precise meaning in which the notion of “blind variation” is actually used in
Darwinian theory. That humans act on the knowledge they possess and that, in this
sense, their intentionally chosen strategies are not “blind”, but informed by exist-
ing knowledge, is certainly true. Yet, in the sense of taking advantage of existing
“knowledge”, variation in natural evolution is not completely “blind” either. As
J.H. Holland, advocate of a general Darwinian theory of “adaptive systems”
(Holland 1995, 1998), has pointed out, the principal source of innovation in bio-
logical evolution, i.e., the source that accounts by far for most of the variation that
occurs, is not random mutation but cross-over, i.e., the recombination of genetically
coded information (Holland 1995: 65f.). Mutations result from simple errors in the
copying of genetic codes and are, as such, a completely “blind” and “undirected”,
random source of variation and innovation. As Holland (1996: 291) puts it, muta-
tion “is a history-independent operation that does not make use of the system’s
knowledge or past history”. By contrast, cross-over takes advantage of the “back-
ground knowledge” of past adaptations. It generates new variants by recombining
components of genetic programs that have proven to be successful in the past.

That variation in natural evolution, as far as it results from cross-over, is, in the
sense explained, not entirely “blind” does not mean, however, that it cannot be
said to be “blind” in another sense. To be sure, the recombination of components
of the “knowledge” incorporated in past adaptations is a more likely source of
“successful” innovations than pure random mutation, since, by contrast to the
haphazard nature of the latter, it uses as its building material what has already
proven to be successful. Yet, the use of such building material cannot guarantee,
of course, the success of the newly created combination. To the extent that the
recombination of components of past adaptations results in genuinely new vari-
ants their success cannot be known in advance. In other words, even though such
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recombination can take advantage of existing knowledge, it is still “blind” in the
sense that its products are tentative conjectures the validity of which can only be
recognized ex post. 

Notwithstanding the much richer sense in which humans can take advantage
of existing knowledge in their problem-solving efforts, human intentional, pre-
meditated innovations cannot be but “blind” in the same sense, even if they
represent, as Witt would probably argue,18 “directed recombinations of already
existing elements” by contrast to the undirected recombination of genetic cross-
over. That we try to make the best use of what we know in designing novel strate-
gies does not mean that we know in advance whether our conjectural trials will
work. To be sure, pre-meditation and mental experiments allow us to reject pre-
dictably unsuccessful recombinations without trying them out in practice. Yet, to
the extent that our new strategies are genuine innovations, in the sense of venturing
into unknown territory, they cannot be but “blind”. This is the point that Campbell
wants to stress when he insists on the “blindness” of all evolutionary processes,
including “man-made” evolution. While acquired knowledge of contingencies
in the environment can allow an organism to act on “foresight”, any increase in
knowledge, so he argues, can be based on nothing other than “blind variation”,19

in the sense that real gains in knowledge “must have been the product of explo-
rations going beyond the limits of foresight or prescience” (Campbell 1987: 92).

Human intelligence and rationality is subject to Darwinian principles not only
in the sense explained above but also in the sense that the knowledge on which
human intentional action is based is itself the product of evolutionary learning.20

That all knowledge about the world that assists organisms in coping with the
problems they face, including human knowledge, can be viewed as the product of
evolutionary processes is, of course, the central tenet of evolutionary epistemology,
a research paradigm that counts Campbell as well as Hayek and Popper among
its principal contributors. The Darwinian method of “learning” by trial and error-
elimination is, as Popper suggests, essentially the same at all levels at which
adaptive learning takes place, from “the level of the enzyme and the gene ... up
to the articulate and critical language of our theories” (Popper 1972: 149), even
if its particular manifestations may be quite different at the various levels.21 One
such significant difference is, as Campbell (1987: 93) notes, that “higher evolu-
tionary developments shift a part of the locus of adaptation from a trial and error
of whole organisms or gene pools, over to processes occurring within the single
organism.”

As the above arguments suggest, the undisputed fact that human intelligence is
the distinctive ingredient of cultural evolution does not require us to abandon the
Darwinian paradigm but, instead, requires us carefully to distinguish between dif-
ferent processes of variation and selection that operate in an interconnected way
in what we may inclusively call the human cultural realm. We need to distinguish,
in particular, between processes of variation and selection that operate within
intelligent human agents and the external selection forces they are exposed to in
their environment. This point has been made by Geisendorf (2003) in a critical
comment on Ulrich Witt’s plea for a non-Darwinian theory of socio-economic
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evolution. As Geisendorf (ibid.: 15) notes, one may well agree with Witt’s emphasis
on the significance of internal selection in the human cultural realm without drawing
the conclusion that “Darwinian” external selection is no longer a defining char-
acteristic of evolution in this realm. 

Intelligent human beings can indeed, so Geisendorf (ibid.: 14) argues, premed-
itate their responses to problems they face, try out in their thought potential alter-
native courses of actions, and choose or “select” the alternative that they expect
to be most suitable.22 Yet, all this does not change the fact that their conjectural
problem-solutions, however carefully they may have been designed, are subject
to the external competitive selection that operates in the realm where they meet
other conjectural solutions put forward by other agents. As Geisendorf (ibid.: 11)
suggests, instead of looking at internal selection as an alternative to external
selection one should look at economic evolution as a multilevel process where,
for instance, “external market selection” is preceded by various selection processes
that consecutively pre-select what will be passed on to the next level of competi-
tive selection, from the selection among competing ideas in the minds of individual
agents involved in production processes to the selection by collective choices,
both formal and informal, that take place at various organizational levels within
firms. And, as Geisendorf rightly adds, the selection processes at these various
levels need not always operate in harmony with each other in the sense of apply-
ing consistent criteria for “success”.

10.4 Cultural evolution and human purposes

Natural evolution is not only “blind” in the sense explained above, it is purpose-
less. There is no goal at which it is aiming and against which it could be said to
“progress”. It is an open-ended process, driven from behind by blindly generated
innovations, a process in which the problem-environment to which organisms
need to adapt is itself constantly transformed by the new problem-solutions that
are discovered. A question that Ulrich Witt raises is whether or not in this regard,
too, Darwinian principles or mechanisms are more descriptive of natural evolu-
tion than of man-made or cultural evolution. As he notes:

Although Darwin (...) speculated on evolutionary progress (...) he clearly
recognized that there was no final goal served by these mechanisms, as there
was no being whose intentions and preferences could be identified with the
driving forces of evolution in nature. Socio-economic evolutionary change,
by contrast, involves human creativity and cognition. The driving force of
recombinatory search for novelty here is human endeavor.

(Witt 1997: 14)

In my understanding of his arguments, what Witt wants to suggest is that, because
human intentional action is the “driving force” of socio-economic evolution,
“human intelligence” should also in some sense take “responsibility” for the over-
all results that this man-made evolutionary process produces.23 Witt’s interest in
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this issue appears to be motivated, in particular, by his concern with harmful
unintended consequences of modern industrial production and economic organi-
zation that threaten the long-term viability of our ecological as well as our social
environment.24 In his view we ought to be suspicious about an economic policy
that takes a too blue-eyed, optimistic attitude towards human innovative experi-
menting and that is too careless about the risks of innovations with potentially
detrimental consequences.25 And he suggests, in particular, that one should take a
second, and more critical, look at the principles of consumer sovereignty and of
freedom of contract that belong to the traditional core doctrine of a subjectivist,
individualist economics (Witt 2003a: 91, 2004: 40). 

Even if his general outlook may appear to some of us overly pessimistic,26 the
issue that Witt raises is, no doubt, an important one. Most of us will readily agree
that it would be grossly inappropriate and irresponsible to look at socio-economic
evolution simply as a “natural event” that we let run its course without taking steps
to prevent it from producing outcomes that are detrimental to human interests. And
hardly anybody would be prepared to endorse a “laissez faire regime” that sets no
limits to innovative exploration, irrespective of the risks involved. That in this
sense we ought to seek to “control” cultural evolution is scarcely controversial.
The critical question is how such “control” can be and should be exercised. And to
this question, I would like to suggest, there are two principal answers, answers that
can be associated with two fundamentally different approaches to policy in gen-
eral and economic policy in particular, namely utilitarian welfare economics on
the one side and contractarian constitutional economics on the other. 

The utilitarian welfarist approach is outcome-oriented in the sense that it looks
at economic policy as an instrument for directly bringing about socio-economic
outcomes that are deemed desirable in terms of some measure of “social welfare”.
Alternative policy measures are compared in terms of their anticipated welfare
effects with the aim of identifying the one that promises maximum benefit. By
contrast, the contractarian constitutionalist approach is process-oriented in the
sense that, rather than seeking to control outcomes directly, it seeks to affect out-
comes indirectly, by subjecting the processes from which outcomes emerge to
general rules that promise to generate overall desirable patterns of outcomes.
Contractarian constitutional economists look at economic policy primarily as a
means by which the members-citizens of a polity choose the “rules of the game”
under which they want to live, rules that qualify as desirable to the extent that they
serve the common constitutional interests of, and are therefore agreeable to,
the respective constituency. While welfare economics with its maximization-
paradigm seeks to identify welfare-maximizing policy measures, constitutional
economics with its “gains from joint commitment”-paradigm seeks to identify
mutually advantageous rules of the game.

The outcome-oriented approach of utilitarian welfare economics cannot be
reconciled with an evolutionary perspective. Its claim to decide in advance which
among potential alternative courses of action is “best” is in fundamental conflict
with the essential attribute of evolutionary processes, namely their open-endedness.
The ambition to control outcomes directly leaves no room for evolutionary
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exploration. It negates the very role that competition plays as a discovery procedure
in any evolutionary process. By contrast, the process-oriented, contractarian con-
stitutionalist approach is perfectly compatible with an evolutionary perspective. It
seeks to “control” socio-economic processes in a manner that does not interfere
with their evolutionary character. It does not seek to predetermine the outcomes
they produce but, instead, seeks to “channel” them by imposing “rules of the
game” that are expected to guide their explorative potential in beneficial directions.
The constitutional method of “control” defines limits for innovative experiment-
ing by imposing rule-constraints on the permissible choice of strategies, but it
leaves room for exploration and discovery. 

Witt rightly points out that human innovativeness results not only in “cumulative
problem solving and knowledge generation” but also in “a successive creation of
new problems” (Witt 2003b: 17) and that, accordingly, the challenge to efforts in
political control is to secure an adequate balance between “problem solving and
problem generating” (ibid.: 18) or between “favorable and unfavorable conse-
quences of innovations” (Witt 2003a: 90). Yet, his inquiry into potential answers
to this challenge and the conclusion he draws suffer, in my view, from a too nar-
rowly focused critique of shortcomings of the utilitarian welfarist perspective and
from his failure to consider the contractarian constitutionalist perspective as a
potential alternative.27

Apart from pointing to the “problems of interpersonal comparisons” (ibid.) and
the “epistemological problems” (ibid.) that a utilitarian welfarist approach faces,28

Witt concentrates his critique specifically on the fact that human desires are
largely learned and subject to variable cultural influences, a fact that, as he sup-
poses, gives reason to question an individualist-subjectivist perspective that takes
individuals’ present desires as the relevant criterion for judging policy measures.
The “distinction between the inherited parts of the individuals’ preferences on the
one hand and the culturally determined, and potentially idiosyncratic, learned
parts on the other”, so Witt (1997: 19) argues, “may raise doubts as to whether a
subjectivist interpretation of hedonism is useful at all”.29 And it suggests, as he
supposes, that we may have to interpret “the hedonistic core of economic theory
in a new, non-subjectivist, way” (ibid.: 21).

Witt is surely right when he argues that we have no reason to expect increased
“happiness” from a socio-economic process that provides us with more and more
means to satisfy desires that we would not have, had we not learned, by cultural
conditioning, to harbor them, and when he suspects that, on the contrary, there is
“reason to believe that we may not feel happier after becoming used to the future
achievements than we feel right now” (Witt 2003a: 91).30 He surely is also right
when he argues that, because our future preferences may be different from our
present preferences, the latter may not be a perfect guide for policy choices that
are to shape our future living conditions.31 But, here again, the critical question is
which conclusions we are supposed to draw from such insights. What do they
imply for the ways in which we ought to seek to “control” socio-economic
evolution? The principal conclusion that Witt draws is that “radical preference
subjectivism and its more practical relatives, consumer sovereignty or, for that
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matter, voter sovereignty, may therefore no longer provide the relevant normative
measuring rod” (ibid.). Noting that “a debate on what may instead be a proper frame
of orientation for normative judgements about human choices is only just about to
begin” (ibid.), he suggests, as potential candidate for an alternative outlook, “a more
objective utilitarian approach” (ibid.) in which “possible regulation of innovative-
ness would not be assessed exclusively according to the current state of our pref-
erences” (ibid.) but in terms of “educated guesses ... about how we would assess
the likely outcomes in the light of the probable future state of preferences” (ibid.). 

Witt is not very explicit about what a “more objective utilitarian approach” that
looks not at “the current state of our preferences” but relies on “educated guesses
about the future state of preferences” is meant to imply in terms of practical polit-
ical decision-making. We can be assured that he does not have in mind the ideal,
dating back to Plato’s “philosopher king”, of an “enlightened avant-garde” that
decides what is good for the “people”, no matter what they think is good for them
in terms of their “current state of preferences”, an ideal that could hardly be rec-
onciled with the fundamental democratic ideal that all legitimate political power
originates with the people. The challenge that Witt would have to answer is, what
his “more objective” approach can mean, in procedural terms, for a democratic
polity as a “citizens’ cooperative” or, as J. Rawls (1971: 84) has put it, “as a coop-
erative venture for mutual advantage”. The citizens-members of democratic poli-
ties are the principals in whose name political power is exercised, and it is
difficult to see what other normative standard can be consistently applied in such
polities than the preferences of the citizens themselves. And, even though we
should wish these preferences not to be shortsighted, they cannot be anything
other than their “current” preferences, i.e., the preferences that determine their
decisions at the time they are asked to choose among potential policy options. To
be sure, citizens are well advised to critically reflect the preferences they harbor
at any point in time in light of the best available knowledge about the “human
condition” and about predictable future contingencies, including future desires.
But whatever they may prudently do to let their policy choices, as far as this is
humanly possible, be guided by enlightened, far-sighted and educated prefer-
ences, this cannot change the elementary fact that even their most “educated pref-
erences” cannot be anything other than their current preferences.

The difficulties that Witt rightly identifies with the subjectivist version of a util-
itarian welfarist approach, and the apparent difficulties that his own, “more objec-
tive” utilitarian approach faces, can, as I would like to suggest, be avoided by
adopting a contractarian constitutionalist perspective. As noted above, by contrast
to the utilitarian welfarist concern with the direct assessment of outcomes, the
contractarian constitutionalist approach directs attention to the choice of rules as
the principal instrument through which citizens can seek to secure mutual gains
from joint commitment. It does not ask, and does not claim to be able to answer,
the question of how the welfare effects of specific innovations can be assessed. It
asks, instead, the question of what general rules for dealing with the promises and
potential risks of innovations citizens may agree upon, because – as judged by the
best knowledge available – they promise to bring about a more favorable balance
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of prospective advantages and disadvantages of innovative exploration than
feasible alternative rules. And it alerts us to the fact that the players may well be
dissatisfied with particular outcomes that result in the course of playing the
“game”, but still may have good reasons to agree to its rules because their over-
all working properties are more attractive to them than what is to be expected
from potential alternative rules of the game. 

The important distinction between dissatisfaction with particular outcomes of
a game and dissatisfaction with the game as such does not seem to be fully appre-
ciated when Witt (2003a: 90) indiscriminately refers to “devaluations of invest-
ments” as well as to the “danger of possible damages and social costs ... which
neither the innovator nor society have anticipated” as negative consequences of
innovations. It should be noted, though, that there is a categorical difference
between the two kinds of “disadvantages” in the sense that the first is an inherent
aspect of market competition while the latter is subject to the specific “rules of
the market” that people choose as precautions against such “danger”. The very
productivity of the “game of the market” depends on its openness for the discovery
of “superior” products and methods of production. In agreeing to play the market
game and in committing to its rules, people accept the risk that their investments
may be devalued by such discoveries. The productive advantages of the market
game and this risk are two sides of the same coin. One cannot have the one with-
out the other, and fairness in playing the “market game” requires all players to
accept this risk.32 By contrast, the “danger of possible damages” from innovations
is contingent on the particular “rules of the game” – e.g., the rules of liability –
according to which the members of a polity wish to play the “market game”.
Depending on their attitude to risk they may want to choose more or less restric-
tive rules. 

To be sure, the constitutional method of “controlling” cultural evolution by sub-
mitting it to certain rules cannot provide perfect assurance that human innovative-
ness, even if it can be effectively confined to the constitutionally permitted range
of exploration,33 will not produce novelties the detrimental consequences of which
become apparent only after the fact. The history of modern technology provides
numerous examples of innovations that were originally welcomed as blessings and
the downsides of which were only recognized years or decades later. But there is no
other feasible alternative method that could provide such perfect protection either.
We have certainly not the option to bring evolution to a halt. And whatever other
method or procedure we may adopt to “control” evolution, it cannot take advan-
tage of any other knowledge than what is available at the time we make our policy
choices. The only alternative available to us is, either, to rely on rules that, accord-
ing to past experience and to our best knowledge, promise an overall favorable
balance of advantages and risks, or to seek to control innovations on the basis of a
case-by-case assessment of their specific welfare effects. With its ambition to pro-
vide such assessment the welfare economics approach all too easily falls victim to
the vice that Hayek (1978) has chastised as “pretence of knowledge”.

Recognition of the limits of our knowledge and foresight requires us to admit
that there is no other feasible way for us to “control” cultural evolution other than
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by seeking to secure a favorable balance between the potential advantages and
disadvantages of innovations, using our available knowledge in adopting consti-
tutional constraints that “channel” the process of experimental exploration in a
manner that promises to protect us from foreseeable damages without closing off
the prospects of discovering superior solutions to the problems we face. As dif-
ferent groups of people may well have different attitudes towards risks, some may
choose to define the constraints on innovations in their respective polities more
narrowly than others. And different polities may learn from their alternative con-
stitutional experiments which regimes allow for a socio-economic development
that, in terms of its overall attributes, is more serviceable to human needs. As long
as we are not dealing with risks of global dimensions, allowing for such alterna-
tive constitutional regimes is surely the best way for humans with imperfect
knowledge about the consequences of their choices and about their own future
preferences to seek deliberate “control” of cultural evolution.

10.5 Conclusion

Explanations from design and evolutionary explanations are commonly con-
trasted as alternative accounts of observed adaptedness or Zweckmäßigkeit. It is
not surprising, therefore, that much of the debate on cultural evolution centers
around the issue of whether – and if so, how – a recognition of the obvious role
that human intentional and intelligent action plays in socio-economic develop-
ment can be reconciled with the notion of a “blind” evolutionary process that is
part of the Darwinian paradigm. In this chapter I have taken issue with arguments
that Ulrich Witt has advanced in a number of recent articles in which he suggests
that, because human intentionality is the principal driving force of man-made or
cultural evolution, the Darwinian paradigm may be misleading rather than
enlightening and ought to be replaced by a non-Darwinian concept of evolution.
I have sought to defend a Darwinian approach to cultural evolution as it has been
advocated by authors like F.A. Hayek, D.T. Campbell and K.R. Popper against
Witt’s arguments, in particular in two regards. I have argued, firstly, that the fact
that humans respond in a deliberate and planned manner to the problems they face
is perfectly compatible with a view that emphasizes the conjectural nature of their
problem-solutions and the open-endedness of the process in which the validity of
their conjectural solutions is tested. And I have argued, secondly, that the notion
of an open-ended evolutionary process is equally compatible with the idea that
humans may seek to “control” socio-economic development by imposing consti-
tutional constraints that serve to “channel” evolution in ways that are serviceable
to human needs. 

Notes

1 An anonymous referee’s insightful comments are gratefully acknowledged.
2 U. Witt (2003b: 16): “Because natural selection is no longer a source of (rapid)

systematic change, the genetic basis can be argued to be much the same as that in early
human phylogeny.”

208 Viktor J. Vanberg



3 E. Mayr (1992: 134): “There is adaptedness (Kant’s Zweckmässigkeit) in living nature
but Darwin showed that its origin can be explained materialistically.”

4 For references see Vanberg (1994a: 172f.).
5 The complete sentence in Ferguson’s treatise reads: “Every step and every movement

of the multitude, even in what are termed enlightened ages, are made with equal blind-
ness to the future; and nations stumble upon establishments, which are indeed the
result of human action, but not the execution of any human design” (Ferguson 1980
[1767]: 122).

6 In a paper on the issue of group selection in cultural evolution Witt (2002: 2) approv-
ingly summarizes Hayek’s principal conjecture: “Since the complexity of both the
price mechanism and systems of rules of conduct make it extremely difficult for the
human mind to comprehend both, they cannot be the result of deliberate design and
choice.”

7 What I call “generalized Darwinism” is a close relative of what is known as “Universal
Darwinism”, a perspective about which G. Hodgson (2004) notes: “The term
‘Universal Darwinism’ was coined by Richard Dawkins. It suggests that the core
Darwinian principles of variation, replication and selection may apply not only to bio-
logical phenomena, but to other open and evolving systems, including human culture
or social evolution.” – Hodgson (2002: 270): “Universal Darwinism upholds that there
is a core set of general Darwinian principles that, along with auxiliary explanations
specific to each scientific domain, may apply to a wide range of phenomena.”

8 For references and a more detailed discussion see Vanberg (1994a: 174ff.; 2002: 19ff.,
33ff.; 2004).

9 Witt (2003b: 12): “I submit that the generation of novelty is generic to all cases of evo-
lution.” – See also Witt (1997: 10f.): “a generic feature of evolution is the capacity of
a system to generate and disseminate novelty within its domain.” Witt (ibid.: 11) adds
the comment: “Presumably, the way in which novelty is generated is similar in all
domains, namely some sort of directed or undirected recombination of already exist-
ing elements which creates a variant which was not there before.”

10 Witt (2003b: 13) notes that there are “two tasks of any theory of evolution: (i) to
explain how ... novelty is being generated (...) and (ii) to explain what happens as a
consequence.” In his view it is the first task that deserves more attention than it tradi-
tionally receives: “The bulk of explanatory efforts usually focuses on the second task.
The second task is indeed much less complicated” (ibid.).

11 G. Hodgson (2002: 264) and S. Geisendorf (2003: 6) raise the same objection against
Witt’s concept.

12 Hayek (1967: 32): “The basic conception of the theory is exceedingly simple and it is
only in its application to the concrete circumstances that its extraordinary fertility and
the range of phenomena for which it can account manifests itself.”

13 See also Hodgson (2002: 272).
14 See also Witt (2004: 36).
15 As S. Geisendorf (2003: 11) rightly notes, one may well acknowledge that there are

relevant differences between biological and economic evolution and still insist that the
fundamental mechanisms of selection, recombination and imperfect replication do
operate in both realms. 

16 The Darwinian view with its emphasis on “more or less blind variational mechanisms
and natural selection” is in Witt’s (1997: 13) view not applicable to the cultural realm
where human purposeful action introduces an element of “directional change.”

17 See also Witt (2003b: 29fn.)
18 See (fn. 8 above).
19 Campbell (1987: 91): “A blind-variation-and-selective-retention process is fundamental

to all inductive achievements, to all genuine increases in knowledge, to all increases
in fit of system to environment.”

20 For a detailed discussion of this claim see Vanberg (2002, 2004).
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21 As Campbell (1974: 413) puts it, the emphasis of evolutionary epistemology is on the
argument “that evolution – even in its biological aspects – is a knowledge process, and
that the natural-selection paradigm for such knowledge increments can be generalized
to other epistemic activities such as learning, thought, and science.”

22 As I have noted elsewhere (Vanberg 1996: 691f.): “Human actors seek what they con-
sider success, and they use their accumulated knowledge to come up with strategies
that they expect to be successful. In this sense deliberate human problem-solving is,
to be sure, always looking ahead. But such ‘looking ahead’ should not be confused
with pre-adaptedness. What our ‘looking ahead’ does is to use our accumulated knowl-
edge of the world for the purpose of a mental trial and error process in which we
already eliminate, before acting, those ‘errors,’ or unsuccessful trials, that we think we
can identify without actually trying them out, based on predictions of their likely out-
come. If, with regard to human action, the ‘blind-variation’ assumption of evolution-
ary theory appears inappropriate, one has to consider two things. First, observed
behavior reflects the already ‘pre-selected’ outcome of a mental selection process, and
this mental process, in turn, reflects an ‘adaptiveness’ that is the result of a past stream
of trials and errors. Second, the experience-based mental selection process cannot
assure success but only serve as a guide. Its usefulness depends on the applicability of
past experience to new situations. The ‘mentally pre-selected’ trials always remain
conjectural experiments, and many of the actual experiments that their originators
hope to be successful, in fact turn out to be failures. Firms go bankrupt, investments
turn into losses, the purposeful design of the decision makers notwithstanding.”

23 Since cultural evolution is brought about by human intelligence, Witt (2004: 44)
argues, there is the “issue of legitimization”, namely whether the same human intelli-
gence must not also face the question of whether the evolution it produces is desir-
able (“wenn kulturelle Evolution ein von menschlicher Intelligenz hervorgebrachtes
Phänomen ist, sollte derselben Intelligenz dann nicht auch die Frage gestellt
werden, ob und unter welchen Bedingungen die hervorgebrachten Entwicklung auch
wünschenswert ist?”).

24 Witt (2004: 40): “Der ‘industrielle Metabolismus’ ... droht früher oder später die ökol-
ogischen Systembedingungen nachhaltig zu stören. ... Eine berechtigte Frage ist daher,
ob das gegenwärtige Volumen anthropogener Produktion solche Risiken wert ist … .
Anders gefragt: wer wünscht eigentlich die kulturelle Evolution, die sich eingestellt hat
und die den beschriebenen Wandel der Produktion mit allen seinen Effekten bewirkt
hat?” – In addition to ecological threats Witt mentions the inequality in the “global
distribution of income” as another example of problematic consequences of cultural
evolution.

25 As Witt (2003a: 90) states: “In the light of this past experience (i.e., of beneficial con-
sequences of innovations, V.V.), economic policymaking today encourages innova-
tions grosso modo. Yet innovations can also have unpleasant consequences.” While
acknowledging the “rising standard of living” that socio-economic evolution has pro-
duced in the past Witt (ibid.) warns: “But it would be a naive extrapolation to take it
for granted as a concomitant of future innovativeness.”

26 Witt seems to look at human inventiveness more with distrust than with hope when he
notes that “there is always potential danger lurking in everything that has not been pre-
viously secured by experience ... danger of possible damages and social costs ... which
neither the innovator nor society have anticipated” (Witt 2003a: 90).

27 With this I refer to Witt’s contributions that I discuss in this chapter. At the conference
for which the chapter was prepared Witt pointed out to me that in Witt (1996) he has
explicitly discussed the “innovation issue” from a contractarian perspective.

28 Witt (2003a: 90) points to two principal obstacles that a utilitarian welfarist approach
faces: “First, because the future balance of benefits and (social) costs of innovativeness
cannot be anticipated. Second, because the personal distribution of any net benefit of
innovativeness in the future is indeterminate.”
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29 Witt (1997: 19f.) continues: “A better understanding of the interaction between genetic
endowment and culturally conditioned learning on the basis of a Darwinian world
view may well provide criteria for assessing, in a more objectivist way, the needs eco-
nomic evolution serves, and why (and in which sense) this should be desirable.”

30 On this issue see also Witt (2004: 44). 
31 Witt (2003a: 91): “Not surprisingly, normative judgements on economic policymaking

in the presence of changing individual preferences have not yet been investigated.”
32 As the theory of rent-seeking emphasizes, players can, of course, lobby governments for

special privileges that allow them, at the expense of other players, to enjoy the benefits
of the market’s productivity while avoiding its accompanying risks. Yet, such rent-
seeking behavior is nothing other than cheating on the rules on which the “market-game”
is based. 

33 Even the best conceivable constitutional system is, of course, not immune against illegal
practices. This is true for innovative no less than for conventional activities.
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