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Preface 
 
 
From the first vague idea to use Konrad Hagedorn’s 60th birthday as an inspira-
tion for taking stock of his vibrant academic contributions, this joint book project 
has been a great pleasure for us in many ways. Pursuing Hagedorn’s intellectual 
development, we have tried to reflect on the core questions of humanity according 
to Ernst Bloch “Who are we?”, “Where do we come from?” and “Where are we 
heading?” In this way, and without knowing it, Konrad Hagedorn initiated a col-
lective action process he would have very much enjoyed … if he had been allowed 
to take part in it. But it was our aim and constant motivation to surprise him with 
this collection of essays in his honour.  

Konrad Hagedorn was reared as the youngest child of a peasant family on a 

in the poverty-ridden years after the Second World War, he faced a life where 
humans were heavily dependent on using nature around them for their livelihoods; 
meanwhile, he learned about the fragility of the environment. As a boy, he at-
tended a one-room schoolhouse, where his great intellectual talents were first rec-
ognised and used for co-teaching his schoolmates. These early teaching experi-
ences might have laid the foundations for his later becoming a dedicated lecturer 
and mentor.  

Between 1968 and 1979, Hagedorn attended the University of Göttingen, un-
dertaking an intellectual apprenticeship in the field of agricultural economics and 
beyond as well as acquiring a command of the analytical and methodological tools 
that would later help him to improve the investigation and understanding of com-
plex real-world problems. As a student, he soon attracted the attention of Günther 
Schmitt, Professor of Agricultural Policy, who subsequently became his Ph.D. ad-
visor and intellectual mentor. Schmitt, who passed away in 2005, was one of the 
leading agricultural economists in Germany and a pioneer in applying theories and 
methods of New Political Economy and New Institutional Economics to agricul-
tural economics. Schmitt’s strong sense for the importance of theory in practical 
policy analysis had a long-lasting influence on Hagedorn, who achieved his first 
notoriety as a Ph.D. student when his comments on social policy in agriculture 
shocked the establishment of agricultural politics and lobbyists. Without claim-
ing any biographic authority or completeness in this brief encapsulation of 
Hagedorn’s development, we think it is safe to say that the learning environment 
fostered by Günther Schmitt is primarily where he acquired his skills for engag-
ing in intellectual battles as well as his passion for stimulating provocation and 
debates with sparring partners from the international agricultural economics 
community. Leaving Göttingen, he spent 1980 as a Visiting Scholar of the German 
Research Foundation (DFG) at the University of California, Berkeley, USA, to 
broaden his perspective. 

small farm in the remote moorland of East Frisia, Germany. During his childhood 
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Back in Europe, Hagedorn joined the Federal Agricultural Research Centre 
(FAL) in Braunschweig in 1981, rendering conceptually sound policy advice on 
agricultural issues. During his years as a research fellow at the FAL, he continued 
teaching, being a guest lecturer at the Universities of Hannover and Wageningen. 
Besides giving concrete policy advice, Hagedorn went on to dig deeper into the 
institutional foundations of agricultural policy. His habilitation thesis on “Institu-
tions as a Research Problem in Agricultural Economics” was completed in 1989 
and has been considered to be a landmark in institutional agricultural economics 
ever since. 

The fall of the Berlin Wall and the subsequent transformation processes were 
unique historical moments and significant for Hagedorn’s further career and intel-
lectual development. Institutions at different levels changed rapidly and opened up 
new “windows of opportunity”. After German reunification in 1990, the Hum-
boldt-Universität zu Berlin announced the establishment of a professorship in re-
source economics at the again merged agricultural and horticultural faculty. It was 
Konrad Hagedorn who obtained the position in 1994, and almost simultaneously, 
he was given the position of executive director of the Institute of Co-operative 
Science at Humboldt-Universität zu Berlin. From that time on, he has built up an 

CEESA, paved the way towards the analysis of institutional change in agricultural 
and natural resource management and the development of concepts like “Institu-
tions of Sustainability” or “Integrative and Segregative Institutions”. Since then, 
his endeavours to understand institutional change and the demands of a sustain-
able future have never ceased. In 2002, he commenced a fruitful and enduring co-
operative relationship with Elinor Ostrom, of Indiana University, Bloomington, 
with whom he shares a deep humanity and a belief in the possibility of local peo-
ple successfully attaining self-governance in managing common pool resources.  

Celebrating the 60th birthday of a scholar always holds the promise that there 
should still be much to expect of him. Meeting the future challenges of sustain-
ability – such as global climate change; increasing food, water and energy scar-
city; civil wars, economic crises or natural disasters – requires sound theoretical 
and empirical research and wise policy advice. We hope – no, we are sure – that 
Konrad Hagedorn will continue to contribute towards this end. Likewise, the con-
tributions to this volume take stock of and impressively reflect on Hagedorn’s cu-
riosity, ingenuity and scholarship. 

Needless to say, without his inspiration as the thoughtful and farsighted 
helmsman of the Division of Resource Economics, which has at times had to sail 
through the troubled waters of internal and external higher-education reforms, we 
would not have had the opportunity to enjoy the Division’s collective spirit, which 
has in large part made this book possible. In particular, we would like to thank:  

ever enlarging research network. Pushing the frontiers of institutional research 
soon took Hagedorn across the borders of the New Federal States of the former 
East Germany (GDR), as he gathered an international team of pioneers and enthu-
siasts to venture into the unknown territories of the transition states in Eastern 
Europe. Large international research projects, such as KATO, GRANO and 
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• Renate Judis, for her full-fledged support for this project, her kind insistence 
and communicativeness, her driving force in keeping loose ends together as 
well as meeting deadlines, her editorial assistance, many cups of tea, friendship 
and hands-on support; 

• Ines Jeworski, for brushing up the graphs and tables to unparalleled standards 
and Sigrid Heilmann for the discrete supply with vital information on where-
abouts of Konrad Hagedorn and literature. We also relied on the valuable ex-
perience both of them have gained in previous publishing projects; 

• Christopher Hank, for his professional, most friendly and dialogical language 
editing, at all times and places, and the enormous training effect it provides;  

• Sylvia Sieber, for type-setting the manuscript and thus transforming raw mate-
rial into a proper book; 

• Anja Techem, for painstakingly sorting out the index; 
• Fritz Schmuhl and Takeesha Moerland-Torpey, from Springer Academic Pub-

lishers, for making it possible for this Festschrift to be brought out in a smooth 
fashion; 

• All contributors, who responded enthusiastically to our request for a contribu-
tion, for their dedication towards putting their thoughts and extensions concern-
ing the work of their colleague, Konrad Hagedorn, onto paper and putting up 
with our wishes and demands; 

• Last, but not least, the collective at the Division of Resource Economics, which 
makes work and life more enjoyable through a shared belief in intellectual ex-
change and mutual learning, as continually exemplified at research colloquiums 
(FoKo) after questions for clarification have been posed. 

 

 
 
 
 
 
 
 
 
 
 
 

September 2008 Volker Beckmann and Martina Padmanabhan 
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Economy of Economic Development and Agricultural Policy”, highlighting the 
fundamental role of political institutions and some difficulties encountered in im-
plementing reform towards sustainability. Part 2, “Institutions, Governance and 
Sustainability”, outlines different approaches and frameworks for analysing man-
agement structures in various natural resource settings. Part 3, “Property Rights, 
Collective Action and Natural Resources”, presents empirical studies and frame-
works concerning the role of collective efforts for coping with environmental 
challenges. Part 4 outlines the “Challenges of Institutional Analysis for Sustain-
ability” with regard to further theoretical and empirical research. Contributing to 
the interdisciplinary debate on sustainability in the field of institutional, agricul-
tural and natural resource economics and management, the present volume re-
sponds to the prominent global-political issues of food and energy security. The 
state-of-the-art discussion taking place here among members of the agricultural 
economics community and beyond, draws from debates in political sciences, de-
velopment studies, sociology and environmental and resource economics, thus 
resonating Konrad Hagedorn’s continual openness to concepts from different so-
cial disciplines.  

This introduction to the volume is structured as follows: First, we present the 
key ideas of Konrad Hagedorn’s scholarly work on institutions and sustainability 
within the four subject areas just mentioned. Second, we present an overview of 
the papers presented in this volume, drawing linkages between them and Hagedorn’s 
contributions. We close with a perspective on future developments. 

1.2 Konrad Hagedorn’s Contributions to Institutional Analysis 

This introductory section aims to provide an overview of Hagedorn’s oeuvre: 
which ranges from the political economy of agricultural and environmental rela-
tions, through conceptual work towards developing and identifying institutions to 
govern sustainability, to concrete and categorical questions on how to manage the 
commons. Last but not least, his intellectual programme is driven by a keen inter-
est in methodological, epistemological and visionary considerations. 

1.2.1 The politics of agricultural and environmental relations 

Konrad Hagedorn has made seminal contributions to the political economy of 
economic development and agricultural policy. His application of political econ-
omy concepts in the field of agricultural economics consisted of a great expansion 
or rather connection of these obvious themes that remained hitherto outside the re-
search focus of conventional agricultural economics (Hagedorn, 1993a, 1996a, 
1998b). Hagedorn’s major theoretical works elaborate on the importance of political 
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institutions for understanding agricultural policy and the limits of policy reform 
(Hagedorn, 1985a, 1988, 1996a). Besides classical farm income policy (Hagedorn, 
1981; Hagedorn & Schmitt, 1985), he has applied the political economy perspec-
tive to a broad range of policy arenas, such as social policy (e.g., Hagedorn, 1977, 
1981, 1982, 1985b, 1991a; Hagedorn & Mehl, 2001), agri-environmental policy 
(e.g., Hagedorn, 1993c; Eggers & Hagedorn, 1998; Hagedorn & Eggers, 1998; 
Hagedorn, 1999a, 1999b, 2007) and transition policy (e.g., Hagedorn, 1991b, 
1992b, 1993b, 1996b, 2004b; Beckmann & Hagedorn, 1995, 1997, 1999, 2007).  

Since the 1980s Hagedorn has included political institutions in his studies of 
agricultural policy in order to consider the processes whereby political institutions 
change and the decision-making processes they govern. In doing so, he met a 
number of methodological obstacles, such as in agricultural economics, where the 
spheres of objectives and values had been considered to be outside of scientific 
bounds (1993a, p. 850). Similarly, moral institutions like ethics and norms were 
widely neglected in agricultural economics at that time. However, the existing 
“inadequate feasibility” of policy recommendations was a great shortcoming of 
agricultural economics as an applied science. Using the ideas of the “new political 
economy” and public and institutional choice theory, Hagedorn set out to make 
the domain of political choice a systematic element of agricultural economic the-
ory, strictly sticking to his credo that only theoretical conceptions enable individu-
als to perceive the existence and structure of complex issues (1993a, p. 851). The 
encountered paradox appeared to Hagedorn as something like “policy advisors do 
not reflect on institutional and political issues”, the solution of which he broke 
down into two tasks. First, he searched for reasons for the dire theory deficiency 
and the obstacles causing it. Second, he set out to push for theoretical advances 
and the conceptual integration of found solutions. Hagedorn’s strong devotion to 
theory development, in combination with the declared intention to contribute to 
real world problem solving, is one of his unique qualities or, as his fellows at the 
Deutsche Forschungsgemeinschaft would acknowledge, his Alleinstellungsmerk-
mal, that is, his outstanding feature as a scholar. 

Starting from the hypothesis that norms and expectations regulate the relation-
ship between applied social sciences (among them agricultural economics) and 
practical politics, Hagedorn encountered a dual orientation within the discipline: A 
certain division of labour exists where, like in other theoretical disciplines, con-
ceptual work is central, while at the same time there is a demand for practical pol-
icy advise. This results in a conflict of loyalties, with an attempt being made to 
neutralise contradicting claims by conceptually separating and building “firewalls” 
between different research aims. Economists mainly focus on instruments, while 
politicians have a major interest in institutions (1994a). Taking aim at this disintegra-
tive model, Hagedorn has dissected the epistemological norms that exclude values and 
institutions from scientific study, suggesting the integrative concepts of public and 
institutional choice theory as one step to solve the either-or dilemma. His attempt to 
combine institutions and decision-making processes has raised new research ques-
tions about the costs and deficits of collective action in political decision-making 
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processes, with the New Political Economy thus promoting the integration of eco-
nomic and political concepts and interests as essential elements of analysis. 

1.2.2 Developing institutions to govern sustainability 

Analysing the role of political, economic and social institutions for sustainable de-
velopment requires new analytical frameworks to understand and design rules for 
governing the increasing complex interaction between ecological and social sys-
tems of modern societies. Konrad Hagedorn has proposed such a framework, 
known as Institutions of Sustainability (IoS) (Hagedorn, Arzt, & Peters, 2002; 
Gatzweiler & Hagedorn, 2002a, 2002b, 2004a, 2004b; Hagedorn, 2002, 2003, 

This institutional approach towards agri-environmental coordination focuses on 
institutional change in property rights regimes and governance structures as a re-
sponse to technological, biological and economic factors, on the one hand, and so-
cietal and political influences on the other. The IoS is an explorative concept to 
analyse relationships and their interplay, whereby it is useful to distinguish four 
groups of determinants: First, institutional arrangements depend on the bio-
physical features and implications of transactions. Second, institutional change re-
lies on the characteristics and objectives of actors involved. Third, these changes 
affect the design and distribution of property rights and cost and benefit streams. 
Fourth, such changes are accompanied by changes in governance structures for 
supervision and sanctioning, with organisation and coordination being based on 
self-organisation and/or government regulations. 

The properties of transactions affecting the natural environment and ecological 
systems, in other words the perceived types of interaction between actors having 
impacts on ecosystems, form the central units of analysis of the IoS framework. 
Environmental problems often arise around public goods, entailing difficulties 
with regard to legal transformations that regulate their transfer between different 
actors. The IoS identifies the main properties of transactions arising at the junction 
between private and public goods. Considering the features of a specific resource 
use in the context of different governance options is a central contribution to the 
debate on institutions. The excludability of actors, rivalry asset specificity, site 
specificity, capital specificity and the particular knowledge comprising group-
specific human capital (Ostrom, 1998) – such characteristics frame the options of 

2004a, 2004c, 2005, 2007, 2008a, 2008b), which requires in-depth analysis of actors 
and transactions as well as institutions and governance structures from the per-
spective of institutional performance and institutional innovation. Regarding the 
topic of cooperative strategies to cope with agri-environmental problems, Hage-
dorn has developed an analytical framework to approach theoretical and methodo-
logical questions in a systematic way. The IoS framework serves as a tool and 
procedure to conceptualise and implement environmental cooperatives and coop-
eration in agriculture and rural areas. 
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institutionalisation. A low degree of separability and overall frequency of transac-
tions may induce learning processes and bring about economies of scale, whereas 
uncertainty causes transaction costs for measuring, monitoring and information. 
Moreover, the complexity of environmental processes may produce opportunistic 
behaviour, while the heterogeneity and variability of stochastic phenomena, like 
the weather, also shape the properties of transactions. 

Institutions of environmental sustainability are guided by property rights over 
natural components and governance structures for agri-environmental relations. 
Right holders can be favoured by benefit streams or burdened by cost components. 
Nevertheless, the institutional design of a right or duty can differ. Defining, estab-

ter may be lowered by bundling rights in the hand of one actor, though a higher 
degree of centralisation has social and political consequences, affects motivation 
and participation of land users, and may precipitate moral dilemmas and under-
mine identification processes. Agricultural production results in a variety of cost 
and benefit streams with positive and negative effects for the public to bear. Often, 
rights and duties are conditional on the fulfilment of other rights and duties. 

To analyse governance structure for regional or local agri-environmental coor-
dination, different categories have been distinguished. Williamson (1996) differ-
entiates between markets as (1) voluntary bilateral agreements between individu-
als, (2) hierarchies compulsorily selected by an authority as in organisations and 
(3) hybrid forms of contractual relations that are voluntary prior to the contract 
and compulsory afterwards. The third means of cooperation thus emerges as a 
type of horizontal non-market coordination. These categories reflect the relation-
ships between the actors involved and the role of action selection as a relevant 
subject in negotiating these relationships. 

The institutional interpretation sees sustainable development as a comprehen-
sive process of searching, learning and gaining experience with regard to organis-
ing principles and policy instruments. Hagedorn sees sustainable development as a 
regulative idea that requires adequate institutions to become effective. Basing 

lishing, quantifying and supervising measures all lead to transaction costs. The lat-

Taking into account the characteristics of actors involved in agri-environmental 
coordination and their differences and particularities as land users, regulators or 
coordinators enhances understanding in the search for sustainable institutions. Im-
portant attributes of actors are not only their values and beliefs, but also their repu-
tations for reliability and trustworthiness. Resources for participation, such as 
time, capacities to collect information, access to networks and bargaining power, 
are instrumental in influencing policy implementation through the mechanisms of 
interest representation in agrarian policy networks (Hagedorn 1994a). Acquiring 
and processing, retaining and using knowledge is vital under conditions of often 
asymmetric information, as principal-agent theory informs us. An actor’s method 
of action selection (Ostrom, 1998) is based on his or her ability to learn from mis-
takes. The social embeddedness of actors regulates behavioural norms, prefer-
ences and distribution of resources. Culture refers to a common set of values and 
rules which governs the interaction between nature and actors. 
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himself on the Enquete Commission’s “Protection of Man and the Environment” 
(Enquete-Kommission, 1998) Hagedorn formulates four basic strategies for 
achieving “Institutions of Sustainability” in the long run: (1) the call for reflexivity 
builds on the reinforcement of actors’ sensitivity to push for institutional reforms; 
(2) self-organisation and participation in the political process has an integrative 
impact; (3) Interest harmonisation and conflict regulation is central to balancing 
power and control over resources, thus requiring an investment in the development 
of conflict-solving mechanisms; and (4) institutional innovation emerges as a 
creative process of searching and learning using a cooperative approach. In line 
with Haberer (1996), Hagedorn et al. (2002) call for transparency-creating institu-
tional arrangements.  

1.2.3 Managing common pool resources 

Property rights over agricultural land and other natural resources has been a prin-
cipal subject of the research by Konrad Hagedorn. He has contributed, in particu-
lar, to the theoretical and empirical analysis of the economic and ecological con-
sequences of land privatisation in transition economies (Gatzweiler & Hagedorn, 
2002a, 2002b, 2004a; Gatzweiler, Judis, & Hagedorn, 2002; Hagedorn, 1991b, 

Hagedorn 1998). Furthermore, he has analysed the importance of property rights 
for contractual arrangements and collective action in order to effectively manage 
common pool resources (Hagedorn, 2000, 2002; Hagedorn et al., 2002). As the di-
rector of the Institute of Cooperative studies, he has studied extensively the role of 
self-organised cooperative structures in solving economic, social and environ-
mental problems (Hagedorn, 1998c, 2000; Eisen & Hagedorn, 1998, 2000).  

Hagedorn’s interest in the governance of natural resource use, especially com-
mon pool resources, has guided his work on collective action and property rights 
(Di Gregorio et al., 2008). Besides sustainability outcomes, poverty has increas-
ingly become a focus of this work. Inspired by the prospects of applying theoreti-
cal conceptions to real world phenomena within larger international empirical re-
search projects, for example in Ethiopia (Beyene, 2008; Beyene & Korf, 2008; 
Hundie, 2008; Hundie & Padmanabhan, 2008) and India (Sreedevi, Suhas, Wani, 

lens for investigating collective action and property rights by focusing on specific 
outcomes in terms of poverty in the realm of managing natural resources. 

As Di Gregorio et al. (2008) propose, the insights gained on the role of formal 
and informal property rights and collective action in improving natural resource 
management can inspire policies for poverty reduction. This is especially impor-
tant, as an incomplete understanding of the complexity of property rights can lead 
to reduced tenure security for poor and marginalised groups by weakening custom-
ary rights or allowing for elite capture. Collective action is furthermore required 

1992b, 1993b, 1994b, 1996b, 1997, 1998a, 1998b, 2003, 2004, 2004c; Lütteken & 

Chennamaneni, & Chaliganti, 2007), he has contributed to extending the analytical 
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in order to adopt many technologies and natural resource management practices at 
higher levels (Meinzen-Dick, Knox, Place, & Swallow, 2002). Poor people and 
women are often disadvantaged in collective action through social exclusion, lack 
of time to participate, lack of education and confidence to speak in meetings and 
domination by local elites. 

Property rights are “the capacity to call upon the collective to stand behind 
one’s claim to a benefit stream” (Bromley, 1991, p. 15), involving a relationship 
between a right holder, group members and institutions backing up a claim. Titles 
combine a bundle of rights, such as those to use (usus), appropriation (usus fruc-
tus), decision-making (abusus) and, finally, alienation (Pejovich, 1990). Support-
ing institutions provide recognition and legitimacy for property rights to be effec-
tive, enforcing rights and their corresponding duties. 

Collective action can be understood as an action taken by a group of individu-
als to achieve common interests (Marshall, 1998). As with property rights, it is 
important to look at both the formal and informal institutions that govern collec-
tive action. In the action arena, the actors, their action resources and the existing 
rules define the parameter of choice and decision within which the actors cooper-
ate, discuss, negotiate, etc. Over time these actions create certain patterns in the 
form of regularised and observable behavioural outcomes based on a certain set of 
rules. Existing institutions mark the rule-bound space within which actors can 
make their choices. In patriarchal society, for example, often rules and norms par-
ticularly constrain women’s voice and their ability to assert claims. While institu-
tions do constrain, allow and affect it, collective action can bring about institu-
tional change, thus altering the initial conditions. 

Collective action is affected by social bargaining over the distribution of bene-
fits and costs. Three sets of rules have been identified by Ostrom (1992): opera-
tional rules regulate day-to-day decisions, collective-choice rules prescribe how 
and who can change such daily routines, while constitutional-choice rules are 
those which govern the crafting of these very rules. In interaction processes, actors 
reinforce existing institutions while creating new ones. These patterns of action 
gradually come to form social relationships and structures. 

Norms, legal structures and power relations have strong impacts on the assign-
ment of property rights and the scope for possible change; meanwhile, the negotia-
tion of property rights affects collective action, income generation and participa-
tion. Legal and power structures differ between countries and between governance 
levels. Federalism ideally reduces local and central information costs, though uni-
formity and standardisation decreases the fit of institutions. Decentralisation can 
help to change power structures (see Birner and Wittmer in this volume) and im-
prove participation by engaging local voices in the political process. However, any 
decentralisation of services critically depends on the accountability of decision-
makers and their ability to impose sanctions following violations (Ackerman, 
2004). Participation through self-help is often regarded as a solution to break the 
vicious cycle of power, marginalisation and poverty. But participation will remain 
weak as long as the right to form groups cannot be enforced. 
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Cognitive schemata or mental models define what is imaginable in terms of 
both our understanding and normative perspective. North (1990) uses the term 
ideology to capture both aspects. On the one hand, ideology offers a mental model 
or cognitive map of the world, while proposing a normative idea of how the world 
should be structured on the other. Cognitive dissonance arises when differences 
appear between existing mental models – or “half-baked theories” as Schlüter puts 
it convincingly in this volume – and events. The normative side of ideologies 
serves the important task of providing legitimation and, thus, group solidarity. 
Cognitive schemata influence actors concerning whether to participate in delibera-
tion or whether they dare to speak in public – and what is appropriate to say if 
they do so. The habitus of an actor in the public and private spheres is essential for 
gaining recognition in public discourse and collective action. Social standing is 
furthermore contingent upon the degree of embeddedness in social networks, ei-
ther formal or informal.  

1.2.4 The future of institutional analysis  

Although the institutional analysis of sustainability has progressed significantly 
during the last three decades, important challenges remain for further theoretical, 
empirical and practical research. Konrad Hagedorn has often critically examined 
the methodological basis of political economy (Hagedorn, 1983, 1985a, 1985c) as 

the importance of “mental models” for explaining both policy choices and institu-
tional changes (Hagedorn, 1992a, 1998b, 2004b).  

A centrepiece of Hagedorn’s academic interest is the sustainable handling of 
natural resources, ranging from pastures in the lowlands of Ethiopia to water regu-
lation in East Germany and the transformation of whole agricultural systems in 
Central and Eastern Europe. In view of the long-term consequences of inadequate 
and simplistic institutional regulations over the environment, he has continuously 
pushed for the development of more adequate theory in this domain. Looking 
ahead from the current state of the art, Hagedorn always digs into remaining con-
ceptual black boxes with such rigour and intellectual enthusiasm that it can be ex-
pected that he will produce many more insights and even more questions. 

One of Hagedorn’s long-standing topics of interest has been segregating and in-
tegrating institutions (Hagedorn, 2003, 2008b). With his writings on the particular 
properties of transactions concerning natural systems, he proposes a heuristic 
framework to analyse the processes involved in institutionalising nature-related 
transactions (Hagedorn, 2008a). The physical world is just as important for institu-
tional analysis as the social world. The challenge is that the particular properties of 
human–nature transactions are shaped by the attributes of natural systems, which 
have not been designed by humans and are not fully comprehended. In his keynote 
address to European agro-economists, Hagedorn builds upon his IoS framework, 

well as of institutional analysis (Hagedorn, 1993b, 2004c, 2008a). He has stressed 
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with its focus on transactions as the main analytical unit, proposing that research-
ers distinguish between the basic attributes of physical entities, the properties of 
transactions influenced by them and the derived need for institutional and organ-
isational governance. As transaction cost economics and the old institutionalism 
share transactions as their central unit of analysis, both dwell on the principles of 
conflict, mutuality and order. However, Hagedorn points out that concepts devel-
oped for industrial purposes cannot adequately fit attempts to explain human–
nature relationships. In particular, he asks whether concepts from transaction cost 
economics that emerged from the analysis of industrial organisation are capable of 
grasping the complexity and interconnectedness of nature-related transactions, 
which from Hagedorn’s perspective require polycentric and hybrid forms of gov-
ernance structures. 

As Beckmann (2002) notes, the impact of transaction cost economics on envi-
ronmental and resource economics has been small because, he argues, the transac-
tion as the unit of analysis and the scope of governance structures developed for 
analysing industrial organisation are not appropriate for the problem settings and 
solution sets discussed in environmental and natural resource economics. In order 
to fill this obvious gap and to make the analytical power of transactions available 
to institutionalists in the field of natural resources, Hagedorn (2008a) has devel-
oped a typology of nature-related transactions, posing three questions to guide his 
enquiry: First, what are the basic attributes of the physical entities affected by the 
transactions in question? Second, which properties of these transactions result 
from these attributes? Finally, what do the attributes and properties imply for gov-
erning these transactions? The dimensions of modularity and decomposability, on 
the one hand, and of functional interdependence of processes, on the other, pro-
vide for a basic typology, upon which Hagedorn categorises all transactions along 
a continuum between “atomistic-isolated” and “complex-interconnected”. 

Ostrom’s (2007a) call to do justice to the complex realities of the actual world 
by applying diagnostic methods that grasp actors’ subjection to diverse govern-
ance systems echoes Hagedorn’s concerns. A key term to unpack the complexity 
of nature-related interactions is decomposability. Here, again, Hagedorn returns to 
the central topic of cognitive scripts in the making of institutions: What cannot be 
imagined cannot be institutionalised, even if relationships in the physical world do 
exist beyond the grasp of humans. As partial decomposability of nature-related in-
teractions cannot be achieved at the physical level, the task of conceptualising 
needs to be taken to the analytical level; similarly, if functional interdependence 
cannot be grasped at the physical level, then interrelatedness can be made trans-

thought experiments, a transaction-interdependence cycle can be developed. In-
stead of pondering over an institutional change that has already occurred, an ex-
post institutional situation is imagined and subsequently broken into the possible 
stages through which a physical transaction could become an institutionalised 
transaction. 

parent at a conceptual level (Hagedorn, 2008a, pp. 371–377). Following these 
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Building on this puzzle of increasing knowledge regarding ecological intercon-
nectedness and the need for adequate institutional reflection of these circum-
stances in the light of sustainability concerns, Hagedorn sets out to decompose the 
process of discovery of nature-related transactions and their subsequent entry into 
the social world of institutions. Picking up the idea of discriminate alignment for 
governance requirements from Williamson (1996), he extends the scope of institu-
tional analysis to investigating the particular properties of nature-related transac-
tions. Matching transactions with governance structures has consequences for 
transaction costs. Continuing along this line of thought, Hagedorn proposes dis-
criminating between integrative and segregative institutions: the former contain 
decision-makers liable for the transaction costs they cause, while the latter relieve 
decision-makers from transaction costs and place the burden partially on others. 
The discriminating alignment hypothesis regarding nature-related transactions in-
vites empirical testing and further theoretical refinements. In this way, Hagedorn 
is continuing to explore the future of environmental institutionalism.  

1.3 The Contributed Papers 

The occasion for celebrating Konrad Hagedorn’s contributions to institutional 
economics has inspired many scholars to reflect on a variety of current issues. The 
authors whose work is gathered in this volume come from Australia, the United 
States, Kenya, Norway, the Netherlands, Belgium, Switzerland and the East, 
West, North and South of Germany, working on problems in China, Russia, 
Bulgaria, Sri Lanka, Uganda, Guatemala and their respective home countries. 
Related to Konrad Hagedorn through research projects, professional cooperation 
or as his students, these scholars are now carrying forward the topic of institutions 
and sustainability, as summarised in the following sections.  

1.3.1 Political economy of economic development  
and agricultural policy 

Konrad Hagedorn’s work on political economy has inspired work on economic 
development in a more general sense as well as on core issues of agricultural pol-
icy. The essays in this section give an idea of the variety of Hagedorn’s manifold 
academic collaborations and his keen interest in areas ranging from problems in 
transition and war economies to social and agri-environmental concerns. 

Scott Rozelle and Johan F. M. Swinnen compare agricultural reforms in China 
and the Soviet Union as two prominent cases of economic transition in the post-
communist era, unravelling the political economy of these seemingly similar 
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processes. From an institutional perspective, the authors analyse the conditions 
under which radical market reforms were introduced in both countries, with the 
less-mechanised agriculture in China and industrial farming structures in the So-
viet Union emerging as key dimensions. They reveal a political paradox: The early 
institutionalisation of market mechanisms through the household responsibility 
system in China stabilised the communist regime in the long run, as it tremen-
dously increased the well-being of peasants and the larger population alike. In 
contrast, the envisaged market reforms in the Soviet Union in the mid-eighties 
were initially heavily resisted by farmers and local officials, fearing decollectivi-
sation and loss of power. Under the old system, farming was largely mechanised 
and structured by food supply chains, which smaller production units would put at 
risk. Using the tools of political economy to search for explanations of the transi-

Taking a core theme of political economy, namely that of institutional change 
during a period of civil war, Benedikt Korf shows how powerful different fields of 
inquiry like the New Institutional Economics and anthropology can be in explain-
ing the political economy of violence and appropriation. Previous contributions on 
this topic have more or less explicitly assumed the state to be a strong actor in the 
development of policies, though confronted with problems of acceptability, equity 
and implementation or transaction costs. Posing the question of institutional 
change in a situation of civil war requires a conceptualisation of the emergence 
and logic of the intrinsic rules of intra-state conflict. The idea of contracting, as in 
warlord or bandit models, is placed at the centre of the new institutional analysis. 
The different models of grabbing, looting or exploitation are dismissed by Korf on 
empirical grounds, as they do not sufficiently explain the ambiguous relationship 
between the state of civil war and the existing laws. The actor conceptualisation of 
rational agents in an institutional vacuum hinders our ability to grasp the complex-
ity of a situation in flux. On the contrary, the real world of civil war is better un-
derstood as a simultaneous making of both war and law. Based on his ethno-
graphic fieldwork in Sri Lanka, Korf can shows how a hybrid set of overlapping 
and contradictory sets of rules on many different scales and between civil persons 
and combatants emerges. Besides rules of violence, new norms for appropriation 
emerge, strongly influenced by the properties of transactions (Hagedorn, 2003, p. 
52), determined by the characteristics of a resource in time and space. Recognising 
that civil war is not beyond human attempts to order actors’ relationships, but 
rather an equally institutionalised process, opens new analytical approaches to po-
litical economy and highlights the complexity of this violent order (Padmanabhan, 
2008b). Though dynamic and shaped by conditions of fear, the mental models of 
all involved actors are based on norms formed under conditions of competitive so-
cial relationships. 

tion paths taken has been a shared interest of Swinnen and Hagedorn, which 
brought them together in the KATO project (Comparative Analysis of the Transi-
tion Process in the Agricultural Sector of Selected Central and Eastern European 
Countries) (see Beckmann & Hagedorn, 2007). 
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Peter Mehl, a fellow researcher of Hagedorn at the Federal Agricultural Re-
search centre in Braunschweig, picks up the notion of policy development as an 
institutionalised process and analyses the reform of the social insurance system for 
farmers’ pensions in Germany that took place from the 1980s on. While assessing 
the success of the measures taken in terms of equity, efficiency and acceptability, 
he elucidates the political economy of this agricultural policy as actually being a 
social policy stretching over decades. Consequently, Mehl shows that the assess-
ment of the success of policy reform and policy impact has to be separated ana-
lytically. Mehl’s historical case study of this insurance reform concretely illus-
trates the factor of complexity in institutional change – an issue elaborated later on 
at the theoretical level by Clem Tisdell. Mehl’s taking the aim of induced institu-
tional change from the abstract level of agricultural externalities to the domain of 
political bargaining and implementation, often with unintended consequences in 
the field of social policy, reminds us of Hagedorn’s concern with the situated, ra-
tionally bounded and institutionally furnished environment of policy making. It is 
not always the economically superior policy that proves to be the ecologically, so-
cially and politically sustainable one. 

The fact that some key conclusions from Hagedorn’s 1982 doctoral thesis were 
not implemented by the farmers’ pension-scheme reform until 1994 illustrates that 
institutional change can often be contingent upon shocks or historical events, such 
as in this case the end of the Cold War and the subsequent German reunification. 
Looking at the history of this reform process in terms of it goals and main compo-
nents, Mehl shows how targets were reached and what kinds of intentional and un-
intentional impacts emerged. While the improvements concerning social security 
for farmers’ spouses, the stabilisation of the pay-as-you-go pension system, the 
elimination of disparities between insured farmers and the development of com-
patibility with other pension systems illuminate the many political dimensions of 
the economics of old-age insurance, the integration of the agricultural sector into 
mainstream social policy reflects the changing position of farmers in a highly in-
dustrialised country. 

not only take economic criteria into account, but also social and political reason-
ing. To assess policy choices with regard to agricultural externalities and their re-
lationship to sustainability, the transaction costs for non-marginal alternatives, eq-
uity and political acceptability are key. Difficulties in selecting public policies for 
regulating externalities generated by agricultural activity arise from attempting to 
maintain a perspective of economic efficiency when the natural functions involved 
are actually irregular and erratic. Bounds on rational choice become apparent once 
more in examining the complexity of public decision-making. The distribution of 
rights affects what an efficient economic solution to resource allocation can be and 
inevitably necessitates equity considerations. Each policy option entails specific 

Building on Hagedorn’s institutional perspective on the political economy of 
policy choices, Tisdell illustrates it by dissecting agricultural and environmental 
externalities. He proposes that public policy making aiming at sustainability must 
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institutional structures and resulting administration and transaction costs. Existing 
social structures and cultural factors influence what a politically acceptable or fea-
sible policy can be. The challenge of choosing policy options regarding agricul-
tural externalities is vividly illustrated, for example, by the International Conven-
tion on Biological Diversity and its belief in the suitability of establishing private 
property rights over genetic material to achieve sustainability. 

1.3.2 Institutions, governance and sustainability 

The analytical framework of IoS, has inspired structured and theory-led research 
on interactions between actors and their transactions, property rights and govern-
ance structures, with a pronounced interest in institutional outcomes and institu-
tional innovation. The essays in this section expand on this and other analytical 
frameworks to understand the challenges facing the attainment of sustainability. 

In his theoretical overview article, William Blomquist reviews the literature on 
the conditions for the sustainable management of natural resources. In the spirit of 
“The Workshop in Political Theory and Policy Analysis” at Indiana University, 
with which Konrad Hagedorn established fruitful transatlantic cooperation on the 
promotion of institutions for natural resource and environmental management in 
Central and Eastern Europe, Blomquist sketches an interdisciplinary research 
agenda. Proceeding from multi-disciplinary findings, including some from re-
source economics, ecology, law, and political science, he discusses the conceptual 
obstacles for natural resource management. He concludes that highly differenti-
ated socio-ecological systems require equally complex and diverse governance 
structures spread over many levels. Striving for sustainable management of natural 
resources, he deduces that multiple and polycentric arrangements appear to be fa-
vourable, as they have the capacity to process and collect information, to reflect 
and adapt. 

Taking up the notion of polycentric governance as a panacea for the production 
of non-private goods without central coordination, Markus Hanisch puts the theo-
retical assumptions on the development of metropolitan areas to a test concerning 
whether they also apply to rural areas in the enlarged European Union (EU-27). 
He shows that polycentric governance may be difficult to implement in rural ar-
eas, despite the lip service paid in favour of self-organisation and subsidiarity by 
the official agenda of the EU-27. Hanisch draws a rather dismal picture of public 
services in the countryside: confronted with problems of rural poverty, local 
budget crises and often missing services. In a search for reliable provision of pub-
lic goods, and based on a historical example, he proposes cooperative associations 
to fill the service gap in the EU-27’s rural economy.  

Echoing the search for viable governance structures to improve human well-
being, Regina Birner and Heidi Wittmer take a close look at the requisite condi-
tions for effective administration of environmental resources, focusing specifically 
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on the setting and enforcement of environmental standards and regulations, man-
agement of publicly owned natural resources and provision of environmental advi-
sory services. Applying analytical concepts from the New Institutional Econom-
ics, particularly transaction cost economics, they identify degree of 
decentralisation, degree of autonomy and level of participation as critical organ-
isational dimensions. Their focus on environmental administration is a unique one 
within this collection of essays, taking into account the necessity to take decisions 
on the institutional design of organisations.  

Furthermore, similar to Blomquist and van Huylenbroeck et al., Birner and 
Wittmer pose questions regarding how well transactions match with governance 
structures. It should be obvious that governance structures that do not get the 
chance to be implemented remain paper tigers. Yet the “implementation gap” in 
environmental policy is faced both by developing and industrialised countries. To 
understand the effects of institutional arrangements on the performance of envi-
ronmental administration, such as in ministries, departments and other government 
agencies, Birner and Wittmer propose an analytical framework for creating a men-
tal model mapping out the interplay of autonomy, decentralisation and interaction 
between actors, illustrating it with empirical results from Guatemala and Uganda. 

Similarly to Hagedorn’s typology of transactions to conceptualise segregative 
and integrative institutions, Birner and Wittmer work with Williamson’s “dis-
criminating alignment hypothesis” (1991) to identify transactions relevant to ad-
ministrative performance. According to the attributes that they have derived, such 
transactions have to be aligned with governance structures to achieve effective-
ness. The comparative cost-effectiveness of different governance structures de-
pends on their attributes and the functions they have to perform, revealing that 
trade-offs have to be considered when choosing an institutional design. Linking 
their conceptual, analytical framework with a translation into policy advice based 
upon specific empirical needs – in the very sense of Hagedorn’s insistence on 
conceptual integration – Birner and Wittmer show how plans for administrative 
reform can be drawn. For building institutions of sustainability, it is not only nec-
essary to gain political support for environmental issues, but also to keep in mind 
the political economy of organisational reform. 

Hybrid governance structures hold promise for institutions as a means for 
achieving sustainability. In their conceptual paper, Guido van Huylenbroeck, 
Anne Vuylsteke and Wim Verbeke remind us that markets are not naturally given, 
but rather socially constructed. With this awareness, the authors discuss the par-
ticularities of markets for public goods and take the first steps towards suggesting 
how to frame these markets under conditions of uncertainty. Van Huylenbroeck et 
al. argue that hybrid governance structures enable actors to transfer part of their 
property rights to transaction partners without giving over their complete bundle 
of rights. Referring to Hagedorn’s (2003) observation that public goods are de-
fined as non-private goods, the authors set out to theorise on hybrid governance 
structures for private goods. They see the chance that, for those aspects of the 
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market that are socially constructed, hybrid governance structures can facilitate 
the allocation of public goods and their development, thus contributing to “institu-
tions of sustainability”. Their concern about the need and demand for public good 
markets is also shared by Swallow and Meinzen-Dick. 

1.3 3 Property rights, collective action and natural resources 

The management of common pool resources in the field of natural resources has 
always been a principal research focus for Konrad Hagedorn. In this domain, 
property rights over land and collective action for stewardship of the environment 
are of eminent scientific interest. The essays gathered in this section offer empiri-
cally grounded studies on property rights, collective action and contracting for 
land, water and carbon sequestration. 

Esther Mwangi and Elinor Ostrom review a century of institutional change and 
its effects on the ecology of East Africa’s Rangelands, with a focus on the linkage 
between institutional robustness and ecological resilience. Their contribution pro-
vides evidence of the methodological diversity of institutional analysis, as empha-
sised by Beckmann and Padmanabhan. 

Mwangi and Ostrom meticulously demonstrate that nested governance struc-
tures for natural resource management can support social and ecological resil-
ience, as in the case of pastoralist areas of Kenya’s Maasailand. Presenting a de-
tailed case study – which is outstanding for its ecological and economic data and 
spans a period of analysis from prior to British colonial rule until early in the pre-
sent century – Mwangi and Ostrom investigate the interaction patterns of varying 
governance institutions and dynamic ecological phenomena. They arrive at a con-
clusion concerning human behaviour and incentives, proposing that the indigenous 
institutions of the Maasai people were not only the most robust set of institutions, 
but have also been associated with a more resilient ecology. These authors share 
with Vatn (this volume) a deep concern over contemporary resource use and stress 
that the boundaries between social and natural systems are artificial (Berkes & 
Folke, 1998), preferring the term social-ecological systems. 

Digging even deeper into the mechanisms of collective action, Insa Theesfeld 
investigates the decline of trust brought about through abuse of power. For the ir-
rigation sector of the transition country Bulgaria she demonstrates how power 
abuse of central actors may lead to increasing distrust, undermining the sustain-
ability of self-governed water management systems. Analysing the interdepen-
dency between unclear property rights and the deterioration of irrigation infra-
structure, Theesfeld produces new insights into the failures of collective action for 
sustainable resource use. Reputation, trust, and reciprocity are the core features af-
fecting cooperation (Ostrom, 2007b, Padmanabhan, 2008a) and are influenced by 
structural variables like the heterogeneity of participants. The empirical evidence 
from Bulgaria reveals that the disparity of regulations invites opportunistic 
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behaviour, the establishment of a water-user association has been undermined by 
the abuse of power, and that the level of trust in formal actors is extremely low. 
Focusing on the link between heterogeneity of participants and trust, it becomes 
evident how misuse of power and the concomitant loss in trust induces a down-
wards spiral of eroding engagement in collective action. Ambiguous formal and 
informal institutions support opportunistic behaviour and have adverse effects on 
the sustainability of resource management. 

The already discussed papers on the management of common pool resources 
rather formulate lessons of determent: detecting severe mismatches between insti-
tutions and resources, based on fallible understanding of the social-ecological sys-
tem or unclear rules and enforcement mechanisms. To avoid these pitfalls at the 
very beginning of the establishment of new institutions to govern payment for en-
vironmental services, Brent Swallow and Ruth Meinzen-Dick take the trouble to 
conceptualise interactions between property rights and collective action on emerg-
ing carbon markets. Unlike van Huylenbrock et al., who approach the search for 
possible markets for public goods from an outspoken governance perspective on 
polycentricity, their key concern in developing an analytical framework is the 
normative call to make markets for environmental services relevant for the poor. 
Similarly to Hanisch, they view the supply of (local) public goods as dependent on 
capabilities and conditions for cooperation. 

Swallow and Meinzen-Dick picture smallholders as efficient producers of envi-
ronmental services of value – if the entailed transaction costs can be reduced 
through collective action. To design payments for environmental services (PES) as 
incentives for sustainable land management, the conditions regarding property 
rights need to be understood as well. The authors place the welfare of smallholder 
land users at the centre of their conceptual framework to examine the possible re-
wards for environmental stewardship. Reflecting Hagedorn’s work on agri-
environmental schemes, which stresses the need to consider resource properties in 
order to develop adequate institutions, the conceptual framework is applied to car-
bon sequestration, biodiversity, and watershed functions. Linking PES to other ru-
ral institutions can foster equitable outcomes, especially through collective action 
for lowering transaction costs and pulling down participation barriers to small-
holders. Swallow and Meinzen-Dick’s pronounced emphasis on the intrinsic link-
age between poverty and natural resource management also echoes Hagedorn’s 
great concern for social and environmental justice. 

Property rights often appear as one side of the coin of common pool resource 
management, with collective action being the other. While the previously dis-
cussed authors within this section have made largely conceptual contributions, 
disaggregating actors and resources in order to detect logical relations for crafting 
institutions, Nico Polman and Louis Slangen present a rigorous empirically fo-
cused analysis. In their institutional economics analysis of land-use contracting in 
the Netherlands, they seek to trace the causes of a situation of continuously declin-
ing land leases in spite of a liberalisation of land-lease regulations. The choice of 



1  Institutions and Sustainability    17 

contract form for a particular land lease arrangement can be explained both by the 
attributes of the transaction and the characteristics of the land owner and tenant. 
While public land owners mainly rely on formal contracts, the agreement of 
choice between farmers is predominantly informal. For devising policies to regu-
late land leasing, it is therefore important to recognise the characteristics of con-
tractual arrangements and the parties involved to understand how and why con-
tract choices are made. While contract theory assumes that the transfer of fewer 
property rights from a landowner to a tenant-farmer will lead to an institutional 
change for land leasing, the character traits of trust and reputation appear as deci-
sive factors for the grey contract. In these less explicit contracts, the core values of 
collective action play an important role for coordination. The question of how 
property rights on land are assigned and regulated is of major importance for sus-
tainable resource use. 

1.3.4 Challenges to institutional analysis towards sustainability 

Institutions and sustainability both pose an intellectual task to the researcher. 
While work on the intersection of both fields has multiplied progressively, new 
frontiers continually emerge for further theoretical, empirical and practical re-
search. Acknowledging Konrad Hagedorn’s concern about questions of methodol-
ogy and the twilight zone of epistemology, the essays in this section reverberate 
some of the fundamental questions of scientific craftsmanship and self-conception. 

One of the obstacles to achieving sustainability is the still unclear nexus be-
tween institutions and actual behaviour. Arild Vatn approaches this black box. 
Guided by literature from different social sciences, he looks at human motivation 
and the relationship between motivation and institutions. Building on his main 
hypothesis that institutions act as rationality contexts, he concludes that these very 
structures, evoking certain rationalities, have to undergo change in order to 
achieve sustainability. He identifies the need to facilitate more integrative institu-
tions that build on principles of social rationality and take ecological dimensions 
into account. Correspondingly, the incentive structure that perpetuates segregative 
institutions has to be tamed through fundamentally democratic regulations to pro-
duce accountability regarding sustainability in all spheres of life. As prevailing in-
stitutions foster a certain logic or rationality that is largely alien to sustainability 
concerns, it is crucial to make a radical turnaround in the institutional structures 
governing economic activity. A utopia of alternatives to support cooperative ra-
tionality is outlined in accordance with Hagedorn’s credo: Conceptualisation is the 
first step towards understanding, finally leading to change. Arild Vatn’s visionary 
essay clearly stands in the tradition of exercise of the imagination as the first step 
towards a sustainable future. 

Picking up the issue of how to explain actors’ behaviour, Achim Schlüter 
jumps right into one of the core issues of institutional economics, arguing that 
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taking consideration of the ideas of both New and Classical Institutional Economics 
on actors’ decision-making and preference ordering will enrich ecological eco-
nomics in terms of explaining choice situations. Bounded rationality, mental models 
and sufficient reasons are similar but also competing key concepts of institutional 
economics used for understanding the cognitive processes of decision-making in 
complex settings of institutional choice or change. His detailed weighing of argu-
ments and conceptualisations from the different schools of institutionalism leads 
him to the well-grounded conclusion of finding surprising complementarities be-
tween North’s notion of mental models and Bromley’s understanding of sufficient 
reasoning to explain institutional change. Proceeding from this relatively pure de-
bate within high theory, Schlüter steps down to the prickly lowlands of empirical 
application, facing complex realities with well-developed analytical tools. Here, 
he explores possible futures for institutional research, while putting forward the 
requirement of a case study method and qualitative data analysis for meaningful 
empirical studies of institutional change. For illustration of his conceptual discus-
sion, Schlüter draws on material from sustainability deliberations by forest owners 
in Germany, reminding us of the importance of mental models in theory and ide-
ology, both for governance and the governed. 

The essay of Volker Beckmann and Martina Padmanabhan ties in with the ear-
lier-mentioned challenges to institutional analysis of other contributors, specifi-
cally raising the question of appropriate methods to apply. As the empirical stud-
ies gathered in this volume suggest, the methodological approaches to problems of 
institutions cover a broad range. Spanning from comparative country studies cov-
ering decades to explain regime changes (Swinnen and Rozelle) to broad-scale 
surveys in the research on contracts (Slangen and Polman), from in-depth qualita-
tive interviews and ethnographic approaches (Schlüter, Korf), through combina-
tions of qualitative interviews and structured games (Theesfeld) to modelling of 
policy options (Mehl), a multitude of methods has been applied. Reflecting on this 
methodological pluralism, Beckmann and Padmanabhan set out to develop a sys-
tematic process for selecting appropriate methodological tools in relation to the re-
search questions at hand. Referring to Williamson (2000), they propose level of 
analysis and time scale as the two axes of a matrix depicting appropriate theories 
for conceptualisation of a study. Categorising theoretical approaches as being 
cause-, consequence- or process-related, they apply Williamson’s frame of aggre-
gation levels and time horizons to place theories of institutional change within the 
range of causes, consequences and co-evolution (Hanisch, Beckmann, Boger, & 
Brem, 2007). Although Beckmann and Padmanabhan do not pretend to have 
found the philosopher’s stone, their systemisation helps to consider the aims of 
analysis as criteria for selecting appropriate methods. Furthermore, the level of 
analysis has an impact on the choice of empirical methods, as complexity is dia-
metric to the number of cases and the ability to identify causalities. The authors 
highlight possible trade-offs of experiments, agent-based modelling, case studies 
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and econometrics in relation to considerations of time, measurability of institu-
tions, and actors’ conceptualisations. 

1.4 Looking Ahead Towards Sustainable Futures 

This introduction to the work of Konrad Hagedorn and the overview of the con-
tributed articles in this volume dedicated to him both consolidate gains in knowl-
edge while raising new questions regarding further development in the field of in-
stitutions and sustainability. Among the conceptual concerns, the definition of 
transaction in the realm of environmental issues remains a hot topic. The same 
holds true for the concept of integrative and segregative institutions and polycen-
tric governance of natural resources. Theorising the different pathways of institu-
tional change towards sustainability remains an additional open question, and ade-
quate integration of values, norms and cultural elements into institutional analysis 
requires debate. To be sure, the frameworks and theories advocated here have to 
be empirically tested and further developed. As Beckmann and Padmanabhan ar-
gue here, there is a need for a plurality of methods in order to be able to pay ade-
quate attention to long-term developments, the complexity of institutions and the 
crucial roles of actors at certain moments in time. The creative interaction of theo-
retical and empirical research will hopefully provide us with the knowledge that is 
needed to craft future institutions to meet the ongoing challenges of sustainability. 

This collection in honour of Konrad Hagedorn resembles a snapshot at a family 
reunion, with the various family members and branches meeting and commemo-
rating their mutual experiences and adventures and wondering what their further 
journeys along life’s paths will bring. And, as often happens at such occasions, 
there is one with pioneering ideas who may provoke the majority of mainstream-
ers, but also commands the respect of many, acknowledging his daring thoughts. 
Celebrating the scholar, teacher and colleague Konrad Hagedorn, we look forward 
to new discoveries emanating from this intellectual master. 
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Abstract. The dramatic transition from Communism to market economies across 
Asia and Europe started in the Chinese countryside in the 1970s. Since then, more 
than a billion people, many of them very poor, have been affected by radical re-
forms in agriculture. However, there are enormous differences in the reform 
strategies that countries have chosen. This paper presents a set of arguments to ex-
plain why countries have chosen different those reform policies. 

Keywords: Agriculture, Asia, Europe, Political economy, Transition 

2.1 Introduction 

The emergence of China as a global economic powerhouse, the uncertain path of 
Russia towards a market economy, and the integration of ten Central and Eastern 
European countries into the European Union (EU) have been occupying the minds 
and agendas of many policy-makers, business leaders and scholars all over the 
globe since the end of the twentieth century. Two to three decades ago these de-
velopments were unimaginable. The leaders of the Soviet Block and China at that 
time were clearly committed to Socialist ideology and designed their economies to 
be insulated from the world. Since the 1980s, however, Russia, China, Vietnam, 
Hungary, Poland and more than 25 other nations have emerged from their Social-
ist cocoons. While not all have succeeded, many have transformed the fabric of 
their economies, with several having achieved high rates of growth. One of the 
most interesting observations is that the winners and the losers have all taken fair-
ly distinct paths to where they are today. The path each country has taken, and the 
choices that put them on it, will likely have implications for where they will go in 
the coming years. In many senses, however, the developments have been so fast 
and the impact of the changes so vast that they have taken the world by surprise, 
and we do not fully understand them yet. 
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In brief, the developments we want to explain began in the countryside of 
China in the late 1970s. Until then, a large share of the globe, from the center of 
Europe to much of East Asia, was under Communist rule, controlling the lives of 
more than 1.5 billion people and affecting those of many more in other countries. 
In 1978, China embarked on its economic reform path by introducing the house-
hold responsibility system (HRS) in agriculture. A few years later, Vietnam fol-
lowed. Both countries reduced price distortions and reallocated key land rights 
from collective farms to rural households. In the initial years, however, market 
forces played little role. Nevertheless, the impact was dramatic. Productivity and 
incomes in both countries soared, with the reforms lifting hundreds of millions of 
rural households out of dire poverty. 

Other communist regimes could have followed this path in the wake of China’s 
moves. However, they generally did not. While a series of more timid reforms 
were tried out in the Soviet Union during the late 1970s and early 1980s, nothing 
of the sort of changes made in China followed, either in terms of policy or imple-
mentation. In fact, if anything, Communist governments during the 1980s re-
mained stubbornly committed to their decades-old Socialist prescriptions. Per-
formance during the 1970s and 1980s continued to worsen. 

Although reform outside of East Asia was slow in coming, when it did, change 
came in a hurry. Around 10 years after the start of China’s reforms, leaders in 
many nations of Central and Eastern Europe (CEE) and the former Soviet Union 
(FSU) began to dismantle Socialism and liberalize their economies. After the re-
form movement started, however, leaders in many nations accelerated their activ-
ity, implementing a bold series of policies that sought to rationalize prices, in-
crease incentives through various ways of restoring property rights and modifying 
the institutions of exchange within which residents lived and worked. In a few 
years, the reformers pushed a policy agenda that often went far beyond the re-
forms that had already been implemented in China and Vietnam. Although output 
and incomes in some of these nations collapsed in the first few years of reform, 
productivity often began to rise and, within three to five years, output and incomes 
in many nations began to grow. 

In terms of their reform strategies, there were also major differences among the 
CEE and FSU nations. In fact, even though leaders of most nations announced 
wide-ranging changes, in many FSU nations in particular, reforms were imple-
mented in a much more piecemeal fashion. Subsidies and price controls remained, 
assets were distributed in ways in which property rights were not clear, and there 
was little commitment to dismantling state-run distribution and processing chan-
nels. In most of these nations, the reforms were ultimately disappointing, with 
output falling and poverty increasing until the end of the 1990s. 

While the record on what happened and the effects of those reforms are now 
fairly well understood (see, e.g., a review of these events in Rozelle and Swinnen 
(2004)), it is less clear why the decisions were made in the ways that they were. If 
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price changes, rights reforms and market emergence led to growth, why did lead-
ers in many transitioning nations not choose to follow such a comprehensive pre-
scription? More explicitly, why was it that leaders in China decided to implement 
their reforms gradually, while those in CEE did so all at once? Why was it that 
leaders in CEE undertook a broad spectrum of reforms, while those in many na-
tions of the FSU did not? And, even more fundamentally, why is it that the poli-
cies were implemented by the leaders of some Communist regimes, while in oth-
ers it took a major regime shift for policies to gain momentum? More generally, 
there is much less of an understanding of why decisions were made in the way that 
they were. In our opinion, when thinking about what additional lessons need to be 
drawn from the experience of transitioning nations, we believe that these are 
among the most critical of questions. 

The goal of this paper is to explore some of these questions. However, the 
brevity of a single paper precludes doing so in a comprehensive (and hence con-
vincing) fashion. As it turns out, in our book From Marx and Mao to the Market 
(Swinnen & Rozelle, 2006), we explore in greater detail the political economy of 
agricultural reform policies in transition countries. Therefore, using the ap-
proaches and findings that are contained therein as support, in this paper, we 
summarize our conclusions and begin to provide answers to the questions about 
why leaders in one set of countries took one path, while those in another took a 
different road. 

Because of the number of nations, the complexities of the policies and the tim-
ing of reforms differ so substantially, we must necessarily limit the scope of our 
inquiry even further, primarily restricting our attention to three broad questions: 
Why was the Communist government in China able to guide the reform process, 
while it took a regime change in Russia (and in most of CEE and the other Com-
monwealth of Independent States (CIS) nations) to start the reforms? Why did the 
market liberalization and other reforms happen so fast in some nations, but only 
gradually in others? Why did the choice of property rights reform in land and farm 
restructuring differ so dramatically from nation to nation? 

Even restricting the analysis to address these three questions, however, is an 
ambitious task and needs to be narrowed further. While we recognize that there 
certainly are other factors that influenced the decisions involved in making these 
changes, we focus on four general categories of determinants: 

1. initial technological differences in farming practices and the environments 
within which farming occurs; 

2. differences in wealth and economic structures; 
3. differences in governmental organization and structure, especially focusing on 

the degree of decentralization; and 
4. the historical legacy of Socialism. 

The analysis in this paper relates to earlier work on the political economy of 
agricultural reforms, such as those by Hagedorn (1992, 1997) and Swinnen (1996, 
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1999), as well as to important new developments on political economy in the eco-
nomics profession, which have potentially important implications for the political 
economy of agricultural reform (see e.g. Anderson, 2009; Rausser, Swinnen, and 
Zusman, 2008; Roland, 2000; and Weingast and Wittman, 2006). 

2.2 Why Did the Communist Party Reform in China, but not 
in the Soviet Union? 

Radical reforms under the Communist regimes could only occur when there was, 
simultaneously, strong grassroots support for the reforms and support at the upper 
echelons of the Communist Party. If support from both above and below was not 
there, it is likely that the policy efforts would succumb to inertia, foot-dragging 
and resistance from those that were not in favor of reform. For example, reform 
failed in China in the 1960s because there was no support by the leadership for the 
radical decollectivization demanded by households at the grassroots level. Reform 
failed in Russia in the 1970s because there was neither grassroots nor leadership 
support for radical changes. Agricultural reform failed in the 1980s in Russia because 
the reform proposals from the top of the Communist leadership under Gorbachev were 
not supported at the farm level. Only in China at the end of the 1970s and the early 
1980s was there a confluence of interests in favor of radical reforms at the top and 
at the grassroots, from both farm households and local officials. 

One of the main points that we make in our book regarding the reform strategy 
of China is that decollectivization was not a fully top-down political decision. In 
fact, it should be seen as being the result of fairly continuous pressure by farm fa-
milies to return to family-based production over the decades preceding the HRS 
reforms. The grassroots pressure was most intense at those times and in regions 
where households suffered most from collective farming. For example, the pres-
sure to decollectivize was strongest in the aftermath of the famine created by the 
Great Leap Forward policy and in times of drought, when the problems of collec-
tive farming intensified. With such crises, the pressure to shift to household-based 
production systems was strong at the grassroots levels. 

While pressure from below is an important part of the dynamic, it should also 
be noted that grassroots pressure by itself cannot explain why the reforms took 
place in the late 1970s. The same pressures existed in the 1960s, but at that time 
China failed to decollectivize. Earlier grassroots attempt to move to household-
based production were resisted by the Communist regime under Mao. However, 
after Mao died in 1976, the balance of power changed and gradually support grew 
in upper-level government and party cells for more fundamental reform in agricul-
ture. In 1978, Deng Xiaoping had returned to assume important roles in the gov-
ernment and party, and support for HRS grew at the top. 
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Communisms. In the late 1970s, the changes at the top – that is the rise of the 
reformers – and the existence of grassroots support were mutually reinforcing in 
China. While support in Beijing helped spread the HRS reforms, the grassroots 
support also helped the pro-reform leadership win its case. Reform-minded Com-
munist officials saw an opportunity to exploit the agricultural changes in order to 
oust the Maoists. The decision to reform was a delicate balance between pressure 
from the grassroots and preference towards reform from a growing segment of the 
top leadership. In the temporary leadership vacuum that existed after Mao’s death, 
both reinforced each other. The success of the HRS reforms in increasing output, 
reducing poverty and maintaining social stability in China’s countryside strength-
ened the positions of the pro-reform groups in Beijing. Inversely, the enhanced 
position of the pro-reform groups created the policy space that was necessary for 
the grassroots initiatives to spread across rural China. By the time the leadership 
of the party formally announced its support of decollectivization, the HRS had al-
ready spread to most of China. 

The situation was very different in the Soviet Union, where pressure for reform 
came almost solely from the top. Mikhail Gorbachev, a strong proponent of agri-
cultural reform, rose through the Soviet hierarchy to become in charge of agricul-
ture in the late 1970s and the leader of the Soviet Union in the mid 1980s. He in-
troduced several proposals to reform agriculture. Interestingly, several of the 
proposals were similar to those forwarded by the Chinese leadership in the 1970s. 
However, the reforms generally failed to achieve the desired productivity changes. 
Instead of creating an economic miracle as in China, most of the old problems 
continued to affect farming and the impact of the reforms was disappointing. 

In the Soviet Union the demand for (some) reform came primarily from a 
Communist leadership that was unsatisfied with previous reform attempts. Unlike 
in China, however, the central leadership in the Soviet Union had little support 
from farmers or local officials or party leaders. Under the Gorbachev regime, re-
forms were driven from the top and had to be supported by large-scale propaganda 
schemes. However, the proposals met with resistance and lethargy rather than en-
thusiasm at the farm level. 

2.3 Causes of Differences in Grassroots Support 

Why were the attitudes towards decollectivization of farm workers and local offi-
cials in China and the Soviet Union so different? One factor sometimes suggested 
to explain the difference in farmers’ motivations is the historical legacy of Social-
ism. Rural households in the Soviet Union had been working under the collective 

It is this line of thinking then that underlies our observations of the need for 
both top- and lower-level support in order to have successful change under 
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rural households in CEE countries were equally unenthusiastic about decollectivi-
zation. 

A more convincing argument points to the differences in standard of living of-
fered by pre-reform collective agriculture in China and the Soviet Union. In 
China, rural households had faced famine in the recent past, and more than 30 per 
cent of households lived in utmost poverty. In contrast, farm workers in CEE and 
the Soviet-Union benefited from large government subsidies, high wages and were 
covered by social welfare benefits. Despite low farm productivity, workers in the 
Soviet Union’s state farms and collectives lived at standards of living far higher 
than those in China’s rural sector. In several countries, rural incomes were actually 
higher than urban incomes. With reforms, wages could fall and both effort and 
risk would have risen. Moreover, with the overemployment and soft-budget con-
straints existing at that time, agricultural reform would almost certainly have trig-
gered significant lay-offs. Not surprisingly, many farm workers in the Soviet Un-
ion and CEE resisted agricultural reforms. 

Technological differences further reinforced these differences in attitudes. 
Farmers in China purchased few of their inputs. Supply channels were simple. 
They sold relatively little of their output to the market, and almost no farmers in-
terfaced with processors. Most importantly, given the high labor-factor share, the 
potential for effort-efficiency-enhanced output would mean significantly higher 
incomes for farmers. 

In contrast, farms in the Soviet Union and Eastern Europe were much more in-
tegrated into an industrialized production system and a complex network of rela-
tions with input suppliers and processors. Moreover, they were much more capital 
and land intensive. Under these conditions, farms were less likely to receive a lar-
ge boost from incentive improvements and more likely to face serious disruptions. 

Because of the differences in the benefits derived from reform, there were dif-
ferences in support from lower-level officials. For example, in China local offi-
cials in rural villages generally supported the reforms. Being close relatives, 
friends or acquaintances, the interests of local leaders were often closely aligned 
with those of farmers. Team and brigade leaders derived most of their income 
from their own farming activities, not from the salaries paid by the collective or 
government, especially in poorer areas. Hence, in the same way and for some of 
the same reasons that farmers wanted decollectivization, local leaders supported it 
as well. 

Second, although it is possible that local leaders could earn some rents from 
their positions, when a leader’s entire village was mired in poverty, such rents, if 
they existed, were by definition not large. The scope for rent collection would in-
crease with the reforms, as the level of wealth in the local economy grew, but in 

unsatisfactory as an explanation, because it cannot indicate why attitudes in many 

system for much longer than in China, and there was no memory of family farm-
ing. While this factor no doubt affected the attitudes of rural households, this is 
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reforms. Rural fiscal reforms and the creation of Township and Village Enter-
prises (TVEs) were implemented from 1983 onwards. These proved to be benefi-
cial to local leaders and secured support for the overall reform agenda. In other 
words, the reforms that followed (and were made possible by the HRS) were in 
some cases instrumental in buying-off local leaders and bringing their interests in-
to alignment with those of the national reformers. 

Finally, the economic reforms were further complemented by reforms to the 
way officials – at all levels – were treated. For example, in the early years follow-
ing the implementation of the HRS, top reformers initiated a massive, mandatory 
retirement program, effectively removing the old guard and moving up many 
younger and more pro-reform people in the bureaucracy. The bureaucracy 
changed dramatically in terms of its support for reforms and its competency. An-
other major change took place in the mid 1980s, when bureaucrats were allowed 
to quit their government positions to join the business community. This “bureau-
cratic revolution” had a positive impact on China’s reform process in the second 
half of the 1980s and after, as it stimulated interest of bureaucrats in local eco-
nomic growth and new enterprises. 

In the Soviet Union, although the interests of local officials were also aligned 
with those of farm managers, the rational response of both was to resist, not sup-
port, reform. In other words, local leaders opposed reforms, partly for the same 
reason farm managers and many employees did. Breaking up the farms implied 
losses of scale economies and threatened their status and salaries, with few gains 
to be expected, because they benefited disproportionately from the subsidized 
farming system. 

In addition, local officials were concerned about the wider effects of an aggres-
sive reform policy on rural communities. The collective or state farm in the Soviet 
Union provided most rural social services. Reforms could result in declining social 
service provision and safety nets for many residents. Rent-seeking aside, these 
were real concerns for local leaders, since there were no alternative institutions 
available to provide local services, and there were few off-farm jobs to which laid-
off farm workers could have gone to. 

Possible disruptions and negative equity effects were also important concerns 
for the central leadership in China and the Soviet Union. The equality of benefits 
(or costs) of reforms was important for making them socially and politically sus-
tainable or not. Income distributional effects were as important as ideological ar-
guments in the reform debate in the Chinese Communist Party on the HRS. An-
other concern was the possible disruptions that could be caused by the reforms: 
which might have reduced the existing rents collected by Communist officials or 

Third, in the 1980s the support of officials support for reforms was sustained 
by reforms of the bureaucracy itself as well as by rural industrialization and fiscal 

the late 1970s most villages in China were fairly poor. Hence, while empirical evi-
dence shows that local cadres benefited more from the HRS reforms than the av-
erage farmers, it was only moderately so. 
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policies that changed incentives could increase incomes with little danger of dis-
ruption to the rest of the economy. China’s leaders also faced less of an equity 
trade-off. The distribution of land to all households (a characteristic of the HRS) 
induced significant welfare gains. With few scale effects and better incentives, in-
creased efficiency raised incomes substantially. In addition, because China’s far-
mers were so poor, the reforms also helped to improve equity. In China, because 
of the nature of the technology, the reforms were win–win. 

In contrast, in the Soviet Union, the nature of pre-reform subsidies and tech-
nology would have meant that there were going to inevitably have been winners 
and losers from reforms, because the reforms demanded restructuring, restitution, 
layoffs and other changes. Efficiency could only come at the cost of equity. In a 
system like that in the Soviet Union, this would have caused tension with leaders 
who were willing to sacrifice efficiency for a relatively more fair distribution. 
Hence, the nexus of the nature of technology and the institutional basis in the pre-
reform economies is another reason that leaders in China were more willing to 
push the agricultural reforms than their counterparts in Russia. 

2.4 Experimentation and Reforms 

Despite the arguments of certain scholars, we find little support for the idea that 
differences in the organizational and hierarchical structures of the central planning 
systems of China and Russia allowed for more reform experimentation by Com-
munist leaders in China, thereby facilitating the initial agricultural reform process 
in China (i.e., the HRS in the late 1970s and early 1980s). First, the introduction of 
China’s HRS reforms was regionally concentrated and not due to the design of 
planners, but rather arising out of grassroots initiatives. Second, the location of the 
start of the reforms was often determined by the relative absence of control of the 
planners. Third, the spread of the HRS system did not reflect the careful planning 
of experimental reflection. 

Ironically, experimenting with agricultural reform appears to have been more 
pervasive in the pre-reform Soviet Union. In the 1970s and 1980s there was a 
significant degree of experimentation in reforming the agricultural system. For ex-
ample, leaders tried to push new forms of brigade and team contracting and new 
types of agricultural management. The decentralized nature of China – which al-
lowed for a number of natural, albeit uncoordinated, experiments – played a more 

Differences in the nature of wealth, subsidies, and technology between the two 
systems of farming made it such that these concerns were less problematic in China 
than in the Soviet Union. In the labor-intensive farming systems in China, reform 

have had important negative social effects, like unemployment or losses in in-
come. As such, they also could have created strong political opposition and anti-
reform backlashes. 



2  The Political Economy of Agricultural Reform in Transition Countries    35 

2.5 Why Were Agricultural Reforms Implemented Gradually in 
China, but Simultaneously in Many CEE and the CIS States? 

One of the other fundamental differences between China and many CEE and CIS 
states was in the pace of market liberalization. In fact, we believe there are a num-
ber of systematic differences that influenced the alternative approaches. For ex-
ample, once China had successfully implemented property rights reform and re-
structured its farms (as well as adjusted prices to reduce the implicit tax on 
farmers), liberalizing markets became less imperative. The early pricing reforms 
and HRS helped the reformers to meet their initial objectives of increased agricul-
tural productivity, higher farm incomes and food output. The agricultural reforms 
fuelled China’s first surge in economic growth and reduced the concerns about na-
tional food security. The legitimacy of leaders, now seen as being able to run a 
government that could raise the standard of living of its people, was at least tem-
porarily improved. 

In contrast, a new set of reforms might have exposed the leaders to new risks, 
in particular regarding the impact on the nation’s food supply. Decollectivization 
had erased the worst inefficiencies. With the urgency for additional reforms dam-
pened for both top leaders, since their goals had been met, and farmers, since their 
incomes and control over the means of production had both improved, there was 
less policy pressure from both the top and grassroots. 

Hence, paradoxically and ironically, the radical, though partial, economic re-
forms in the Chinese countryside did much to reinforce the Communist Party’s 
hold on power. But the complete opposite was true in the Soviet Union, where the 
lack of significant reforms ultimately contributed to the fall of the Communist 
leadership. While radical agricultural reforms in the CEE and Soviet-Union were 
only possible after major political reforms in the CEE and CIS countries at the end 
of the 1980s, the radical reforms in China, which looked like moves away from 
Socialism, probably did more to consolidate the rule of the Communist Party than 
any other measures taken during this period. Although it is well-documented that 
the decisive changes directly affected the incomes and livelihood of more than 70 
per cent of the population in the rural population, the agricultural reform also had 
a tremendous impact on the urban economy. The rise in food production and in-
creases of food supplies to cities took a lot of pressure off the government. Urban 
wages, when raised, became real gains to income, since food became relatively 
cheaper. In addition, the rise of rural incomes created an immediate surge in the 
demand for non-food products. Many of the same dynamics occurred in Vietnam 
(Pingali & Xuan, 1992). 

important role in the years afterwards, for example, during the period of market 
liberalization, in the implementation of the fiscal reforms, and in the emergence of 
TVEs. 
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Reformers chose to push through as much of the economic reform agenda as pos-
sible at the time that they were (still) in charge. Hence, for both political and eco-
nomic reasons, a comprehensive set of radical reforms was pursued. Since the 
previous reforms had failed to result in efficiency improvements from marginal 
and slow policy shifts, in the view of the reformers a more radical and broad-
based reform approach was necessary. 

The same dynamics applied to the reform program in agriculture. The post-
communist policy shifts needed to be sufficiently radical to have a significant im-
pact on the productivity of the entire food system. This required a broad and en-
compassing reform strategy that needed to address several key issues. First, the 
more industrialized nature of the Soviet agricultural production system and the in-
efficiencies imbedded in the agro-food supply chain required an approach beyond 
the confines of the farming sector. The organizational inefficiencies in the supply 
chain were already an important cause of low agricultural efficiency and would 
have severely limited the potential impact of farm-level reforms in the Soviet Un-
ion. As a result, solving the problems of Soviet agriculture would require policy 
reforms beyond the farms. 

Second, in terms of administrative feasibility, the more complicated technolo-
gies in Soviet agriculture and the CEE meant a more complex set of exchanges be-
tween a larger number and greater variety of firms. Whereas China’s farming sec-
tor was largely based on small, mostly self-subsistence, farmers selling grain and 
oilseed commodities to a trading system that in turn only had to re-transfer the 
stocks to urban sales outlets or, at the most, to rudimentary processing firms (such 
as oil crushing mills), in the Soviet Union and the CEE the food economy was 
dominated by livestock, dairy and other more sophisticated products that required 
more processing. To design an optimal policy sequence for a gradual reform strat-
egy, policy makers would have been required to have access to extensive informa-
tion on a vast number of processes (McMillan, 2002). But such information had 
not even been available for planning purposes; there is no reason to believe it 
would have been available for a gradual reform program. 

Third, the overall importance of agriculture in the economy (measured as the 
share of GDP or employment) was also an important feature that helped determine 
the pace of reform. Unlike in China, where agriculture made up such a huge share 
of the economy at the outset of reforms, agriculture in the Soviet Union and the 
CEE was much less important in the economy. Reformers made several decisions 
which had a major impact on agriculture and on the sequencing of the agricultural 
reforms as part of a broader reform agenda. Agriculture did not necessarily need to 
be singled out. 

Political changes in the Soviet Union and CEE states in the late 1980s caused 
widespread reforms, not only in agriculture, but in the entire economy. The anti-
communist political forces that came to power were determined to get rid of the 
Communist system and to introduce democracy and a market economy. Reforms 
were launched despite resistance by farm managers, workers and local officials. 
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and it was these factors that made reformers opt for “once and for all” policies 
when the opportunity came for them to try to change the policy direction of their 
country. 

Finally, it should be emphasized that in several the CIS countries no leadership 
changes occurred. The lack of political reform in several countries, in particular in 
the least reformed countries such as Belarus, Turkmenistan and Uzbekistan, has 
been a major constraint on the progress of economic reforms there. 

2.6 What Are the Causes for the Differences in Land and Farm 
Reform Strategies? 

Of all of the policies that have characterized agricultural transition, the reform of 
the property rights of cultivated land was probably one of the most important. In-
terestingly, however, the array of policies across nations is probably broader than 
in any other policy reform initiative, often differing sharply from country to coun-
try. In this section, we argue that there are several reasons for this. 

First, the choice to privatize land or not was affected by historical and legal le-
gacies of land ownership. The hitherto present memory of their history of private 
land rights provided a strong incentive for CEE reformers to choose to privatize 
land. Households and individuals in regions in which there was a tradition of pri-
vate farming before the period of Communist rule responded more favorably to re-
form policies based on privatization than those that lived in areas in which there 
had been less private farming. Proximity to the EU and the familiarity of the local 
population with the land systems in Western Europe might also have reinforced 
this preference for private land ownership. 

In contrast, in Russia and Central Asia, where no such tradition existed, there 
was no privatization of land during the initial years of transition. In many regions, 
there was a popular preference that land should not be privately owned. There, the 
absence of a tradition in private farming was reinforced by the relatively great 
length of time since the onset of collectivization. After more than 60 years of col-
lectivization, in many parts of the former Soviet Union the absence of the skills 
and farming practices necessary for private farming could dissuade a nation from 
choosing privatization. Although collective workers may have had experience 
with household plots connected to collective farms, for the previous five to six 
decades none had ever run larger, independent farms. 

Hence, for all of these reasons, the same factors that kept reform from occur-
ring in the Soviet Union and the CEE in the pre-reform era made it imperative that 
the reforms take place all at once, once the decision to reform was adopted. In this 
way, like the case of China, there is an element of path dependency. The factors 
that put the country in a situation which made it so difficult to reform were, in 
fact, the same factors that made it so difficult to reform during the Socialist era, 
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Second, the decision for land restitution in a number of CEE countries was 
strongly influenced by another historic legacy: a nation’s legal history. Restitution 
of farmland to former owners, many of whom were no longer active in agriculture, 
was vehemently opposed by collective farm managers. It was argued that the effi-
ciency of farming would suffer, due to a high incidence of tenancy and excessive 
fragmentation. Many economists and policy advisors were also opposed to restitu-
tion. 

Despite the objections, land restitution became the most common method of 
land reform in Central and Eastern Europe. The strongest determining factor ap-
pears to have been the pre-reform legal ownership structure. In China and in the 
Soviet-Union in 1978, all cultivated land in the nation was either owned by the 
state or by the collective. However, in most CEE nations, through the entire period 
of Communism, individuals were still the legal owners of most of the farm land. 
Although control rights and income rights had been usurped by the collective 
farms after collectivization, the land titles had never been taken away from the 
original owners. The historic legacy of the CEE made restitution the natural choi-
ce despite the economic counter-arguments. 

Third, among those nations that did not restore land, why did some choose to 
give land in specifically delineated plots (in-kind) to rural households and others 
decided to distribute land in shares to groups of farmers? There is a strong empiri-
cal relationship between wealth, technology and a propensity to distribute land in 
kind to households. In poor nations with labor intensive technologies (for example 
China, Vietnam and Albania), almost all land was distributed in-kind to rural 
households. In the richer and more capital-intensive farming countries, such as 
Russia, Ukraine and Kazakhstan, all land was distributed as shares to groups of 
farmers. Also in poor and labor-intensive European and Transcaucasian countries, 
such as Albania, parts of Romania, Armenia, and Georgia, there was a rapid shift 
to household-based farms. These processes included in-kind distribution of land. 
The regions where this occurred were typically very poor, with relatively recent 
experiences of family farming and with high labor intensity in agriculture. 

The distribution of land in specific and clearly delineated plots to farm workers 
or rural households made it easier for poor households and individuals to use that 
land for themselves and leave the large-scale farm to start one of their own if they 
wished to do so. Such direct access to land was particularly important for poor 
households to increase their food security, incomes, and assets. Poor households 
would therefore prefer in-kind distribution, ceteris paribus. These preferences 

provided (increasingly) well-defined control and income rights, and the de facto 
difference with actual ownership of land is decreasing. 

In China and Vietnam, ideology still played an important role. Unlike the CEE 
nations, private farming history did not induce the leaders to privatize land. Clear-
ly, the continuation of the Communist regime and its ideology played an important 
role here. With land the most basic factor of production in agriculture in a Com-
munist country, leaders have believed that the state, or its representative, the 
collective, should have control over land. Yet, in both nations reformers have 
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Share distribution of land was more likely to stimulate the continuation of large 
farms and prevent fragmentation, as it made leaving the farms more difficult for 
households, especially with farm managers being hostile to the idea. In richer and 
more land – and capital-intensive systems, households were less inclined to leave 
the large farms and start farming on their own, because the economic incentives 
were less and because of the social benefits associated with the large farms. Farm 
managers and employees with specific skills that were more valuable to the large 
farm organizations generally opposed any policies that undermined the survival of 
the collective, and later corporate, farms. Farm managers therefore preferred share 
privatization over in-kind distribution, as it also offered additional benefits in ac-
cumulating shares, and thus wealth, for themselves. 

The empirical observations suggest that these different structural conditions 
have been translated into different government choices. In the most extreme cases, 
these differences have played themselves out immediately (e.g., China and 
Albania); in other cases they have evolved gradually, with grassroots preferences 
and pressures gradually influencing new governments as they came to power (e.g., 
Azerbaijan). 

2.7 Concluding Comments 

In this brief and results-oriented paper, we have tried in outline form to address 
some of the most perplexing puzzles of the reform era. Although theorists and 
empiricists have concluded that successful agricultural reform in the (formerly) 
Socialist countries requires price reform, land rights restructuring and market lib-
eralization, not all of the nations involved have pursued the same set of policies 
during their transitions. Instead, we see different combinations of policies, differ-
ent sequences and different approaches to implementation We have tried here to 
use a policy economy viewpoint to explain difference across nations. 

In doing so, we have identified four different sets of factors that we believe are 
responsible for the reform choices that we have observed reformers make. While 
we recognize that there certainly are other factors that have influenced the deci-
sions made, we find four general categories of determinants repeatedly arise: ini-
tial technological differences in farming practices and the environments within 
which farming occurs; differences in wealth and the structures of the economies; 

were reinforced in labor-intensive farming systems – which are typical for the 
poorest countries. The benefits of farm individualization are higher and the costs 
lower with higher labor intensity. Hence, households would be more inclined to 
take their land and start producing on their own. Rural households would have 
strong preferences for in-kind distribution of land, since it would allow them to 
reap these gains. 
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Of course, the implications of the new understanding are subtle. In many cases, 
there is not much policy makers could have done (or could do in the future). If a 
nation’s technology is labor intensive and another’s is capital intensive, and if the 
nature of the technology is a key factor in the choice of reform strategy, there may 
not be many options. However, understanding the constraints and factors that fa-
cilitate change itself is important. In some ways it might help to eliminate false 
starts, as for example when leaders of the Soviet Union tried to proceed gradually. 

The understanding of the determinants of transition may also have implications 
for understanding the process of development. In the same way that price reform, 
property rights restructuring and market liberalization were key for transition, we 
also believe that there are many lessons to be learned by those nations trying to 
develop now and in the future. If so, then the determinants of a development strat-
egy will also likely be affected by factors of political economy. Hence, as leaders 
and advisors consider the road a nation should take, it is important to remember 
that the same factors that affected the ability of one nation to succeed in transition 
may affect adversely another nation’s ability to develop. 
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Abstract. Economists have developed a number of theories based on warlord or 
bandit models to explain intra-state conflict and civil war. These models assume 
rational agents that agitate in a kind of institutional vacuum. This view is flawed. 
Ethnographic studies from civil wars suggest that livelihoods and institutions in 
the context of a war economy are very complex, more complex than those models 
suggest. We do not find an institutional vacuum – or anarchy – but a hybrid set of 
overlapping and contradictory sets of rules. This paper applies several concepts of 
institutions discussed in literature on new institutional economics and sociology to 
an analysis of the emergence and logic of the rules of the game in the political 
economy of civil wars. The analysis indicates that contracting in civil wars, 
whether complete or incomplete – and the opportunity to grab (Skaperdas), to loot 
(Collier) and to exploit others (Hirshleifer) – takes place on many different scales 
and between different agents, not only among combatants. This creates a complex, 
dynamic and hybrid institutional amalgam of coercively imposed rules, traditional 
norms and co-existing formal institutions. 

Keywords: Civil war, Order, Political economy, Sri Lanka, Violence 

3.1 Hobbes and the Political Economy of Violence 

Konrad Hagedorn has often argued that economists tend to hold naïve views about 
a benevolent state (Hagedorn, 1996, 2004), believing similarly to Hobbes that a 
powerful ruler is needed to uphold the law – or, in the language of New Institu-
tional Economics – to enforce rights. Thomas Hobbes argued in Leviathan that in-
dividual humans grant this authority to their king voluntarily, out of fear. Most 
economists writing on property rights firmly subscribe to this idea from the 
Hobbesian imaginary: law (and order) is the alternative to violence. Their vision is 
a society with clearly articulated (preferably private) property rights, enforced by a 
benevolent state which holds the monopoly on violence. Robert Bates, for exam-
ple, writes that, “in the process of development, coercion alters in nature. Rather 
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than being privately provided, it instead becomes publicly provisioned” (2001, 
p. 50). If states fail or remain in a trap of underdevelopment, this is often attrib-
uted to a lack of secure property rights. 

It is by means of a similar Hobbesian imagination that economists have concep-
tualized their studies on contemporary warfare. Political scientists Mary Kaldor 
(1999) and Herfried Münkler (2002) most famously suggested that we could ob-
serve the emergence of “new wars”, mostly of the intra-state variety, where the 
state’s monopoly on violence has been transformed into an oligopoly of violence 
shared by competing warlords. They contrast this with “old wars”, where revolu-
tionaries fought for political causes against an existing order to replace it with a 
new order. Economists have adopted this basic intuition and provided several 
models and econometric studies to substantiate the economics of resource appro-
priation that, in their view, underpin the causes of violent conflict. Most influential 
have been the studies of Paul Collier (2000), who has suggested that it is the op-
portunity to loot resources that provides the incentives for rebellion. Even before 
Collier popularized his economic theory of civil war, anthropologists contended 
that warlords were economically rational agents. These anthropologists studied 
“markets of violence” (Elwert, 1997) and explored the “economic incentives of 
war” (Keen, 1998). “Homo economicus goes to war”, notes Christopher Cramer 
(2002, p. 1845) with a tone of irony, as this scholarship makes the disintegration 
of states and the persistence of warlordism in war-torn societies appear to be the 
outcome of the activities of entrepreneurial rational choice agents. 

More problematic, however, is that this rational choice perspective on violent 
conflict implicitly celebrates the Hobbesian imagination, in which the notion of 
violence is inextricably counterposed to the idea of a social order. It is associated 
with unlawful behavior (Blok, 1988, p. 785). Civil war is modeled according to 
the intuition of Hobbes’ understanding of the state of nature. Unrestrained – pri-
vately exerted – violence is placed in opposition to the normative ideal of a mo-
nopoly on violence vested in the legitimate ruler or the state. “Private” violence is, 
then, conceived as inflicting illegitimate, unacceptable physical harm. Law be-
comes an alternative to violence: the legal use of force is deemed socially author-
ized and, therefore, legitimate (Coutin, 1995, p. 517), with (unlawful) violence be-
coming something that has to be harnessed, controlled. The Hobbesian 
imagination thereby places all violence not exerted by the state outside the bounds 
of legitimate order. 

The political economy of property relations, however, suggests otherwise. The 
existing “social order” is often inequitable, and conflict is intrinsic to social rela-
tions. Even if law does promote “order”, this order may be regarded as unjust, and 
as itself “violent” by some members of a society (Coutin, 1995, p. 518). Law or 
property rights can themselves be used to repress, at times violently. Law and prop-
erty rights often legitimize unjust power relations, as they are the outcome of social 
conflict, thereby reflecting the relative bargaining power of the different actors in-
volved (Hagedorn, 2004; Hanisch, 2003; Knight, 1992; Theesfeld this volume). 
The legitimacy of the state’s use of force and the legitimacy of others’ use of force 
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may be contested between different groups in society: “even if law does promote 
“order”, “order” may be regarded as unjust, and as itself violence” (Coutin, 1995, 
p. 518). 

The Hobbesian proposition to “make law, not war” is misleading. Indeed, I 
want to argue that the tactics pursued in civil war are rather to “make law and 
war”, as new rules emerge in the political economy of violence and appropriation. 
This chapter, therefore, considers warfare to be a means to produce rules and or-

The chapter proceeds as follows: It first reviews how economists and anthro-
pologists have conceptualized the economic dynamics of warlordism and have 
thereby developed a “theory” regarding the causation and duration of civil wars. 
This discussion suggests that, while economic bandit models of the farmer-
warlord linkage implicitly follow a kind of Hobbesian logic concerning a vio-
lence/order dichotomy, anthropologists have rather emphasized the embeddedness 
of warlords and markets of violence within social (and agrarian) relations. How-
ever, both views remain trapped in a predominant focus on warlords and their 
economic motivations, thereby leaving out a number of other actors present in the 
social arena of contemporary civil wars. 

I sketch out a third way of reading the social figurations of violent conflict, 
emphasizing the ethnography of mundane practices of the different categories of 
actors who are embedded in the political economy of violence and appropriation, 
including combatants and non-combatants (although, admittedly, the boundary be-
tween these two categories has become blurred in many wars). In order to study 
these mundane practices, we need to rethink what “order”, “rule” or “institution” 
means in the context of violent conflict. I illustrate these points through ethno-
graphic examples from my own field research on the Sri Lankan civil war. 

3.2 The Economics of Violence: How Order Emerges 
from Predation 

When economists study phenomena of violent conflict, state failure and civil war, 
they do so through the analytical lens of dilemmas of collective action, which 
emerge from the rational choices that individual agents face in the making of soci-
ety, order and the state. In this sense, they share a number of underlying proposi-
tions. First, individuals make decisions in the form of rational choices based on an 
ex-ante cost-benefit assessment. Second, as Hirshleifer (1994) has argued, coop-
eration occurs only in the shadow of conflict: when people cooperate, they do so 
out of a conspiracy against others (or as a response to the aggression of others). 
Cooperation, in Hirshleifer’s view, is cooperation against somebody else. This an-
thropological model of human beings as aggressive creatures is similar to Hobbes’ 

der(s) – in a different sense, however, than the Hobbesian imagination purports. 
This argument is based on the proposition that, in many contemporary civil 
wars, violence produces multiple co-existing orders of rules. 
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argument proposing a state of nature that results in anarchy, as each individual 
will use force to safeguard his or her own benefit. 

Not surprisingly, economists seem to have become intrigued by a kind of Hob-
besian intuition when writing about the emergence of law and order, statehood, or 
in trying to explain why some societies have failed to produce a Leviathan type of 
state that upholds the monopoly of violence. Economists began using the image of 
the warlord, who comes and loots a desperate population and then moves on to 
other areas, as a useful figure to model contemporary “new wars” (Kaldor, 1999; 

state, where the state’s monopoly on violence has been transformed into an oli-
gopoly that is shared with competing warlords. These “new” civil wars seem to be 
a form of private looting without popular support, where roving and stationary 
bandits (i.e. warlords) compete over who can best tax and expropriate resources 
from a desperate population. Violence becomes a means for conducting economic 
enterprise, exercised by undisciplined militias, private armies and independent 
warlords, and the state’s monopoly on violence and thus social order has been lost 
to an oligopoly of violence shared by a number of bandits – a situation similar to 
Hobbes’ state of nature. 

A very influential contribution to this line of thinking has come from Mancur 
Olson (2000), who follows a Hobbesian reading in explaining the emergence of 
the modern nation state. While Olson did not intend to explain contemporary civil 
warfare, he used a warlord model to explain when and for what reasons a Levia-
than kind of state was likely to develop – or not. Olson’s empirical terrain was 
post-socialist transition and the difficulties faced of building strong, democratic 
states in many post-socialist countries. Olson’s model is nevertheless useful at this 
point, as it explains the Hobbesian imagination in the language of collective action 
theory and rational choice. 

Olson proposes a “bandit” model, arguing that politicians are like bandits and 
assuming that, when politicians are relatively unconstrained, they will rationally 
tend to grab as much as they can through holding office (or, in our case, by hold-
ing their guns). He distinguishes two types of bandit regime: the roving and the 
stationary. Olson notes that there is little production in anarchy and so little to 
steal. The more warlords can establish a territorial monopoly of violence and 
power, the more they may transform into stationary bandits: “If the leader of a 
roving bandit gang who finds slim pickings is strong enough to get hold of a given 
territory and to keep other bandits out, he can monopolize crime in that area – he 
becomes a stationary bandit” (Olson, 2000, p. 7). 

Münkler, 2002; critically on this: Kalyvas, 2001). These new wars are mostly intra-

Olson’s distinction between stationary and roving bandits is particularly useful 
for application to civil wars (see, also, Tilly, 1985; Herbst, 1990; Tiemann, 2007; 
on war-making and state making in Europe and Africa). A stationary bandit has a 
greater interest in the territory he conquers to flourish economically, as this will 
increase his tax base. Thus, a stationary bandit has an interest to limit predation 
(and anarchic violence), because the social and economic losses resulting from 
predation will harm him economically, undermining the tax base. For this reason, 
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Olson concludes that the stationary bandit “becomes a benefactor to those he robs” 
(Olson, 2000, p. 9). Note that Olson’s stationary bandit is not a Hobbesian Levia-
than. His power does not emerge from the fear of free individuals, who hand over 
their freedom to the king to overcome anarchy, as Hobbes had suggested. Olson’s 
bandit-turned-ruler is not legitimized by the people’s own will, but through a 
clever economic strategy of resource appropriation; his “Leviathan” is the result of 
the business tactics of a warlord who provides protection cum taxation for the 
people of his territory. 

Several economists have adopted, explicitly and implicitly, Olson’s notion of a 
bandit model in their studies of violent conflict. But, in their models, the bandits 
are “real-life” warlords or clan leaders. Azam and Hoeffler (2002) analyze a war-
lord’s trade-off between looting and fighting during ongoing warfare. Not surpris-
ingly, they find that looting is economically more viable. Mehlum, Moene, and 
Torvik (2002) suggest a cost-benefit model of plunder and protection: roving war-
lords plunder versus stationary bandits providing “protection” for the people they 
tax or loot. In the latter case, the warlords must protect their own turf against 
competing warlords. Azam (2002) writes that more looting by one side entails 
more looting by the other and vice versa. He finds that looting during war is inef-
ficient, as it would be possible to increase the joint utility of both sides by effec-
tively banning looting. But a looting ban is often not Pareto-efficient and would 
require compensatory payments. 

Skaperdas (2002, 2005) probes further into these warlord markets, where sta-
tionary bandits extract rents from the civilians of their territory and provide pro-
tection against roving or neighboring stationary bandits. Greater competition 
among rival groups increases the costs of providing protection and of defending 
one’s share of rents. Much of the potential rent value is, however, eliminated by 
decreasing production. According to Skaperdas, this explains the gradual eco-
nomic disintegration that occurs in civil wars. Bates, Greif, and Singh (2002) have 
provided a similar model regarding protection and production in stateless socie-
ties, where actors maximize or allocate specific periods for work, military prepara-
tion and leisure. They find that, in societies in which coercion is privately de-
ployed for the raiding and protection of property (i.e. where there is no 
functioning state), the behavior in equilibrium “is likely to entail wasteful invest-
ments in military preparation and raiding” (Bates et al., 2002, p. 605). They call 
this equilibrium “anarchy equilibrium” and conclude that stateless societies trade 
off between production and protection. In societies with a functioning state, how-
ever, they claim that both production and protection are attainable and people can, 
therefore, live at a higher level of welfare. 

The bandit or warlord models have focused on the economic incentives of war-
lords, rebels, soldiers, farmers, politicians and bandits in ongoing civil wars, indi-
cating how a kind of looting equilibrium between different roving bandits is likely 
to emerge. A puzzle remains with the application of Olson-style models to the 
analysis of so-called new wars: Why don’t we find the transition from roving to 
stationary bandits and, further, towards nation-state building in many contemporary 
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civil wars? According to Olson’s model, sooner or later the roving bandit changes 
his strategy toward stationary banditry, as it allows him to nurture the resources 
(and people that produce them) that he appropriates. It seems that in many con-
temporary wars this transition does not happen, or only as a result of outside inter-
ventions. 

Paul Collier, an influential economist writing on violent conflict, has ap-
proached the problematic from a slightly different perspective. He has investigated 
the collective action dilemma pertinent in violent rebellion, that is, what causes 
civil wars to break out in the first place (Collier, 2000, Collier & Hoeffler, 2004). 
Rebellion is a risky enterprise with a free-rider dilemma, a problem not specifi-
cally addressed by Olson, but discussed in Kuran (1995): Why should someone be 
willing to take the risk of violent rebellion? Any rebellion may be suppressed and 
its proponents killed. It is less risky to free-ride and let others take up the job of 
rebellion, as the outcome – a better society – is a public good and will benefit 
those who undertook the rebellion as much as those who did not. If everybody 
thinks this way, however, no rebellion will ever occur. Collier solved this dilemma 
by arguing that, in those cases where there was opportunity to loot resources, po-
tential rebels would calculate the potential benefits from future resource rents 
against the costs (risks) of rebellion. Rebellion would only be rational where suffi-
cient resources are available for looting. Collier labels rebellion (against an in-
cumbent regime) as a “quasi-criminal activity” (2000) and thereby implicitly ac-
cepts the Hobbesian conception. 

Central to Collier’s “greed” theory is the opportunity to loot (Collier, 2000; 
Cramer, 2002; Ginty, 2004), which depends on availability of resources and the 
technologies of resource appropriation and exploitation (Le Billon, 2001). He sug-
gests that violent rebellion against an incumbent regime occurs when there is 
something to loot, when economic rents from exploiting natural resources can be 
captured and monopolized through rebellious activity. The kind of resources that 
rebels seek to loot can be manifold (Le Billon, 2001), but in the most protracted 
civil wars in Africa, these were often high value resources, such as oil, diamonds, 
or gold (Ross, 2004). Several authors have confirmed the link between the re-
source wealth of a society and its vulnerability to violent conflict (Auty, 2001; de 
Soysa, 2002; Le Billon, 2001; Ross, 2004). States endowed with minerals and oil 
are more likely to be autocratic, and less likely to be democratic, than are others. 
As these authoritarian states have access to economic rents independent of their 
citizens’ tax payments, political elites in such states need not bargain with their 
citizens for support. However, Collier’s analysis shows that, for competing groups 
in society, this rent is also an opportunity to loot and makes the risks of rebellion 
economically more attractive. Gates (2002) further refines Collier’s analysis by 
showing how distance and geographical spread of rebel forces with regard to gov-
ernment strongholds affects rebel recruitment and allegiance. 

Collier’s analysis thereby points to the political economy of resource appro-
priation, which depends on what Konrad Hagedorn has called “the properties of 
transactions” (2003, p. 52). Philippe Le Billon has provided a further categorization 
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of how the properties of a resource, its location and the required technologies of 
exploitation may impact upon the dynamics of rebellion and warfare (2001). In 
fact, Le Billon’s analysis indicates that the physical properties of a resource and 
the material transformations that a resource has to undergo to become a high-value 
commodity are important determinants of its attractiveness for looting. However, 
he remains, albeit implicitly, within the overall paradigm of reading the agents in 
civil war through the lens of rational choice. 

While Olson’s bandit model, the warlord models, and Collier’s greed model 
employ rational choice reasoning, the focus of each of them is slightly different: 
Olson and most warlord models look at the incentives for politicians, warlords or 
rulers when they are already occupying these roles, while Collier tries to explain 
how one becomes a warlord, although in more recent work, he has extended his 
analysis to the duration of conflict and the logic of ongoing war economies (Col-
lier et al., 2004). Economic bandit models aggregate individual actors together in 
the form of “state”, “warlord” or bandits. Bates et al. (2002), for example, ac-
knowledge that they “ignore all issues relating to the internal organization of the 
actors, including collective action problems, decision-making processes and free 
riding. We simplify assuming two players” (p. 603). Collier, on the other hand, 
places the collective action dilemma center-stage and looks at an individual (po-
tential) rebel’s motivating forces. These models can, of course, only be as success-
ful as their assumptions. And the assumptions made in rational choice models can 
be potentially problematic, as they abstract from the social embeddedness of 
violent actors. 

3.3 The Anthropology of Violence 

Anthropologists have long tended to read civil wars through a culturalist lens, ex-
plaining them as forms of “ethnic conflict” (Horowitz, 2001). Against this tradi-
tion, in the mid-1990s, a group of anthropological scholars started to deploy ra-
tionalist models to explain the political economy of civil wars. Two authors have 
been particularly prominent in this regard: David Keen and Georg Elwert. Both at-
tempt to explain the internal social logic of warlordism and, thereby, though not 
using formal rational choice models, re-inscribe some of the arguments used by 
economists. At the same time, their analysis also differs from the economists’ 
views, as they tend to emphasize the social embeddedness of warlords. 

With his analysis of the “Economic Functions of Violence”, Keen (1997, 1998) 
became one of the first anthropologists to reject culturalist claims that civil wars 
exhibited signs of mindless violence and “a coming anarchy” (Kaplan, 1994), 
coming from subconscious primitive instincts inherent in human nature. Based on 
his research in Sierra Leone and Sudan, Keen (1997) argues that the rational inter-
ests of rebel leaders and their economic interests contributed to a prolongation of 
fighting, destruction and human misery: a “rational kind of madness”, he concluded. 
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Keen suggests that the political economy of war-fostering incentive structures 
made it rational for war entrepreneurs to continue fighting, since that was their 
source of ensuring resource rents. Georg Elwert (1997) uses the term “markets of 
violence” to describe the phenomenon of long-term violent interaction in mod-
ern civil wars, where the state’s monopoly of violence has vanished, arguing that 
the decision whether to rob or to trade certain goods is contingent, not a priori 
given (p. 89). A warlord calculates costs and benefits in a triangle of violence, 
trade and space-time. 

Elwert argues that markets of violence are pure, deregulated markets where the 
profit making motive is dominant, not emotional, primitive instincts or political 
grievances centering around ethnicity and identity, as has often been suggested 
(1997, p. 92). Elwert describes how spatially mobile predatory traders (Räuber-
Händler) – who seem to be similar to Olson’s roving bandits – appropriate high-
value goods, such as diamonds, gold, drugs and weapons that are easy to transport 
and can be hidden away. Places where markets of violence emerge, often further 
attract such kinds of “illegal” trading and smuggling, and are provided protection 
by stationary bandits (territorially established warlords). As an externally provided 
opportunity to loot, food aid provided via international humanitarian machinery 
has also become a prime source of income for warlords (Anderson, 1999, Keen, 
1994, Macrae, 2001). In addition to financing his personal expenditures, a war-
lord’s entrepreneurial activities must provide sufficient revenue to pay for weap-
ons and soldiers in order to reproduce himself as a warlord (Jean & Rufin, 1999). 

The economic rationale of the war entrepreneur is embedded within an entre-
preneurial symbolic politics of identity and fear. In order to recruit “volunteers”, 
warlords play into political grievances and social demand for prestige, for example 
in societies where livestock raiding or violent rituals serve young males to demon-
strate their maleness. Political “projects”, such as struggles for justice, are useful 
tools to rally fighters. Mobilizing fighters can also build on a politics of fear. The 
fear of revenge after “mindless” acts of violence against others binds fighters more 
strongly to the warlord and stabilizes the collective system of a warlord’s eco-
nomic enterprise. Elwert suggests that modern communication devices have en-
abled warlords to effectively convey their propaganda, whereby the enemy is iden-
tified and defined, while also nurturing fear of the enemy (Elwert, 1997). Such 
propaganda, which creates friends and foes, frames conflict situations as ideologi-
cal endeavors in the forms of, for example, a “freedom fight” or defense of “our 
honor” and “beliefs” (Schlee, 2004), for which diaspora communities often pro-
vide further financial or other assistance. 

Keen’s and Elwert’s argument that violence in civil wars is economically ra-
tional resembles the reasoning of economists and their bandit models. But it also 
differs. Olson, Collier and game theoretical models work within the confines of 
methodological individualism and rational choice. Elwert argues that violent con-
flict follows culturally encoded patterns, has institutionalized forms and is con-
trolled and directed in its appearance. It is, in short, socially embedded (Elwert, 
Feuchtwang, & Neubert, 1999): “Embedding is the ensemble of moral values, 
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proper norms and institutional arrangements which create limits to a specific type 
of action and make simultaneously the outcome o these actions calculable” (Elwert, 
2003, p. 2). Conflict has both, controlled, ordered and foreseeable aspects and 
an element of surprise, with Elwert calling this “partial embedding” (ibid.). 

Elwert differentiates between normative conflict and actor conflict. In norma-
tive conflict, a person or a group of persons clashes with a norm and violates other 
people’s rights. In actor conflict, actors (individual or group) clash in a field of ac-
tion which has normatively defined boundaries, but neither side can claim norms 
protecting its goals (Elwert, 2003). The social practice of warring, such as with 
civil war or feuds, includes violent acts and physical harm, but is still confined by 
some rules whereby the types of victims, weapons as well as time and place of 
combat may be regulated. Elwert distinguishes such warring from destruction (e.g. 
genocide), where the goal is the total annihilation of the enemy or the other. In the 
latter case, there are no binding agreements, but there may still be rules, for example 
culturally encoded patterns of killing defining “proper” from “inhuman” killing. 

Elwert’s elaboration of the “markets of violence” shares with economic war-
lord models the need for abstraction from the messy ground realities in civil wars 
in order to produce a model with universal – or at least mid-range – applicability. 
Although Elwert refers to ethnographic field work, he does so ad hoc and in a way 
that suits his argument, not systematically. Through this, warlords appear, simi-
larly to economic models, as existing outside of time and space: abstract agents 
acting in the model world of the economist or the anthropologist. What needs to 
be done, then, is to confront this model world with the ground realities of civil 
wars as we find them in the “real” world. 

3.4 Ethnographies of Violence and Order 

The rationalist explanations of civil war, both by economists and anthropologists, 
concentrate on one single category of agents in the political economy of war: the 
warlord or rebel. The category of “ordinary” people, however, is mostly missing. 
This is potentially problematic, as “what may be the most powerful aspect in 
studying war is not merely the violence that attends to it but the creativity the peo-
ple on the front lines employ to reconstruct their shattered worlds” (Nordstrom, 
1995, p. 131). If people are capable of manipulating norms, they will also find 
means to manipulate the norms of warlordism, the politics of fear and the political 
economy of war. It may be time to shift emphasis from the perpetrators of war-
lordism to the everyday forms of struggle, resistance and obedience within the po-
litical economy of violence and appropriation – a theme that was central to peas-
ant studies in 1972 and the 1980s, though in a different empirical context. 

In his seminal work Weapons of the Weak, James C. Scott describes the every-
day forms of resistance through which poor peasants in Malaysia fought back 
against the experience of indignities, control, submission, humiliation, forced 
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deference, and punishment, which shaped agrarian relations of exploitation and 
domination. These “small arms fire in the class wars” (Scott, 1985, p. 1) entail 
subtle peasant actions, from avoiding paying taxes to the state to jousting verbally 
with landlords, “slagging off” the rich behind their back or stealing crops by night 
from vulnerable neighbors. Scott’s ethnographic case study is concerned with a 
relatively stable and hierarchically ordered polity, wherein class struggles domi-
nate (Moore, 1986, p. 825). However, the question is equally valid concerning 
what the weapons of the weak may be in markets of violence and the political 
economy of violence and appropriation. In a sense, we might need to look at both, 
the weapons of the weak and the strong, at “two kinds of power, the power every-
body has and the power only some people have, and whose intricate combination 
results in what we might refer to as the local arena” (Olivier de Sardan, 2005, 
p. 186). 

More importantly, we can consider the political economy of violence and ap-
propriation to be of particular heuristic value for the study of the intricate relations 
of violence, order and rule making. Conflict and violence are not alien to “society” 
or “order”, but intrinsic to it. “Violence is never a totally isolated act” (Schröder & 
Schmidt, 2001, p. 3), but is rather tied to competitive social relationships and is 
the product of a historical process. Violence is never completely meaningless, to 
the actor or the victim. Violence is never totally idiosyncratic, and violent acts 
rarely target anybody at random, although an individual victim may be targeted at 
random as representative of a larger social category (ibid.). 

It is an inherent character of social norms that they are “underlived” (Goffman, 
1961). Norms are never adhered to one hundred percent, but they are sometimes 
followed, at times violated and occasionally bent and remade, as Norman Long 
(2001) suggests. Actors are capable of manipulating social norms, and they can 
mobilize different institutional logics to serve specific purposes. Through social 
practices, rules, orders and their logics may become internalized, “accepted” and 
shared, and can result in conformity, for example out of fear. But rules are not 
fixed, they are constantly remade through social practices, on different scales. 
While social practices are shaped consciously and unconsciously by the order(s) 
of rules, there are avenues for new forms of agency: limited certainly, but still 
agency. The volatility of military control and changing, multiply overlapping or-
ders following shifting military dynamics create uncertainty, which can diminish 
or widen agency. Christian Lund (2006) argues that, in the context of institutional 
competition for public authority, “twilight” institutions emerge at the interface be-
tween authorities and the more or less mundane practices of “ordinary” people. 

Sri Lanka’s civil war offers illuminating material to study the “small arms fire” 
– the weapons of the weak, the mundane practices of everyday resistance and sub-
ordination – within the larger battles of the “ethnic” war that is being fought be-
tween the Liberation Tigers of Tamil Eelam (LTTE) and the Sinhalese-dominated 
Sri Lankan state. These mundane practices of everyday resistance and subordina-
tion illustrate the multiple linkages between struggle for survival and the political 
economy of violence and appropriation. Through these kinds of practices “markets 
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of violence” emerge, enacted and produced by rebels, soldiers, bureaucrats, 
peasants and fishermen alike. Multiple orders and systems of rules evolve in the 
twilight of markets of violence that are both constraining and enabling, often at 
the same time (Korf, 2004). 

The military and territorial dynamics of the Sri Lankan civil war and its politi-
cal economy can tentatively be grasped using Olson’s bandit model. In the initial 
stage of violent uprising in the early to mid 1980s, the LTTE was one among a 
number of Tamil militant groups that fought against the state. Guerrilla tactics and 
violent extraction of rents by these groups followed the logic of roving bandits. 
Increasingly, though, the LTTE outplayed other Tamil militant groups and became 
the strongest among them. When the Indian troops who had tried to pacify Sri 
Lanka’s northeastern regions left the country in 1990, the LTTE was able to keep 
control over a sizable territory in the north and some smaller territorial pockets in 
the east. An oligopoly of territorial control by two stationary bandits – the LTTE 
and the Sri Lankan security forces – emerged. This duopoly of violence, authority 
and domination beyond the Sri Lankan state apparatus remained relatively stable 
in the east. 

But the analysis of such cases needs to go beyond Olson’s bandit model. Rather 
than simply studying the economic incentives for the two “bandits”, the LTTE and 
the army, I want to demonstrate the complexity of the political economy of vio-
lence and appropriation and its multiple co-existing orders and systems of rules. 
The following ethnographies on the everyday practices of peasants and fishermen 
at the east coast of Sri Lanka describe the dialectics of violence and order and the 
intricate relationship between the weapons of the weak and the strong in the time 
period briefly before and after the ceasefire agreement in 2002. Note, that the 
ground situation has changed since then with the army conquering back most of 
the eastern territories in a large-scale military offensive in 2006 and 2007. Core 
questions asked in the ethnographic research have been: What kinds of rules pre-
scribe the behavior of peasants and fishermen in the war zone? How do these rules 
affect their everyday livelihoods in terms of, for example, cultivating their fields, 
going out to sea for fishing, selling their products, going to the market town? What 
are their everyday struggles and forms of resistance in the political economy of 
violence and appropriation? In posing these questions, these ethnographies seek to 
illustrate how survival economies can be intricately linked with the political econ-
omy of violence imposed by combatant actors, in this case the Sri Lankan security 
forces and the LTTE.1 

Bargaining and fighting between combatants over their relative realms of 
power, both territorially and ideologically, define the order of rules for peasants 
and fishermen in a given territorial space. As first approximation, we may broadly 
distinguish different “orders” imposed by the powerful agents involved in this par-
ticular case: the LTTE rule over particular territories, the attempt to keep order of 

                                                           
1 Fore more details on the methods and empirical results of this research, please consult 
Korf (2004), Korf and Fünfgeld (2006), Korf (2006, 2007). 
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the Sri Lankan security forces, the authority of the state apparatus and the customary 
norms of caste, religion and class. But this overlap of orders is not a permanent 
and static equilibrium. The power differentials between the combatant groups 
change across time and space; subsequently, the order of rules changes with the 
shifting power differentials. These variations occurred on different time scales: 
heavy fighting, for example, could shift the borderline or frontier between the ter-
ritory under government control and the territory under LTTE control (in the Sri 
Lankan context, the former were called “cleared”, the latter “uncleared” or not yet 
cleared, areas). But these frontiers were not fixed, impermeable lines. Rather, the 
LTTE moved across the frontiers at night time, when the rebels controlled most of 
the territory and the Sri Lankan security forces withdrew to their camps. 

For a peasant or fishermen, this implies that the rules may not only change with 
the shifting military battle lines, but the order of rules and the rulers are different 
during the day, when the security forces are in charge, than at the night, when the 
LTTE rules. However, this situation is not of the sort that would allow the peasant 
to simply switch to two different modes of living and two distinct orders of rule: 
the day and the night. Rather, throughout the day and the night, the institutional 
logic persists, in varying guises, and the rules do not just vanish. When performing 
an action during daytime, a peasant will also consider what the implications are 
for his life at night, or the other way round. For example, if the peasant pays taxes 
to the LTTE during the night, this will be a reasonable thing to do under the order 
of LTTE rule, but it may be a dangerous thing under the order of the military’s 
rule during the day. When peasants move to specific places, the order of rules may 
change as well; when peasants living in an uncleared area under LTTE control, for 
example, want to sell their agricultural products, they need to go to market towns 
that are located in cleared areas. They pass the frontier line between LTTE rule 
and military rule, but both rulers will interrogate the peasants with suspicion. On 
top of these two orders, the state still maintained a considerable presence in the 
government-controlled areas where the formal, legal rules co-exist with the emer-
gency rules imposed by the security forces. 

Several implications arise from these observations that seem to contradict some 
commonly cherished assumptions in institutional economics (Korf, 2007). First, 
rules about what is appropriate behavior may change within short time periods. 
The ambiguity of the rule system creates cognitive dissonance as the reference 
system of order changes and multiple orders co-exist that need to be balanced. Po-
litical violence undermines commonly accepted norms. Moral hazards and oppor-
tunistic behavior become more common in such situations, with rules influencing 
strategic (conscious) and unconscious behavior: peasants can seek strategic coop-
eration with combatants in order to be able to move to specific places or just in or-
der to be able to bring products to the market. This is the balancing act, the con-
scious “play” with the ambiguity of the (momentarily) existing rules. But, parallel 
to those strategies, the complexity of rules also affects the mental models of those 
who are subjected to such changes and upheaval. What people consider as norma-
tively desirable behavior changes: opportunism gains more ground. Ideology often 
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becomes an important anchor tool, such as the ideology that defines friend and foe 
along ethnic dividing lines. 

Second, recognition and acceptance of rules is not voluntary, but coercively 
imposed by stationary and roving bandits. Rules are not followed because they are 
broadly conceived as being “fair”, but rather out of fear. For example, peasants 
will not go to specific places that are considered “no-go”; they do this out of fear, 
whether they think it just or not. Families comply with an LTTE rule that forces 
each family to give one child to them, not because they want their child to become 
a rebel, but out of fear. Fishermen pay taxes to army commanders or the LTTE, 
not because they consider this to give them a specific advantage, but again out of 
fear. But by constantly performing such practices, they and the coercive rules that 
originate them become more and more “accepted” as rules, though not voluntarily. 
These orders of rules thus emerge as a result of an imposed mutual acceptance. In 
such a situation, rules reflect (coercively) routinized behavior, rather than reflect-
ing normatively endorsed rules. 

Third, fear results in acceptance of rules, even if there is no direct local threat. 
People follow rules even though the acts that have created a climate of fear have 
been conducted in a remote place, with other people having been victims of them. 
But the legacy of these violent acts has traveled to other places and occupies the 
consciousness of those who have not directly experienced them, but have heard 
witnesses’ accounts or just rumors about these acts. Communication – including 
the mouth-to-mouth flow of information can trigger a remote response, spatializ-
ing the governance of intimidation beyond the place of violent acts or suppression. 
Even without being there, “they” (meaning the perpetrators of these acts) are 
around, “their” presence is felt. 

While combatants enforce their rules largely coercively, they need be careful 
not to overstretch their coercive force and practices. The “strongest is never strong 
enough to be master all the time, unless he transforms force into right”, says 
Jacques Derrida (2005, p. 93). Rulers need to find stories to legitimize their use of 
force and violence to their constituencies. If the LTTE is too harsh in imposing 
taxes from Tamil people, this may diminish the support base of the rebels among 
Tamil civilians: they may attract less recruits, find fewer places to hide in gov-
ernment-controlled areas and there may be more reports about their movements to 
the security forces. If the security forces are too strict and brutal in imposing their 
regime on Tamil civilians, they may increase the recruitment drives among Tamil 
youth, thereby strengthening the rebel basis. Therefore, forcefulness needs to be 
balanced out by something that combatants can offer to their constituencies, for 
example an ideology of shared belonging (the Tamil homeland) and economic 
benefits. Combatants plunder and protect at the same time that they make war and 
law (and order), indicating the existence of an important maneuvering space where 
combatants attempt to set the core rules of survival in the political economy of war 
and appropriation. 
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But there is also space for the “weapons of the weak”: in this case, farmers or 
fishermen, who also have some (limited) leverage and negotiating power to pursue 
practices of everyday resistance and opportunism. Three simple examples taken 
from the time period 2000–2002 may be used to illustrate this point. First, Muslim 
traders in Sri Lanka have been able to navigate between the lines of combat. As 
they are neither Tamil nor Sinhalese, they could deal with both the LTTE and 
Sinhalese army officers. In many places at the Sri Lankan east coast, Muslim trad-
ers have managed to establish a kind of “ethnic” trade oligopoly, buying produce 
from Tamil farmers and fishermen and transporting it through a large number of 
military checkpoints to markets outside of the war zone. Tamil traders have been 
handicapped in this trade, as they could easily get in trouble at a checkpoint under 
suspicion of being an LTTE spy. But Tamil farmers can also pay back any Muslim 
traders for shady practices or unfair market exchanges by informing the LTTE, 
which then “visits” traders by night, taxing or intimidating them. 

Second, the fear of one’s neighbor offers opportunities for appropriating land 
parcels from the ethnic other. In the irrigated cultivation areas of the east coast, 
Muslim and Tamil paddy fields are located adjacent to each other in a jigsaw puzzle 
of property lines. With the shifting dynamics of territorial control and military dy-
namics, land markets have often developed patterns of forced sales and unequal 
exchange. Sometimes, Muslims have sold land at marginal prices to Tamil 
neighbors, when they do not feel safe going to their fields for cultivation. In other 
cases, Tamils have sold their land to Muslims. When Tamil–Muslim conflicts 
have emerged, Tamil farmers have harvested the crops of their Muslim neighbors 
who were afraid to go to their fields and vice versa. Third, Sinhalese farmers have 
used the protection of the military to block the flow of water to Tamil and Muslim 
fields at night, so that they could cultivate more of their own land. Tamil engineers 
from the irrigation department have been reluctant to stop these practices, as the 
Sinhalese farmers could outplay their political connections, knowing politicians 
who could order the transfer of engineers to even worse work stations or inform-
ing military personnel who could threaten them directly. 

These mundane practices of everyday survival and entrepreneurial activities 
rely on small opportunisms, the pursuit of self-interest and struggle over resources 
in which “ordinary” people and combatants have each played their role. The hybridity 
and ambiguity of orders and rules in this region has created uncertainty and fear, 
while at the same time opening up spaces for resistance to subordination, oppres-
sion, forced deference and humiliation. But often the resistance to the political 
economy of violence has, in turn, produced new violence and opportunisms, 
mostly against the ethnic other. Contrary to Scott’s peasant resistance against the 
(“bad”) rich people, where “good” and “bad” are normatively defined through the 
analytical lens of class struggle, the weapons of the weak in Sri Lanka’s civil war 
seem to be muddier and more opaque in the twilight of the political economy of 
violence and appropriation. 



3  Make Law, Not War?    57 

3.5 Conclusion 

Garfinkel and Skaperdas (2000) have argued that rationality, defined as the pursuit 
of self-interest, includes actors with “grabbing” hands who conduct appropriation, 
predation, deception and enforced redistribution. Collier (2000) applied this argu-
ment to rebellion, making it a “quasi-criminal activity” of greedy agents. Elwert 
(1997) wrote that markets of violence are “pure” markets, governed solely by sup-
ply-demand pressures. But these pressures arise from a multiplicity of actions that 
are social, economic and political. Markets are socially embedded, as Granovetter 
(1985) suggested, and this holds true for markets of violence as well. Contrary to 
the “rationalist” reading of civil war, in this essay it has been argued that the po-
litical economy of violence and appropriation in civil wars entails a politics of 
domination, coercion and control as well as struggles of resistance and the every-
day opportunisms of various actors. 

The anthropologists Thomas Bierschenk and Jean-Pierre Olivier de Sardan 
(1997, p. 240, my emphasis) propose that, “conflicts are one of the best “virtual 
leads” for “penetrating” a society and revealing its norms or codes as well as its 
structures”. I tend to agree with their view. Violence is not the opposite of order, it 
creates new order(s) and rules. In fact, my reading of the political economy of the 
Sri Lankan civil war suggests that some commonly proposed assumptions of insti-
tutional economics are difficult to uphold in the context of civil war. First, rules 
about what constitutes appropriate behavior (mental models) change within short 
time periods. Second, recognition and acceptance of rules is not voluntary, but co-
ercively imposed. Third, fear results in acceptance of rules, even if there is no di-
rect threat or coercion. And, at the same time, while these rules constrain people’s 
choices and imaginations, there is room for emergence of the weapons of the 
weak: the small everyday resistance and opportunism played out, not by the pow-
erful, the combatants, but by ordinary people. 

“Make law, not war” was the Hobbesian logic: monopolize power in the hands 
of the monarch to avoid social anomy. According to the Hobbesian view, violence 
is the opposite of order and civilization. But “make law and war” seems to be 
what combatants, warlords, rebels, militants, army soldiers and police officers are 
doing in civil wars. This “make law and war” logic results neither in deadly stabil-
ity nor pure anarchy. In the twilight of military contestation, multiple and compet-
ing orders of rules emerge, forming a political economy of violence and appro-
priation. These orders, as this essay has argued, are ambivalent, since there are 
multiple rulers and territorial control is contested. Power shifts in space and time. 
In the institutional competition for order and authority, rules are not shared norms, 
but are rather imposed, either violently or through the remote response of fear. 
Ordinary people are not only victims, but partly culprits, as they negotiate their 
mundane social practices of everyday life and, thereby, re-make some of the mul-
tiple rules that the different order(s) impose on them. 
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Abstract. In 1994, the farmers’ pension system in Germany was fundamentally 
reformed: the product of a long discussion process in which Konrad Hagedorn’s 
analyses and recommendations played an important part. This paper analyses both 
the long road to the reform and its results and impacts. We first take a look back at 
the discussion about reform of the farmers’ pension system during the 1980s and 
early 1990s and the reason why even small steps toward reform were not seen to 
be politically feasible at that time. Then we analyse the goals and main compo-
nents of the reform in terms of its central features and their interplay. On this ba-
sis, the extent to which the targets intended by the reform were reached – or, 
rather, what intentional and non-intentional impacts emerged – is then analysed. 
With the reform, extensive improvements were achieved concerning social secu-
rity for farmers’ spouses, the stabilisation of the system, the dismantling of inter-
sectoral advantages for the insured farmers and the compatibility of the farmers’ 
pension system with other pension systems. The continuing discussion of the re-
form of the pay-as-you-go pension systems in Germany, however, clearly indi-
cates that the farmers’ pension system, despite the successful reform of 1994, will 
continue to be a topic of debate. 

Keywords: Agricultural reform, Germany, Pension system, Political economy, 
Social security 

4.1 Introduction 

Social security for farmers is organised differently in the member states of the 
European Union. For example, in Germany, Austria, Poland and Italy, the farmers 
are insured through a special agricultural social insurance system. In contrast, in 
states like the Netherlands, the United Kingdom, or the Czech Republic, farmers 
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belong to the common national social security system (Mehl, 1998). In the states 
with special agricultural systems, these organisations not only deliver farmers so-
cial security, they also fulfil policy tasks related to income and farm structure. The 
consequences of the sectoral systems are two-fold. On the one hand, they provide 
room for agricultural negotiation at the national level, a feature which has gained 
increasing significance in the course of developing a common agricultural policy 
for the European Union. On the other hand, the specially arranged agricultural so-
cial systems are facing significant pressure to adjust to the national social security 
systems due to structural changes taking place in agriculture and, increasingly, 
also due to changing societal expectations about agricultural economics and policy 
(Mehl, 2005a). 

In Germany, the important role of the agricultural social security system 
(Landwirtschaftliche Sozialversicherung – LSV) can be seen in the fact that 3.7 
billion Euros, or 72% of the national agricultural budget, was allotted to it in 2007. 
Of that, pension funds comprise the largest portion, with 2.37 billion Euros. At the 
same time, increasing pressure to reform this system has arisen because of its do-
minant role in the state budget. 

When the farmers’ pension system (Landwirtschaftliche Altershilfe – LAH) 
was founded in 1957, such a development could not have been anticipated. The 
pensions for farmers were originally conceived as modest cash supplements to 
the rights they retained on their farms in retirement and had to be financed 
solely by their own contributions. But, over the years, the extent and level of 
benefit payments have continually increased, mostly financed by national subsi-
dies. Development of the Agricultural Accident Insurance (Landwirtschaftliche 
Unfallversicherung – LUV) and the Agricultural Health Insurance programmes 

Forestry (Bundesministerium für Ernährung, Landwirtschaft und Forsten – BML). 
Efforts toward budgetary savings and structural reforms, which were started in the 
middle of the 1980s, had only limited impact on these trends. The extremely dy-
namic cost increases of the early 1990s, which coincided with the necessity to 
transfer the LSV to the new federal states following German reunification, pro-
vided the impetus for undertaking a basic reform of the agricultural social security 
system, which led to the Law to Reform Agricultural Social Security (Gesetz zur 
Reform des agrarsozialen Sicherungssystems – ASRG, 1994). 

This paper analyses both the process of, and the long period of resistance to, 
the reform, and then explains the reform of 1994 itself, its results and impacts. For 
this purpose, Section 4.2 first takes a look back at the long discussion regarding 
amendments to the LSV during the 1980s and early 1990s. In Section 4.3, the 
main goals and components of the ASRG 1994 are analysed in terms of its central 
features and their interplay. On this basis, Section 4.4 shows the accomplishments 
and other more or less intended results of the reform. Finally, new questions cur-
rently arising from the farmers’ pension system are discussed in Section 4.5. 

(Landwirtschaftliche Krankenversicherung – LKV) was also marked by increasing 
national subsidies, and expenses for the agricultural social security system began 
to dominate the budget of the German Ministry of Nutrition, Agriculture and 
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4.2 Reform in the 1980s: Proposals and Resistance 

Starting in the mid-1970s, calls for a reform of the LSV led to a whole range of re-
form proposals and attempted policy changes (Mehl, 1997, pp. 155–350). How-
ever, despite two large-scale reform attempts since the mid 1970s, a sustainable 
adjustment of the LSV was only first achieved in 1994. Previously, the LAH 
proved to be highly resistant to all reform attempts. It was not only that the basic 
reform proposals were not able to be implemented: even small corrections were ei-
ther blocked or changed through subsequent amendments which served to increase 
the incomes of the insured farmers. The decision-making processes concerning the 
LSV in the 1980s are marked by a distinct pattern composed of two phases. The 
first phase is characterised by attempts targeting a basic re-creation of the LSV. 
Accordingly, political developments wherein central actors urged reform can be 
found in the years 1977/1978, 1981–1984, and 1987–1989. They all have in com-
mon that the proposals made could not be implemented. A second phase adjoining 
the first contains amendments, focused primarily on an expansion of the intersec-
toral transfer function of the LSV. 

4.2.1 The first attempt at reform 

An expression of the growing reform discussion about the LSV, and at the 
same time an important input for this discussion, was a report from the Scientific 
Council to the BML in 1979 (Wissenschaftlicher Beirat, 1979, p. 1) – mostly 
based on research results from Konrad Hagedorn and developed under the chair-
manship of Prof. Günter Schmitt at the University of Göttingen (Hagedorn, 
1982) – which came to the conclusion that the LSV was in need of basic reform 
and included extensive and detailed recommendations for a reshaping of the sys-
tem. The core concept of the experts’ report was to limit the LSV to social policy 
goals and to liberate it from tasks related to agricultural structure and income pol-
icy. For this purpose, according to the report the LSV system should to a large ex-
tent be reshaped on the basis of the statutory pension insurance, the national old age 

The development of the LSV was marked by dynamic expansion of costs until the 
middle of the 1970s. From that time, the first demands for a basic reform, both 
endogenous and exogenous to the system, were placed on the political agenda 
(Hagedorn, 1986a; Scheele, 1990; Mehl, 1997). Pressure for reform came about, 
on the one hand, through the interaction of endogenous expense dynamics of the 
LAH, tied to sinking numbers of paying insured farmers (Hagedom, 1986b). At the 
same time, a phase of “social policy for lean years” began in the 1970s (Schmidt, 
1998, p. 98), marked by a range of laws reducing social benefits. Both aspects, 
endogenous dynamics of the LAH as well as changing conditions of the political 
framework, contributed largely to increasingly critical judgement of the LSV. 
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pension system for employees (gesetzliche Rentenversicherung – GRV). Con-
cretely, this meant that the contributions of the LAH should be determined on the 
basis of the contribution/benefit relations of the GRV. But benefits are set one 
third lower than the average benefit in the GRV in order to account for the pay-
ments from the farm successor to the retiree. The Scientific Council’s report 
worked as the catalyser for the reform discussion, with the concrete proposals for 
change being at first of little political relevance, because they were simply too far 
from what the government administration and agricultural policy makers consid-
ered to be politically feasible at that time. 

Temporarily, a second expert report, compiled a working group of the BML 
(Pfleiderer, Tenwinkel, Michels, & Schlagheck, 1981), became more significant. 
It was not only a critical response to the proposals of the Scientific Council’s re-
port, but also contained its own proposals for the “Further Development of Agri-
cultural Social Security.” An analysis of these proposals by Hagedorn (1982) con-
tended that the recommendations of the BML Working Group should primarily 
serve to actually legitimise the independent system of agricultural pensions. The 
proposals were a response to the consolidation requirements seen to be urgent 
within the German Federal Budget at the beginning of the 1980s. They became a 
part of the political agenda much more quickly than planned, but ultimately failed 
due to resistance from the CDU (Christian Democratic Union) – and CSU 
(Christian Social Union) – dominated Bundesrat1. Only a short time after this first 
reform attempt had failed, the CDU and CSU took over the government together 
with the FDP (Free Democratic Party). 

4.2.2 Redefinition of the reform problem (1984–1987) 

                                                           
1 The Bundesrat is one of the five constitutional bodies in Germany. The Länder (federal 
states) participate through the Bundesrat in the legislation and administration of the Federa-
tion. 

The agricultural social policy of the newly elected Christian-liberal federal gov-
ernment in 1982 was at first marked by continuity. Two years after the change in 
government, however, a new phase in agricultural social policy began from an ag-
ricultural policy perspective. In 1982 and 1983, the focus was particularly on the 
dismantling of intersectoral benefits and, at the same time, on redistributing part of 
the federal subsidies to the LAH: to the benefit of owners of small and midsized 
farms and at the cost of farms with greater income potential. The emphasis shifted 
partially due to the impressions left by the reform of the Common Agricultural 
Policy (CAP) in 1983, especially the introduction of production quota in the milk 
sector and subsequent debates, but the social-cost burden of more weakly contrib-
uting farms continued to be seen as being in need of a political solution. However, 
the emphasis of the discussed approaches no longer rested on an intrasectoral 
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This negation of the reform requirements and the simultaneous agricultural pol-
icy instrumentation for the LSV was favoured largely through exceptional but 
temporary demographic conditions in 1981–1984 (Hagedorn, 1982, p. 165; Hage-
dorn, 1987, p. 251). Subsequently, the cost dynamic of the LSV increased signifi-
cantly, because the endogenous system dynamics, the increasing costs per benefi-
ciary, and the drop in contributors due to structural changes and applications for 
exemption grew through demographic influences. High rates of increase for the 
contributions of farmers and rapid growth in federal subsidies to LAH after 1987 
were a consequence, so that a reform of the LAH again appeared quickly on the 
political agenda. 

4.2.3 The second attempt at reform (1987–1990) 

The second attempt to reform the LSV exhibits parallels to the first attempt in 
terms of course and results. As already at the beginning of the 1980s, in 1987 the 
administration of the BML was the driving force behind efforts to realise or pre-
pare for the implementation of a basic reform of the LSV. As in the first attempt, a 
scientific report played a role in defining the problem which, however, in contrast 
to the first reform efforts at the beginning of the 1980s, found stronger acceptance 
by the government in its first draft. Nevertheless, the various proposals, which 
were constantly reduced in terms of their reform content, never reached the policy 
formulation stage, but rather failed again due to political resistance. 

A concept created by the administration of BML in the first half of 1988 was 
unsuccessful due to resistance from parliament members close to agriculture and a 
feared “spill-over effect” of the proposed reform of the LAH onto the preparations 
for the reform of the GRV. The plan was to avoid making the proposed LAH pen-
sion for farm spouses a focus of concern for the GRV, where difficult compro-

pp. 319–321). Since the introduction of an independent pension for farm spouses 
within the LAH required a reshaping of central features of the LSV system, the 
forgoing of a solution to this question was, at the same time, a forgoing of a com-
prehensive general reform along the same lines. In the government, a coalition 
agreement was reached that the reform could be carried out in several steps. But 
the discussion and reference draft for a fourth Agricultural Social Extension Law 
(Viertes Agrarsoziales Ergänzungsgesetz – 4. ASEG; printed in Agra-Europe 
(1989)), to serve as the first step toward total reform of the agricultural social in-
surance, was not on the agenda of the Bundestag. Intervention, especially by par-
liamentary members of the FDP and CSU coalition fractions close to agriculture, 

redistribution of subsidies. Now, a reduction of the social costs should rather be 
financed without a reduction in the intersectoral transfer volume. Hence, the re-
shaping of the LAH was redefined as a necessary agricultural policy measure, 
compensating decisions of the CAP of the EU. 

mises could be endangered (for a more comprehensive account see Mehl, 1997, 
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made sure that this draft failed before an official discussion by the German Cabi-
net could be undertaken. Instead, just shortly before the end of the voting term, a 
minimal solution was approved securing ownership rights (Mehl, 1990). 

4.3 The Agricultural Social Security Reform Law (ASRG) 

The previously sketched reform discussions extended over two decades and ultimately 
came to a head in 1994 with the Agricultural Social Security Reform Law (ASRG), 
through which farm pension rights were thoroughly reformed: specifically, the LAH 
was replaced by the law for farm pensions (Alterssicherung der Landwirte – AdL). 

4.3.1 The decision-making process and its rationale 

The decision-making process for this reform and its ultimate shape were influ-
enced by a number of factors, including (1) the change in position of the farm-
interest representatives on the question about the need for reform, (2) the cir-
cumstance that funds for this reform were made available from other expiring 
measures, (3) the requirement that the LSV should be applied to the new German 
federal states, (4) the organisation of the reform preparations within the frame-
work of a coalition working group and, ultimately, (5) the dynamic course of the 
political decision-making process. Each of these points is explained below: 

1. Already in 1991, the leadership of the Farmers’ Union advocated that the “long-
planned agricultural social reform be carried out within this legislature period” 
(Agra-Europe, 1991a) and presented its own ideas in a discussion paper. The self 
dynamism of the LSV system, and its expected development without political 
correction, was decisive to the change in position of farm-interest representatives: 
from a strict defence of the status quo to becoming proponents of reform. 

2. The reform of the Common Agricultural Policy of 1992 led to an increase in 
agricultural funding of 1.745 billion German Marks within the national budget 
for 1993. The compensation measures, together with the EC agricultural re-
form, were to be financed with these funds (Agra-Europe, 1992a). The LSV 
presented a possibility with regard to the ongoing reform discussion and, for 
this reason, seemed to be suitable because use of these funds in conformity 
with EC law appeared to be secure over the long term. 

3. With the German reunification, a fully new situation developed for the LSV, 
with the political decision-makers now facing a dilemma: 
- if the transfer of the LAH to farmers in the new federal states ceased, then 
those farmers would not have access to extensive income transfers in the form 
of contribution reductions in the LAH. 



4  A Marathon Rather than a Sprint    67 

4. One working group of the coalition fraction was assigned the task of drafting a 
proposal in order to eliminate the kind of parliamentary blockades that had met 
previous reform proposals by the government administration. This approach 
can be understood as a result of learning from the earlier, failed reform efforts. 

5. In the design of the first reference draft of September 1992, the position of 
large-scale financial scope was clearly expressed, which, however, due to dif-
ferences in farm structures in the former and new federal states, led to a very 
uneven distribution of LSV funds. This circumstance then caused the agricul-
tural ministers of the new federal states to object and demand that the farms in 
these states not be excluded from the income transfers of the AdL. The delays 
caused by consultation on these issues led to further discussion in the context of 
an initial discussion on necessary consolidation of the federal budget in 1993, 
which prompted further change of the proposal in some extremely generously 
designed areas; thus the changed drafts first did not receive approval from the 

central point was that the government proposal required the approval of the 
Bundesrat, in which the SPD-lead federal states held the majority. Several ne-
gotiating rounds between the coalition and the SPD opposition ultimately led to 
a consensus and to approval of a reform law which resembled the original cabi-
net proposal only in terms of its basic goals, but was in some areas much more 
restrictive in design. With these modifications, objections against the design of 
the government’s proposal, expressed during expert hearings at the German 
Parliament in 1993, were for the most part incorporated (Mehl & Hagedorn, 
1993b). Konrad Hagedorn was among these experts. Some of the main results 
of his doctoral thesis of 1982 were only finally implemented in 1994 – it was a 
marathon, not a sprint. 

4.3.2 Goals and main features of the reform law 

The ASRG is characterised by the attempt to stabilise expenses and to orientate 
the AdL along the features of the GRV. The original features of the farmers’ pen-
sion system, which were motivated by farm policy goals, are maintained only in a 
very much weakened form. The income-related elements of the ASRG were al-
most completely limited to the area of contribution subsidies, which were scaled 
according to the income of the contributor. Although the obligatory transfer of a 
farm to the successor in order to obtain pension payments (farm transfer clause) 

- if the decision were to be made for a transfer, then a solution was hardly 
imaginable which could avoid disadvantaging farms operating in the form of 
corporations as compared to family farms (Hagedorn & Mehl, 1993a; 1994).  

German Cabinet until July of 1993 (Mehl & Hagedorn, 1994). Ultimately, the 

was maintained, it was eased significantly (Möller, 1994). 
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Discussion of the reform of the farmers’ pension system was dominated by the 
question of linking the necessity to financially stabilise the system with the plan to 
establish a separate social security arrangement for farmers’ spouses. In addition, 
the transfer of farm pensions to the new federal states (Mehl & Hagedorn, 1993b) 
and strong consideration of individual farm income in contribution subsidy laws 

Separate insurance for farmers’ spouses 

A mandatory pension insurance for farmers’ spouses was introduced. With this in-
dependent pension and disability insurance, the central role of spouses on farms 
was recognised (Stüwe & Zindel, 1991). All farm spouses not yet 65 at the time 
the reform was enacted were insured like farmers in the AdL, while farm spouses 
who were already 50 could choose between insurance or no insurance. All newly 
insured after 1995 needed to have mandatory coverage, although members of this 
group could also apply for an exemption under certain circumstances. With 
amendments to the Farm Social Reform Law of 1995, the exemption possibilities 
for the spouses of a special group of part-time farmers were extended for a limited 

The main point of independent insurance for the farmers’ spouses and a simul-
taneous central incentive to participate in the AdL insurance was the form that 
pension entitlement would take. This was particularly relevant to older farmers’ 
spouses, who, due to their advanced age, could only contribute for a limited time. 
For them, a pension entitlement was to be created through a splitting of the enti-
tlement with farmers insured under the LAH according to years of marriage. The 
contributions by the farmer during his married period were thus calculated as enti-
tlement years for the farm spouses drawn into the AdL, without a retroactive pay-
ment of contributions. 

Financial stabilisation of the system 

This new element in the ASRG increased the cost of the system, which was coun-
teracted by a new form of pension calculation. Cost reducing and stabilising 
measures in benefits led to (a) a linearization of the pension calculation, meaning 
that the same result is arrived at for each contribution year, and (b) the dismantling 
of the marriage-supplement, which became obsolete due to the introduction of 
spouse insurance. Both regulations were to reach significant reductions in benefit 
expenditures for new members of the AdL. A comparison of contributions and 
benefits under the old and new laws shows the differences (Fig. 4.1). 

 

were further significant goals of the reform. The main problem of the ASRG was 
to harmonise the first two goals and reduce the existing resistance against reform 
by the affected persons. 

period of time (Wirth, 1996). 
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Fig. 4.1: Changes in farm pension benefits due to the ASRG 
Note: Values for the first half of 2006 (former federal states); a continuation of the old law is as-
sumed. 

contributions will suffer severe repercussions. The pension benefits of a married 
farmer with 15 years of contributions would have been 413 Euros under those of 
the old laws. The higher valuation of the first fifteen years was explained in part 
because, under the old laws before the reform, there were no non-contributory 
supplementary periods calculated in case of disability. As an accompanying meas-
ure toward linearizing the pensions in the AdL, the non-contributory supplemen-
tary periods were analogised to the regulation of disability in the GRV. The lin-
earization of the pension calculations on the basis of 40 years of contributions and 
the elimination of married pension benefits has led to a situation where farmers 
have markedly lower pension entitlements under the new law. But the financial 
losses in pensions will first become completely effective on July 1, 2009, because 
a grandfather clause is in effect from 1995 to 2009, with a melting rate of 1/15 per 
year, which means that the change from the old to new laws is gradual. Further-
more, the elimination of the supplement for married farmers can be compensated 
with the inclusion of the farmers’ spouses in the AdL, as long as these persons 
were not exempted from the system. 

Farm spouses insurance and system stability 

The new form of pension calculation and the targeted use of part of the savings 
from benefit payments to build an independent pension system for farm spouses 
was the key to this reform, linking both of its central goals. In the years from 1995 
to 1998, increasing expenses for the AdL could first be balanced with an increase 
of contributions by the insured as a consequence of the mandatory pension contri-
butions of farmers’ spouses. Here it was clear that the consequent expansion of the 

Figure 4.1 shows that particularly married beneficiaries with a short period of 
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insurance obligations led in any case to a short term “health improvement” for the 
system, since demographic and agricultural structural influences were time de-
layed but effective. Here, the savings presented above in the benefit areas shall 
start and be introduced stepwise by 2009. 

The retroactive calculation of the farmer’ years of contribution served as the 
basis for the pension rights of their spouses, because each farmer received entitle-
ment for the pension contributions he had made during the marriage until the end 
of 1994. The sum of these pension entitlements were limited by a capping regula-
tion, so that these could, at the highest, reach the level of the spouse’s supplement 
under the old law. Without this regulation, the incentive structure of the govern-
ment proposal, together with the broad option and exemption possibilities, would 

Supplemental contribution reduction system 

The introduction of mandatory pension insurance for farmers’ spouses also faced 
the difficulty that the need for double contributions had to be explained to the farm 
couples. The new contribution formula was based on the GRV, but generated a 
20% gap compared to the contribution-benefit relation of this system. This differ-
ence was explained in 1994 as the result of the reduced benefit spectrum of the 
AdL in comparison to the GRV (Rombach, 1995, p. 208). The gradually imple-
mented reduction by 50% of this gap is explained by subsequent benefit reduc-
tions in the general pension system. As a consequence, the supplemental contribu-
tion reduction system became the AdL’s only income policy instrument. That is 
why the new design of the supplemental contribution reduction system should be 
considered an important part of the reform. 

Farmers with an income of up to 40,000 DM/ year (with their spouses up to 
80,000) are eligible for further contribution reductions; the highest graduated con-
tribution reductions are paid to farmers with an income of up to 16,000 DM/year 
(with their spouses up to 32,000/year). The incomes of both spouses were added 
together and each partner was assigned 50% of the total income. The supplement 
limit for married partners was thus (at first) 80,000 DM (40,903.35 Euros). In 
1999 64.5% of all insured farmers were entitled for graduated contribution reduc-
tions and only 35.5% have to pay the standard contribution of 340,– DM. Farmers 
who are eligible for the highest graduated contribution reductions only had to pay 
a monthly contribution of 68, – DM, which is only 16% of the contribution, an 
employee in the statutory pension insurance is charged with. Hence, only about 

have made only a short term stabilisation of the system possible (Hagedorn & 
Mehl, 1993b, 1994; Stüwe, 1996, p. 64). The significantly more restrictive splitting 
rules of the ASRG and the changed, very limited, option and exemption possibili-
ties were to ensure that the goal of a mid-term to long-term stabilisation of the ex-
penses not be counteracted through the introduction of the farm spouses’ pension 
system. 
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one third of the insured farmers have to pay the standard contribution in 1999 due 
to these graduated contribution reductions. 

4.4 Effects of the Reform 

Reforms often display significant differences between the postulated impacts (pol-
icy output) of a law actually passed and its true effects (policy impact). With the 
ASRG, the assumption that the goals of the reform – independent social security 
for farm spouses, financial stabilisation of the system and better consideration of 
individual income – cannot be realised to the same extent without conflict arising 
between them. Therefore, the effects of the law with regard to social security, fi-
nancial consequences and distribution policy implications will now be analysed. 

4.4.1 Effect on social security 

The social security of farm families during old age and possible disability could be 
improved by a range of ASRG measures (a) easier access to drawing a pension, 
(b) improved mobility between the farm and statutory pension systems, (c) im-
proved coverage in case of disability through a strong move in the direction of the 
statutory pension system. Evaluation of the reform’s effects on social security 
functions needs to take into consideration the new design of the pension calcula-
tion (see above linearization) as well as the form and methods of the farm spouses’ 
insurance programme. 

Pension level 

As described above, the linearization of pension calculation entails a reduction of 
the benefit level of a normal pension for an unmarried pension recipient if the av-
erage number of years of contributions is less than 40. With more than 40 years of 
contributions, the pension is somewhat above that of the old laws for married pen-
sion recipients. The comparison also depends on whether the spouse enters the 
AdL or is exempted from the system. 

According to the annual report of the Farmers’ pension system, the average 
number of contribution years for farmers receiving a pension in 2006 was 28.7; 
the comparable period for 65 year old retirees was 30.5 years. Of the 12,818 new 
retirees in 2006, only 678 (5.3%) had contributed for 40 years or more. The over-
whelming majority of unmarried retirees is now entitled to less pension benefits 
(8% on average) than they would have been before the reform. These losses were 
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slightly softened by the grandfather clause, which provided pensioners with one 
third of the difference between the old and new laws in the first half of 2005. 

Married pension recipients could prevent this reduction in their pensions by 
opening a farm spouse’s pension. For this purpose, the pension entitlement for the 
total years of marriage needs to be split from the contribution periods of the 
farmer. As a consequence, spouses of retirees showed an average of 29.6 eligible 
years in 2006. As the mandatory insurance for farmers’ spouses has only been in 
place since 1995, a maximum of 11 years can be based on their own contributions. 
Thus, the losses resulting from the reform of the benefit law can be completely 
offset by this splitting of contribution times if the spouse joins the AdL. This will 
not, however, hold true for the future. Since the splitting of times for farm spouses 
is based on the years that the farmer had been insured prior to 1995, the portion of 
the split period of eligibility for younger spouses will successively drop overall. 
The pensions of spouses who have become insured by the AdL for the first time 
after 1995 rely solely on own contributions, as do unmarried farmers. 

Claiming benefits from the farm spouses’ insurance system 

Whether and to what extent the ASRG improves social security for farmers’ 
spouses not only depends on the benefit level obtained, but also on the numbers of 
newly insured spouses. 

Since 1995, more and more farmers and their spouses have been trying to avoid 
paying contributions into the AdL and have applied for a corresponding exemp-

 

Fig. 4.2: Insured and exempted farmers and spouses in the AdL 1995–2004 
Source: Own calculations, based on Geschäfts- und Rechnungsergebnisse der land-
wirtschaftlichen Altersklassen; Agrarbericht der Bundesregierung, verschiedene Jahrgänge 

The number of farmers covered under the AdL is now about the same as the level 
of those with farm health insurance (LKV), implying that the possibility for ex-

tion (Deutscher Bundestag, 1997, 2001, 2006) (Fig. 4.2). 
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emption from the AdL is largely being used by all farmers who are eligible for it. 
In the case of spouses the existing exemption possibilities are even more inten-
sively used: about 58% of farmers’ spouses, who either have no insurance or were 
exempted from it, do not participate in the AdL. 

As a consequence of the high exemption rate, the question emerges regarding 
how often married partners are both members of the AdL. Figure 4.3 shows the 
development in this area. 

 

Fig. 4.3: Insurance for married couples in the AdL 1995–2004, in percent 
Source: Own calculations, based on Geschäfts- und Rechnungsergebnisse der land-
wirtschaftlichen Altersklassen; Agrarbericht der Bundesregierung, verschiedene Jahrgänge 

The number of farms in which both partners are insured by the AdL sank from 
about two thirds in 1995 to a scant third in 2004. In contrast, the number of mar-
ried farm couples in which only the farmer is a member of the AdL rose signifi-
cantly. Together with the group of farms in which only the spouse and not the 
farmer is a member of the AdL, the number of those households in which one 
partner was a member in 2004 was a generous third. The greatest increase since 
1995 can be seen in the group in which neither partner is a member of the AdL, 
comprising one third of all farming couples. 

Over the mid- and long-term, that is without the “grandfather clause” and the 
splitting of years of marriage, only farming couples now paying double contribu-
tions may in the future obtain the same or higher pensions as compared to the old 
laws. The strongly rising number of exemptions from mandatory insurance par-
ticipation has led to a situation where the original purpose of the ASRG, to im-
prove social security for the farmers’ spouses, can only be achieved to a limited 
extent. And it seems as though AdL insurance coverage is increasingly being lim-
ited to that group of persons without exemption possibilities. On farms in which 
the farmer or his/her spouse is a member of the AdL, the pension to be expected 
from it is significantly below the pension level according to the old laws. Here, 
however, it must be taken into consideration that an exemption from the manda-
tory insurance obligations for farmer and spouse can only be granted if they are 
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4.4.2 Stabilisation effects on costs and contributions 

The above-outlined changes in the benefit and financing laws should induce a re-
action to increased pension costs, which are themselves due to a shrinking com-
munity of contributors and multiple burdens on the government. Whether and to 
what extent the intended system stabilisation can be achieved through the ASRG 
can be shown via analysis of the burdens which have to be borne by the govern-
ment and the effects of contributors following the reform rules in contrast to the 
old laws. Here a question emerges whether the cost of adjustment, especially its 
distribution between the group of contributors and the government, was simply 
shifted by the reform, rather than reduced. For this purpose, the fictitious effects of 
the old laws prior to reform are compared with the impacts of the reform. To 
achieve that, we contrast the forecasts of 1994 with the observed developments 
and the latest prognoses up to 2010. The presentation of the “actual development” 
until 2010 is based on the status report of the German government on the Farmers’ 
pension system of 2001, which seems the most appropriate source from the per-
spective of 2005. The impact of the reform on the total costs of providing pensions 
has been a reduced rate of increase of these costs. Here, both the government and 
the contributors have benefited (Fig. 4.4). 

The federal expenses are much lower than they would have been with a con-
tinuation of the old laws, and slightly lower than expected in the reform prognosis. 
During the passage of the reform, in 1995 a short-term savings of about 40 million 
Euros was expected, and then slightly increased costs for the government until 
2000. From 2001 on, growing savings were predicted in comparison to the con-
tinuation of the old system, culminating in 168 million Euros saved for 2010. 

otherwise insured, usually through the GRV (Mehl, 2005b). From the perspective 
of the responsible federal ministry, the high portion of exemptions shows the 
flexibility of the system in meeting “the individual insurance needs and personal 
employment biography of farm families” (Schmidt, 2005, p. 17). 
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Fig. 4.4: Development of AdL, with and without reform, 1995 to 2010 (Mil. Euros) 
Source: Own calculations, based on Geschäfts- und Rechnungsergebnisse der land-
wirtschaftlichen Altersklassen; Agrarbericht der Bundesregierung, verschiedene Jahrgänge 

In fact, since 1995 the expenses of the government have always been less than 
predicted. This is mainly due to the increased number of contributors, which ex-
ceeded expectations. One explanation here is that expectations about remaining 
expenses for supplementary contributions reductions were particularly high, with 
actual relief having come about due to reductions in the framework of the Bal-
anced Budget Law of 1999. In 2004, the federal expenditures were 255 million 
Euros less than under the old laws, and 176 million Euros less than under the 
prognosis. 

Looking at the distribution between contributors and the federal government in 
terms of the financing of total pension expenditures, it can be seen that the growth 
in new contributors to the AdL in the course of establishing the farmers’ spouses 
insurance plan relieved the budget of the federal government: the contribution of 
which was 72.5% in 1993, but sank to 67.9% in 1995. Due to the unexpectedly 
large number of contributors, the portion of federal funding was both absolutely 
and relatively lower than the predicted figures. In the further course of the reform 
implementation, this trend became reversed, in part due to a reduction in contribu-
tors: a consequence of the exemptions from mandatory insurance participation. 
Consequently, federal share of total expenditures rose from 72.7% (2000) to 76% 
(2004) and is anticipated to reach 82% in 2010. Thus, the relative portion of fed-
eral participation is much higher than under the old laws, where the federal share 
would have been relatively consistent at about 73%. At the same time, the abso-
lute level of federal participation is much less than the sum would have been under 
a continuation of the old laws. The cause for this is the reduction of total benefici-
aries, which can also be traced back to the development of exemptions. These ex-
emptions had a double effect: They reduced the input from contributors, but also 
limited the expenditure for pensions because those exempted cannot be beneficiaries. 
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Through the new financing system, contributors have much higher planning se-
curity concerning future contribution levels than before the reform. This is due to 
the coupling of the contributions with developments in the general pension system 
and the taking over of payments not covered by the contributions by the federal 
government. 

The differences in the actual development of contribution levels from those 
calculated via the prognoses 1994 are relatively minimal (Fig. 4.5). However, the 
cause for this is not the ASRG itself, but rather the different measures taken to 
stabilise the level of contributions in the GRV in the area of benefits, as well as 
the increase in federal subsidies in this area. 

 

Fig. 4.5: Development of AdL contributions, with and without reform, 1995–2010 [Euros per 
month] 
Source: Own calculations, based on Geschäfts- und Rechnungsergebnisse der land-
wirtschaftlichen Altersklassen; Agrarbericht der Bundesregierung, verschiedene Jahrgänge 

The consolidation measures to secure the level of contributions to the GRV had a 
stabilising effect as a consequence of the coupling with the contributions to the 
AdL. Despite the stepwise reductions of differences between the AdL and the 
GRV from an original 20–10% through the Balanced Budget Act of 1999, the con-
tribution for AdL members in 2004 was 10 Euros less than the reform prognosis in 
1994 and 141 Euros under the contribution that would have been required had 
there been no reform and had the former law continued. Here, however, it must be 
taken into consideration that, according to the reform, in some cases two contribu-
tions must be paid, one each for farmer and spouse. The enormous expense dy-
namics of the old system are revealed when compared to the situation after re-
form; in 2010, individual contribution under the old law would be 446 Euros per 
month higher than for the AdL, as predicted by the 2001 status report. Overall, it 
can be said that the financial stability of the system was attained to a greater extent 
than predicted, with the cost of reform-related adjustments having to be borne by 
all participating groups: contributors, beneficiaries and federal government. 
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4.4.3 Distribution effects 

 

Fig. 4.6: Contributions per month to AdL and GRV for the same level of benefits (2005) 
Source: Own calculations, based on Agrarberichte der Bundesregierung (1994–2007) 

The bottom part of Fig. 4.6 charts the development of the subsidy entitlement 
since 1994. Through the ASRG, from 1995 to 1999, the group of persons entitled 
to subsidies was initially significantly expanded in comparison to the old laws, 
with the rationale being to make the new regulation regarding double contribution 
as a consequence of the new spouse insurance more attractive by granting contri-
bution subsidies. Among the insured members in the AdL during 1996–1999, 
about two thirds received a contribution subsidy at the beginning of each year; 
among the group of insured farm spouses, almost three quarters received a sub-
sidy. According to the old laws, in 1994 only 41.9% of the contributors would 
have received a subsidy. The large drop in the number of those entitled to subsi-
dies after 2000 can largely be traced back to the fact that subsidy limitations were 
put into place within the framework of the Balanced Budget Act of 1999. On the 
one hand, the upper limit of yearly contribution subsidies was reduced from 
40,000 to 30,000 DM (today 15,500 Euros) for single persons and from 80,000 to 
60,000 DM (today 31,000 Euros) for married households. Furthermore, the highest 

The adjustment of contributions into the AdL to mirror the contribution-benefit re-
lation of the GRV brought about a situation in which the previous significant ad-
vantage of the farmers’ pension system now extended only to the graduated con-
tribution reductions following the reform (Hagedorn, 1982; Mehl, 1997; Hagedorn 
& Mehl, 2001). However, the contribution-benefit relationship for the AdL is in 
part still much less costly for the beneficiaries eligible to graduated contribution 
reductions than that of the general pension system (Fig. 4.6, upper part). 
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contribution subsidy was reduced from the original 80 to 60% of the standard con-
tribution. Thus, the group of people entitled to subsidies was limited and the rela-
tive preferability of the AdL as opposed to the general pension system was de-
creased. Income increases for the insured farmers with static subsidy limits led to 
a continuing drop of persons with entitlement to subsidies. In 2007, only about 
32% of all insured persons were entitled to a subsidy. Without dynamisation of the 
limits for subsidy entitlement, the previously significant income policy component 
of the AdL will gradually be phased out (Möller, 2007, p. 125). 

4.5 Reform Evaluation and Perspectives 

With the arrival of the ASRG in 1995, new regulations for the farm pension fund 
were put in place, which can doubtlessly serve as a fundamental and long-term re-
form, with the following benefits: extensive improvements for the social security 
for farmers’ spouses, stabilisation of the pension system itself through dismantling 
of intersectoral advantages for the AdL-insured farmers, and improved compatibil-
ity of the AdL with other pension systems. The main difficulties encountered re-
garding the reform of the farmers’ pension system were the stabilisation of costs 
for the farmers’ pension system (AdL); establishment of an independent social se-
curity plan for farm spouses, mostly women; and acceptance of the reform by the 
insured persons. 

These difficulties were for the most part successfully overcome with the 
ASRG: first, with the linearization of the pension calculation (meaning that for 
each year of contributions the same yield is calculated) and then with the disman-
tling of the marriage supplement (which became obsolete due to the introduction 
of pension insurance for spouses). The latter led to major reductions in benefits, 
unless both farmer and spouse were insured. The contribution to the AdL is cou-
pled with the contributions to the general pension system and tied to its develop-
ment. Expenditures for benefits that are not covered by contributions will in the 
future be covered by the federal government (deficit coverage). Ultimately, an in-
dependent, mandatory insurance for spouses was put in place. That must be con-
sidered as an important step in terms of social security for this group, irrespective 
the numerous exemptions. Here the retroactive eligibility to count the husbands’ 
years of contribution served as the basis for pension rights, particularly for older 
farmers’ spouses. However, the pension eligibility rights which were split in this 
manner were limited by a capping regulation. The highest level of these rights is 
receipt of the spousal supplement according to the old laws, but in many cases the 
entitlements are much lower. They show a significant evening out of the increase 
in pension-related expenses, from which the government and contributors profit, at 
the expense of the beneficiaries in the future. A transitional plan for the years 
1995–2009, with a melting factor of 1/15 per year, allowed the change from the 
old to the new laws to take place gradually and, with the takeover of deficit coverage 
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by the federal government and the temporary expansion of the eligibility group 
until 2000, in part hard losses for affected farmers were softened. Overall, the 
ASRG can be called a justly carried out reform. A decisive factor in this new re-
form orientation was the harmonisation of the AdL with the general pension sys-
tem through the ASRG, which led to broad-reaching legal parallels (Wirth, 2007, 
p. 99): since 1994, all significant reform measures in the area of the GRV have 
been transferred, with the same level of effectiveness, to the AdL (e.g., reform of 
the disability pension or increase of the pension age to 67). 

While the system still faces criticism from insured farmers, it is difficult to de-
cide whether this is a problem of acceptance of the special system, or an expres-
sion of general displeasure with state pension systems (Möller, 2005). The further 
shrinking of actively insured, the growing share of federal subsidies in the financ-
ing of the AdL, as well as continuing discussion about reform of the pay-as-you-
go financed pension systems in Germany signal that the special system of farm 
pensions, despite the successful reform of 1995, will continue to be a topic of dis-
cussion. However, the AdL is in no way badly positioned when one considers the 
reform discussions regarding the GRV. There, topics like the necessity for sup-
plementary private insurance, better insurance for women or a minimum insurance 
are vital points of discussion. The AdL presents a partial insurance concept that 
requires private supplementation. At the same time, it contains an independent 
mandatory insurance for spouses, mostly women. Furthermore, the AdL has sig-
nificant elements of a minimum pension through its contribution subsidy concept. 
Currently, modifications of special aspects of the AdL, such as changes of the 
“farm transfer clause” (Zindel, 2005) or the dynamisation of the upper limits for 
contribution subsidies, are being discussed. Both measures should improve accep-
tance of the system by the insured persons and will not conflict with the essential 
nature of the reform course adopted since 1994. 
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5.1 Introduction 

As originally pointed out by Arthur Pigou (1932) and as is now well known, eco-
nomic externalities (whether favourable or unfavourable) can be an important 
source of market failure. However, the mere presence of externalities does not 
mean that they are Pareto relevant. When unfavourable externalities are infra-
marginal, they are often irrelevant. However, if alternative production techniques 
or consumption methods are available with different sets of externalities, market 
failure can still occur (Tisdell, 1993, Chs. 2 and 3). Even if no significant external-
ities are observed from an economic activity, for example when a particular type 
of farming is adopted, an alternative type of activity or set of farming practices 
may generate large positive externalities and be socially superior. In such cases, 
market failure can also occur, even though no actual externalities are observed. 
This implies that, in order to assess whether externalities could be Pareto relevant, 
one has to consider not only the marginal external effects of economic activities, 
but also their total effects (Tisdell, 2005, Ch.3). Evaluation of externalities is 
much more complex than has been traditionally realised and cannot be done accu-
rately by adopting only a marginalist point of view. 

Note that failure to take adequate account of externalities is not peculiar to 
market systems, but also occurs in non-market systems, including state decision-
making about resource-use. Failure to take proper account of externalities in state 
decision-making might also be more widespread in societies where democracy and 
freedom of speech and communication are limited, such as appeared to be the case 
in many centralised communist countries. There is considerable evidence that in-
adequate attention was given to the effects of adverse environmental externalities 
in former communist countries. One of the many examples includes the decision 
by the Soviet Union to extensively use waters feeding the Aral Sea for irrigating 
cotton, with subsequent seriously adverse effects on the Aral Sea itself. Not only 
does state decision-making often fail to take sufficient account of environmental 
spillovers, but inadequate attention is sometimes given to sustainability issues as 
well. A recent example is Indonesia’s transmigration programme from Java to 
Kalimantan. The Indonesian government has sponsored resettlement projects in-
tended to grow rice on peat lands in Kalimantan, although soil quality is such that 
agricultural production is not sustainable on these lands. In addition, these land ar-
eas are often a source of fires that cause air pollution in Southeast Asia and add to 
greenhouse gas emissions (Singleton et al., 2004, p.70).  

As pointed out by Galbraith (1952, 1967), the presence of democracy and free-
dom of speech do not ensure that governments take adequate account of external-
ities in their decision-making. Political lobbying and associated mechanisms can 
also result in economic failure of a Paretian type. 

In this article, the patterns and nature of agricultural externalities and their rela-
tionship to agricultural sustainability are discussed first. These can give rise to 
complicated mathematical relationships and add to the difficulties of rationally 
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choosing agricultural policies. The nature of such externalities has normative im-
plications affecting the range of choices for public policies intended to regulate 
agricultural spillovers, as outlined below. While the main emphasis in this article 
is on environmental externalities from and within agriculture, attention is also 
given to agricultural externalities arising from adverse selection. This aspect, to-
gether with the regulation of agriculture’s environmental externalities, is being 
addressed under the EU’s new Common Agricultural Policy. The implications of 
agricultural environmental policy choice are explored with regard to features often 
associated with the new institutional economics, such as transaction costs; aspects 
of uncertainty in policy formation and implementation are also considered. Subse-
quently, attention is given to political and social acceptability as influences on ag-
ricultural policy decisions. Then, agriculture’s role in biodiversity conservation is 
considered as a particular case in order to illustrate the theories outlined in this 
chapter. In line with the polycentric approach of Konrad Hagedorn, topics in this 
analysis are considered from multiple points of view, and institutional structures 
are shown to be important in relation to economic efficiency and political accept-
ability. 

5.2 Types of Agricultural Externalities  

Externalities involving agriculture can be classified in varied ways. The public’s 
attitude about how externalities involving agriculture should be regulated are 
likely to be influenced by their nature. The following types of relevant spillovers 
involving agriculture can be a source of market failure: 

1. Spillovers from non-agricultural sectors of the economy affecting agriculture. 
Agriculture can experience adverse environmental externalities from airborne 
pollution caused by emissions of particulate matter, metallic dust, acidic vapour 
and particles as well as water pollution due to wastes from factories and min-
ing. For instance, horse breeders from the Scone area in the Hunter Valley of 
New South Wales, Australia, complain that coal dust from open-cut coal mines 
causes their naturally alkaline soils to turn acidic. It is claimed that this has ad-
verse consequences for the development of the bones of their thoroughbred 
horses and makes them less fit for racing. 

2. Spillovers from agricultural to non-agricultural sectors of the economy. Agri-
culture may, for example, create and sustain landscapes favoured by the public, 
such as heathlands, or in some cases, ones that are disliked by the public, such 
as weedy areas, for example areas of gorse in New Zealand. Similarly, while 
some types of agriculture conserve wild species desired by the public, they also 
result in the loss of others. Water run-off from agricultural land containing 
chemicals leached from fertilisers and livestock manure as well as soil particles 
results in nutrient-enrichment of water bodies and this stimulates growth of 
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aquatic algae and weeds, accelerating eutrophication of some water masses. 
Run-off from agricultural lands (particularly land for growing sugar cane in 
northern coastal Queensland) is claimed to have an adverse impact on the cor-
als in parts of the Great Barrier Reef, which do not survive in dirty, nutrient-
rich water.  

3. Spillovers confined to agriculture itself. Unfavourable ones include dryland 
salting (if the effect extends beyond a farm where land clearing occurs), salina-
tion of watercourses as a result of land clearing, herbicide or pesticide drift, ad-
verse externalities from water use and possible cross-fertilisation of GM (ge-
netically modified) and non-GM crops. Favourable externalities within 
agriculture can result from pest control by farmers having pests on their 
property. 

Externalities may also be classified according to the mathematical nature of the 
spillover benefits or costs that they generate. Institutional neoclassical economic 
analysis usually supposes that these functions are continuous and differentiable. 
This, however, is a special case. In some cases, including in agriculture, marginal 
external economic impacts may only arise once the level of an activity exceeds 
some thresholds. In other cases, marginal external economic impacts of an eco-
nomic activity may fall to zero once the level of the activity reaches a particular 
threshold. Or both aspects may occur. In many cases, the relationships involved 
are best modelled using the mathematics of catastrophe (Zeeman, 1976; Poston & 
Stewart, 1978; Arnold, 1992; Anonymous, 2008), given the knowledge that this 
mathematics is not only relevant to the modelling of catastrophes, but can also be 
applied to a whole host of irregular functional relationships. When such thresholds 
occur and different techniques of production generate varied spillover impacts, 
policy choices for regulating economic activities in order to attain economic effi-
ciency can become very complicated. Often, one can no longer rely on marginal 
effects to determine Paretian efficient policies but must estimate total effects. Fur-
thermore, views about what is equitable can alter, for example, whether or not 
farmers should be subsidised for creating favourable externalities that are infra-
marginal. The next section demonstrates the significance of these complications. 

Before, however, considering this section, it might be noted that its models re-
late to thresholds that involve cusp points in the rate of change of net social bene-
fit functions. They imply that the second derivatives of the net social function are 
discontinuous at these points. The total net social benefit functions themselves 
may also have cusp points or be discontinuous at particular points. At these points, 
their corresponding marginal curves are discontinuous. In these cases, similar 
complexities occur to those considered in the next section. Discontinuities and 
lack of differentiability of relevant functions should not be ignored in assessing 
environmental externalities. 



5  Complex Policy Choices Regarding Agricultural Externalities    87 

5.3 Complications Arising from Thresholds in the Economic 
Effects of Externalities 

The purpose of this section is to show how the presence of thresholds in the exter-
nal economic effects generated by externalities can complicate policy choices for 
their regulation. Traditional neoclassical analysis does not take such complications 
into account. Several possibilities are considered here. In the first case, the spill-
over depends on the type of technique used for production, but in this case the 
Paretian efficient technique is not adopted in a free market. In the illustrated case 
(Fig. 5.1), all production should be accomplished through using the technique with 
a favourable externality. In the second case (illustrated by Fig. 5.2), economic ef-
ficiency requires a portion of supply to be provided by a technique generating a 
favourable externality and the remainder to be supplied by a technique involving 
no externalities. It is then pointed out that many externalities can be Paretian ir-
relevant and that thresholds can create further complications for evaluating exter-
nalities, for example, in cases where adverse externalities from the use of a 
method of production only emerge once the extent of its use exceeds some thresh-
old. Often such complications imply that, to achieve economic efficiency, an 
‘ideal’ mixture of techniques should be used in production. Evaluating the eco-
nomic consequences of the different available techniques in order to determine 
this ideal could be a Herculean task, especially if some of the available techniques 
have not been used or empirically tested on a large scale. 

Note that in the theory outlined in the remainder of this section, the assump-
tions of neoclassical economics are adopted. However, thresholds are allowed for 
in this analysis, whereas in neoclassical analysis they are not. There are reasons to 
believe that thresholds could be significant in relation to externalities generated by 
agriculture. For example, external demand for the supply of particular agricultural 
landscapes may drop to zero once their supply exceeds a particular threshold. Or 
the external demand for particular landscapes might be zero, until their transfor-
mation by agricultural production reaches a particular threshold. To give another 
example, the external benefits of conserving traditional breeds and crop varieties 
may be zero, until the level of agricultural production using ‘improved’ breeds and 
crop varieties reaches a particular threshold. This type of analysis has implications 
for the efficiency (and equity) of subsidising agriculture production methods in the 
European Union that have favourable externalities (Van Huylenbroeck & Durand, 
2003; Vanslembrouck & Van Huylenbroeck, 2005). With this background in 
mind, let us consider some specific theoretical possibilities which allow for 
thresholds. 
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5.3.1 A Paretian relevant externality 

For simplicity, assume that only two methods of producing an agricultural product 
are available. Method I has no external costs or benefits and involves the lowest 
private cost of production. Represent the market demand for this agricultural 
product by line DD in Fig. 5.1 and let S1S1 represent its market supply curve when 
technique I is adopted. Using this method of production, the market would come 
into equilibrium at E1. Suppose that a second method (Method II) is available, but 
involves higher private costs of production. Consequently, the supply curve S2S2 
applies in this case. This alternative method generates a favourable externality, for 
instance by creating desirable landscapes, and the marginal external value ob-
tained is assumed to be equal to the difference between curve ABCF and line DD. 
However, production using method II generates no marginal externality once its 
level exceeds X4. 

Taking into account the favourable externality, economic welfare benefits from 
agriculture production are maximised when only method II is used and X3 of the 
agricultural product is supplied. This could be achieved by only allowing the use 
of method II and paying a subsidy of CE3 on each unit of product X supplied. 
However, the externality could be infra-marginal in some cases. 

5.3.2 An infra-marginal externality which is Paretian relevant for 
policy and which complicates social decisions 

A more complicated case is illustrated in Fig. 5.2. As in the previous case, demand 
for greater quantities of the favoured landscape eventually falls to zero, but in this 
case, satiation with the supply of the landscape occurs before market equilibrium 
is reached. Satiation with the landscape incidentally supplied as a result of agricul-
tural activity occurs when X1 of product X is produced using technique II. Other-
wise, the same assumptions as in the previous case are made. In the absence of in-
tervention, X3 of product X will be supplied using only technique I. However, 
because of landscape externalities, it is socially optimal that X0 of the product be 
supplied using technique II with X3 − X0 being supplied by technique I. At X0, the 
marginal value of the externality, BG, is just equal to the difference in the mar-
ginal cost of production using the alternative technique. 

In the case represented by Fig. 5.2, economic optimality can be achieved by 
paying a minimum subsidy on each unit of X produced equal to the excess mar-
ginal cost of its production using technique II rather than I, up to an aggregate 
level of production of X0. No subsidy is paid for production exceeding X0. The 
per-unit subsidy is lower in this case than in the previous case. 
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Fig. 5.1: A case where a favourable externality can be generated by agricultural production if a 
technique of production is adopted by farmers that does not minimise their private costs of pro-
duction. For simplicity, only two alternative techniques, I and II, are assumed to be available. 
The use of technique I generates no externalities and results in an industry supply curve indicated 
by line S1S1. The market demand for the agricultural product X is shown by the line DD. If tech-
nique I is adopted, market equilibrium will be established at E1, with X2 of the product being 
supplied. The private marginal cost of using technique II is higher than for technique I, and the 
industry supply curve, if it is adopted, is as shown by line S2S2. This would result in a market 
equilibrium corresponding to E2. In a free market, technique I rather than II will be adopted by 
farmers. However, use of technique II generates a positive externality, the marginal value of 
which is equal to the difference between the curve marked ABCF and the line DD. If the poten-
tial Paretian improvement criterion of economic efficiency is adopted, it is desirable that tech-
nique II should be adopted rather than technique I. However, merely banning the use of tech-
nique I will not give rise to an efficient economic outcome, because it will only result in 
production of X1 of the agricultural product arising from technique II. The wealth-maximising 
ideal level of production corresponds to point C (the point where the social marginal benefit 
from extra supplies of X using technique II equals the marginal private cost of its supply) and 
implies that agricultural production should be X3. Economic incentives, such as a production 
subsidy, are needed to bring about the most efficient economic result 



90    Clem Tisdell 

Fig. 5.2: This figure has the same interpretation as Fig. 5.1 and is based on the same theoretical 
assumptions. However, whereas the favourable externality was extra-marginal in Fig. 5.1, here it 
is infra-marginal compared to the market equilibrium, E2. Here there is no marginal external 
benefit from producing more than X1 of the agricultural product using technique II, but in the 
case illustrated in Fig. 5.1, that does not happen until more than X4 of X is produced using tech-
nique II. This complicates the efficient economic allocation, because it requires some of the agri-
cultural production to be supplied using technique II and some to be supplied using technique I. 
The combination required for economic efficiency is easily identified in Fig. 5.3 

The optimality condition given the situation in Fig. 5.2 can be clarified by refer-
ence to Fig. 5.3, where curve KLM represents the marginal value of the externality 
when technique II is used, which falls to zero for a level of production of X1 or 
more. The marginal opportunity cost of using technique II rather than I to produce 
X is represented by OH, indicating the difference between S2S2 and S1S1 in 
Fig. 5.2, the difference in the per unit production cost between the techniques. The 
optimal outcome corresponds to point L, where the marginal external value ob-
tained by using technique II just equals the marginal opportunity cost of using it. 
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In the situation illustrated in Fig. 5.2, a regulating authority requires more infor-
mation than in the case shown in Fig. 5.1 to regulate externalities so as to achieve 
a Paretian optimum. In most cases of this type, a regulatory authority is unlikely to 
have sufficient information to regulate economic activity optimally. However, it 
may be able to obtain an idea of when beneficiaries are likely to be satiated by a 
favourable environmental feature. It will never be optimal to proceed beyond the 
satiation point, and, if opportunity costs are involved, it will usually be socially 
optimal to supply less of the environmental amenity than results in satiation with 
it. 

5.3.3 Some externalities are Paretian irrelevant 

The economic evaluation of externalities is complicated further by the fact that 
some externalities are Paretian irrelevant (Tisdell, 1970, 1993 Chs. 3–4; Walsh & 
Tisdell, 1973). For example, an infra-marginal externality can be Paretian irrelevant 

Fig. 5.3: An illustration of the ‘efficient’ solution to the situation depicted in Fig. 5.2. The differ-
ence between the social marginal value of using technique II rather than technique I to produce X 
is shown by curve KLM. This falls to zero when X1 or some of X is produced using technique II. 
The line HL indicates the difference between the private marginal cost of using technique II 
rather than I to produce X. It is equivalent to the distance between lines S2S2 and S1S1 in Fig. 5.2. 
The efficient economic solution is for only X0 of X to be produced using technique II and for the 
remainder of demand (X2 − X0), as shown in Fig. 5.2 to be met using technique I. This compli-
cates agricultural policy-making. Note that use of technique II is still generating positive mar-
ginal externalities when it is efficient to switch to technique I to provide required extra supplies 
of the agricultural product 
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in relation to the equilibrium of a market. This is because it does not affect the 
market equilibrium. If the externality is favourable, there is no economic effi-
ciency argument for providing a subsidy to its suppliers, assuming that the socially 
optimal technique has already been adopted by suppliers. If, on the other hand, the 
infra-marginal externality is an unfavourable one, its total effect needs to be as-
sessed. This is because the total social cost of supplying the commodity may ex-
ceed its economic value. In that case, it is economically efficient to ban production 
of the commodity (Tisdell, 2005). 

5.3.4 Further complications 

Some externalities do not occur until the level of production or economic activity 
exceeds a threshold. The presence of such externalities further complicates the 
choice of policies to maximise economic efficiency. For example, the loss of tradi-
tional breeds of livestock or plant varieties may not involve external costs until 
production using ‘improved’ breeds or modern crop varieties exceeds some 
threshold level. Significant social economic costs from the displacement of tradi-
tional breeds and crop varieties only emerge after this threshold is reached. Only 
after this point is it likely to become efficient to subsidise the conservation of tra-
ditional breeds and plant varieties, at which time social decisions will need to be 
made about how much traditional agricultural genetic material should be con-
served: taking into account the potential (or actual) externality and public good at-
tributes of this material. 

The above discussion indicates that, when agricultural externalities occur, a 
mixture of techniques or methods to produce the aggregate level of supply of a 
commodity is often efficient from an economics point of view. Neoclassical eco-
nomics has not given enough attention to factors influencing the optimal mixture 
of methods or techniques for production that takes into account externalities 

5.4 Adverse Selection as an Unfavourable Externality and 
Possible Threshold Effects 

The phenomenon of adverse selection of products involves unfavourable external-
ities. It arises when there is asymmetric information about a product and occurs 
when buyers are unable to easily ascertain the quality of a product by inspection, 
even though its quality is known to suppliers. The problem then arises when prod-
ucts of inferior quality cost less to produce than those of superior quality, that the 
inferior ones may be traded as being of top or acceptable quality. This can cause 
the whole market for the products to collapse or result in only the inferior ones 



5  Complex Policy Choices Regarding Agricultural Externalities    93 

being traded (Akerloff, 1970; Varian, 1987, pp. 630–635). This happens even 
though buyers have an effective demand for the superior products.  

The conditions under which agricultural products are produced are often diffi-
cult to determine by inspecting the final product. Therefore, there is a high risk of 
adverse selection occurring for agricultural products. It is often not clear, for in-
stance, from inspection whether food products are produced under hygienic condi-
tions, are organic produce or not, or are derived from free-range animals or not. 
Furthermore, it is usually not clear from inspection whether agriculturally based 
products are derived from GMOs or not, whether their production involved a lack 
of consideration of animal welfare, whether production techniques were used that 
pose a potential health risk to humans, (for example, mad cow disease), or whether 
they actually do originate from the regions or areas from which they are claimed 
to come from. 

Processes of adverse selection can also be subject to thresholds and sharp varia-
tions (spikes). For example, when the proportion of defective or inferior products 
traded in a market (or sub-market) reaches a particular proportion, the market may 
collapse altogether or the rate of decline in the demand for the product may suddenly 
alter: from falling at a declining rate to falling at an increasing rate. The latter in-
volves a cusp (a spike) in the relationship. Furthermore, once a market collapses, it 
may be very difficult to re-establish trust in the products involved and re-create the 
market. This means that hysteresis is present. It is a type of path-dependence. This 
phenomenon is not taken into account in neoclassical economic theory, but is one of 
the focal interests of the mathematics of catastrophe. 

Governments can help to overcome some of these problems by requiring the 
correct labelling of products and by imposing penalties for non-compliance. Also 
laws may be passed specifying that minimum hygiene conditions are to be com-
plied with in producing and trading in commodities that could pose a health risk. 
Governments may be active in enforcing these laws, and non-compliance with 
them is likely to make sellers subject to claims for damages from injured buyers. 
Standards may also be attested to by trusted non-government organisations and 
other bodies. 

Other institutional arrangements can also evolve to address the phenomenon of 
adverse selection. For example, some large retailers, such as supermarkets, attest 
to the quality of the products that they sell and offer money-back guarantees. They 
check the products supplied to them and are able to enforce quality and other con-
ditions on their suppliers. Similarly, the sellers of some branded products are able 
to establish trust in their brands. These institutional arrangements can, however, 
create significant barriers to entry of new suppliers of quality products.  

Adverse selection can result in lack of sustainability of agricultural production 
of superior products, can reduce regional production of specialities and, in some 
cases, could lead to the complete collapse of individual agricultural markets. 
Elimination of adverse selection benefits both buyers as well as sellers of superior 
or sought after products. Some institutional arrangements are more prone to the 
occurrence of adverse selection than others. For example, depending on the type 
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of products being traded, free market institutional arrangements often need to be 
supplemented by additional institutional structures to prevent major losses in eco-
nomic efficiency and in order to sustain the operation of socially desirable mar-
kets. In many cases, hybrid governance or institutional structures evolve (or may 
only evolve) to address such problems, supporting the sustainability of markets 
(Van Huylenbroeck et al. this volume). These institutional structures may evolve 
on their own accord and, in other cases, they may be able to evolve with govern-
ment assistance. The social and economic attributes of the hybrid systems that 
evolve need to be examined carefully to decide on how beneficial they are and 
whether superior systems are possible. 

5.5 Environmental Externalities and Sustainability 

Lack of sustainability of agricultural production and of incomes often, but not al-
ways, arises from adverse environmental externalities affecting agriculture 
(Tisdell, 1999, Ch. 4). Examples include depletion of shared water bodies, such as 
aquifers, as a result of open-access or poorly regulated access to the water, spill-
overs from salting such as reduced water quality, or environmental pollution 
caused by other industries that adversely impact on agricultural production. It is 
also possible that loss of genetic diversity could eventually have adverse conse-
quences for the sustainability of agricultural production. 

However, lack of sustainability of the productivity of agriculture cannot always 
be attributed to environmental externalities. Taking into account the discount rates 
which landholders apply, it may pay them to mine their land. The higher their dis-
count rate, the more likely landholders are to do this. A higher discount rate results 
in stronger preferences for farm income now rather than in the future. Rising rela-
tive returns from investing off-farm rather than on-farm and easier access to off-
farm investment opportunities can also have a similar effect. In both cases, lack of 
agricultural sustainability is a consequence of private decisions by farmers rather 
than a consequence of externalities. 

Sometimes, particular institutional arrangements for the use of shared resources 
(subject to adverse externalities) can increase the economic efficiency of their use 
and promote the sustainability of agricultural production. For example, co-
operative arrangements between persons for the management of a shared natural 
resource may benefit all (Swallow and Meinzen-Dick this volume). Nevertheless, 
co-operative agreements may only evolve if the number of effective parties is rela-
tively small or if legal obligations provide a stimulus for their formation, as in the 
case of the New York City water supply, where the water authority was legally re-
quired to supply water which met a minimum standard of quality. The water au-
thority decided that rather than incur extra costs to treat this water, the most eco-
nomical solution would be for farmers in its water catchment to plant trees to 
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improve water quality and was able to reach a co-operative agreement with these 
farmers to achieve this, as reported in Swallow and Meinzen-Dick in this volume. 

In other cases, institutional reform which results, for example, in the introduc-
tion of tradable permit systems may result in the more efficient use of shared re-
sources. However, such systems will only result in sustainability if production of 
the aggregate allowable use of the shared natural resource does not lead to its 
overexploitation. Furthermore, systems of tradable resource rights are more com-
plex than is commonly realised and can involve a high level of transaction costs, 
as pointed out by Tisdell (2009, Ch.6). These systems involve hybrid economic 
governance structures (Van Huylenbroeck et al. this volume) in the sense that they 
combine government regulation with the use of market forces to manage the 
shared use of natural resources. 

5.6 Equity, Efficiency and Agricultural Externalities 

The presence of externalities is often believed to provide a case for public inter-
vention in an economy in order to bring about a Paretian improvement, particu-
larly if the transaction costs involved in intervention are low or zero. Nevertheless, 
externalities can be Paretian irrelevant (see Section 5.3), in which case there are 
no economic efficiency grounds for intervention. 

Whether there are equity grounds for public intervention when externalities are 
Paretian irrelevant is less clear. If an externality is favourable and Paretian irrele-
vant, should those who benefit from it have to pay those who generate it? The case 
for this seems to be weak, because those who engage in the activity already gain 
from it in any case, and it is coincidental that the external beneficiaries also gain. 
Compared to its absence, there is a Paretian improvement as a result of the activity 
occurring. But what if an adverse externality is involved? Those creating the ad-
verse externality gain from it, but those who suffer from it lose compared to the 
original situation. Even if the adverse externality is Paretian irrelevant, there could 
be a case in such circumstances to compensate the victims on distributional 
grounds. 

The above indicates that the case for transferring income to agriculturalists on 
the basis that they create favourable externalities is sometimes weak on economic 
grounds. The externalities may be infra-marginal and Paretian irrelevant. How-
ever, compensation to farmers seems justifiable when it is required that they alter 
their activities at a cost to themselves in order to change the nature or extent of the 
favourable externalities they create. The minimum necessary compensation in 
such cases would be the extra cost the agriculturalists incur to comply with the 
policy. To the extent that farm income supports under the Common Agricultural 
Policy (CAP) focus on this aspect, they could be regarded as being equitable and 
as promoting economic efficiency. In practice, however, it is debatable whether 
environmental policies can be so finely tuned. It may be that some agricultural 
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subsidies are being paid for the generation of Paretian irrelevant externalities or 
that a greater amount is being paid than the costs to farmers of generating addi-
tions to favourable externalities. The presence of infra-marginal and extra-
marginal externalities complicates the formulation of environmental policies.  

A further set of economic efficiency versus equity issues are raised by the 
Coase theorem (Coase, 1960), which Coase illustrated by an agricultural example. 
This theorem was welcomed by strong advocates of private property rights and 
seemed to provide solid support for those, such as Posner (1981), favouring ag-
gregate wealth maximisation as the desirable goal for the organisation of society. 
Nevertheless, a serious shortcoming of Coase’s theorem is that it ignores equity 
issues and only concentrates on economic efficiency, asserting that in the absence 
of transaction costs, a Paretian optimum can be achieved if either polluters have 
the legal right to pollute or if others have the right to a pollution-free environment. 
However, the distribution of income is entirely different, depending on whether 
those generating the adverse externality are given the right to pollute or those af-
fected by it are given the right to a pollution-free environment. A choice between 
the alternatives must be made on the grounds of justice. It is less well known that 
Coase’s efficient solution to the externality problem is sensitive to the distribution 
of property rights.  

This second limitation of Coase’s theorem means that the Paretian efficient use 
of shared natural resources varies with the distribution of property rights in these, 
that is with the distribution of resource entitlements. Consequently, the efficient 
economic solution to Coase’s resource-use problem cannot be divorced from the 
distribution of those rights. There are at least two reasons why this is so. As is well 
known in neoclassical welfare economics, changes in resource allocation which 
are able to bring about a Paretian improvement depend upon the initial endow-
ments of those involved in economic activity: they restrict, for example, points on 
the contract curve which can result in a Paretian improvement compared to the 
original position (Tisdell & Hartley, 2008). However, a very important effect can 
also be the status quo or endowment effect. 

Research by behavioural economists finds that the willingness of individuals to 
pay (WTP) for an environmental good is generally less than their willingness to 
accept compensation (WAC) for its loss. This has been described as the endow-
ment or status quo effect (Kahneman, Knetsch, & Thaler, 1991; Knetsch, 1989, 
1990). This effect results in different bargained outcomes, when Coase’s analysis 
is applied, depending upon whether those creating an adverse externality have the 
right to create it or whether those adversely affected by it have the right to disal-
low it. Hence, the efficient economic solution is sensitive to the distribution of 
rights. This can be illustrated by a simple example. 

Suppose an area of land in a relatively natural state is privately owned and suit-
able for agriculture. The owners are basically agriculturalists and would like to 
transform the land so its agricultural productivity can be raised. They need to clear 
the land of trees (of forest), but this creates an adverse externality for others whom 
we shall call conservationists. 
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If agriculturalists do not have the right to clear the land of trees, their marginal 
willingness to pay conservationists to allow this might be as indicated by line 
ABC in Fig. 5.4. On the other hand, if agriculturalists have the right to land clear-
ing, their marginal willingness to accept compensation to forgo land clearing 
might be as indicated by line DEF. Similarly, the marginal willingness to pay 
curve (to avoid deforestation) for conservationists might be as indicated by line 
GEH, while their marginal willingness to accept payment for deforestation might 

Fig. 5.4: Coase (1960) argued that in many cases the clear specification of property rights in en-
vironments would facilitate an efficient economic response to the occurrence of externalities. 
However, because willingness to accept compensation for loss of these rights usually exceeds 
willingness to pay for them, an efficient economic outcome is sensitive to the legal distribution 
of property rights in the environment. This means that economic efficiency and equity are not in-
dependent. In the case illustrated, it is assumed that landholders obtain an economic benefit from 
clearing trees on their land, whereas conservationists suffer an economic loss. If landholders 
have the legal right to all trees on their land, they will find it profitable to remove them all in the 
absence of compensation to refrain from this. In the case shown, the marginal willingness of 
conservationists to pay landholders to refrain from removal of trees is indicated by line GEH, 
and the willingness of landholders to accept compensation is indicated by the broken line DEF. 
In the absence of transaction costs, a bargained solution (an efficient solution) corresponding to 
point E should emerge. This will result in x2% of trees being removed. On the other hand, if the 
property rights in the trees are reversed, the bargained outcome would correspond to point B. 
This efficient economic solution would result in only x1% of trees being removed. Thus, even in 
the absence of transaction costs, the Paretian efficient solution depends on the distribution of 
property rights 
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be as shown by line JBK. It follows, if landowners (agriculturalists) have the right 
to clear their land, that E is the Coasian bargained solution. If, on the other hand, 
conservationists have the right to tree-cover of the land, B is the Coasian bar-
gained solution. In the former case, a larger percentage of the land is cleared, x2, 
than in the latter case, which involves x1 of the land being cleared. The efficient 
economic result therefore varies with the distribution of property rights. 

The reasons why the endowment or status quo effect exists and can be quite 
large has not yet been fully explained in the available economic literature. It may, 
however, be reinforced by the income effect. 

In reality, the presence of transaction costs can be expected to hinder or block 
the realisation of an efficient Coasian bargained outcome to the control of envi-
ronmental externalities. In some cases, transaction costs will be least if the gov-
ernment intervenes to address the externality problem directly. Direct government 
intervention to regulate environmental externalities is sometimes (but not always) 
the most economical policy option. Determining the most efficient institutional 
structures for regulating externalities is a challenging task, because it requires ac-
count to be taken of transaction costs and the possible presence of asymmetric in-
formation. These aspects are ignored in neoclassical economic analysis and, there-
fore, some new institutional economists have branded it Nirvana economics. Let 
us consider transactions costs and asymmetric information in relation to the regu-
lation of externalities. Coase (1960) failed to take account of these despite his be-
ing a pioneer of transaction cost economics (Coase, 1937). 

5.7 Transaction Costs Involved in Public Regulation of 
Externalities 

While public regulation of externalities can bring Paretian gains, this is by no 
means assured. Agency costs (transaction costs) are involved in the public regula-
tion of externalities. This can be so high as to prevent a Paretian gain which would 
otherwise occur. Information deficiencies on the part of regulators are also a prob-
lem, and improved knowledge can only be obtained at a cost which in some cases 
can prove to be excessive. 

Furthermore, principal-agent problems (which partly occur because of asymme-
try of information) can arise if public servants look mainly towards their own self in-
terest. They may try to maximise their income, and that of their agency, from their 
regulatory activities. They may fail to regulate environmental spillovers in a least-
cost manner and could absorb all the revenue obtained from environmental charges 
(or more if funded from general public revenue) in their administrative expenditures. 

The problem can be illustrated by Fig. 5.5. For simplicity, suppose the point 
emission of a water pollutant that adversely affects agriculturalists and other water 
users. Suppose that the marginal externality costs imposed by the emission of the 
pollutant are as indicated by line OBD in Fig. 5.5 and that line ABC represents the 
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Fig. 5.5: When transaction and related costs are taken into account, the cost of public regulation 
of externalities can exceed the social economic benefits otherwise obtained. In the case illus-
trated here, in the absence of regulation polluters will emit x2 units of the pollutant per period of 
time. A potential Paretian gain can be achieved by reducing the level of emissions to x1. This re-
sults in a potential net economic benefit equal to the area of triangle BCD. However, if the gov-
ernment’s administrative expenditure to bring this about exceeds the area of the triangle, this 
regulation results in a net Kaldor-Hicks economic loss 

This could be achieved by the government imposing a charge of OF on each unit 
of the pollutant emitted. This would yield the equivalent of the area OFBG in pub-
lic revenue. However, a Kaldor-Hicks loss will occur if the cost of administering 
the scheme exceeds the area of triangle BCD. This means that the economic gain-
ers from the intervention (victims of pollution and the government) would not be 
in a position to potentially compensate losers (polluters) for the intervention. Ob-
serve that the final welfare impact of such a scheme would depend on how the 
public revenue obtained from it is used. This type of analysis leaves such an issue 
unresolved. Furthermore, the equity question would remain of whether the victims 
of the water pollution should be fully compensated for their losses. In this case, 
even if emissions are reduced to x2, victims of the pollution still suffer an eco-
nomic loss equivalent to the area of triangle OBG, and so the reduction in emis-
sions from x2 to x1 does not fully satisfy them. 

marginal benefit to polluters of being able to pollute. In the absence of regulation, 
polluters will emit x2 of the water-borne pollutant per unit of time. This results in a 
social economic deadweight loss equivalent to the area of triangle BCD. A poten-
tial Paretian improvement is possible by reducing the level of these emissions 
from x2 to x1. 
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The economic efficiency of different institutional mechanisms for the manage-
ment of natural resource use varies in their economic efficiency when account is 
taken of transaction costs. In addition, they often vary in their equity consequences 
and their political acceptability. For example, a system of tradable pollution rights 
may involve lower administration costs than a system of government charges on 
pollution emissions. However, both will involve administration costs. Furthermore, 
tradable permit systems can vary significantly in their nature (Tisdell, 2009, Ch.5) 
and, therefore, in their effects on economic efficiency and equity. For instance, if 
tradable pollution rights are auctioned, this will result in a transfer of income to the 
government, but if they are allocated free of charge to existing polluters (a process 
known as grandfathering), polluters may end up with a windfall economic gain. In 
the latter case, they have a valuable asset which they may sell. Grandfathering can 
politically facilitate the introduction of government regulation of externalities. 

5.8 The Political Acceptability of Economic Policies  

Economic policies cannot usually be implemented unless they are politically ac-
ceptable. This means that the policies likely to yield the greatest economic bene-
fits cannot always be implemented. What factors influence the political acceptabil-
ity of policies? 

Social values and ethics play a role in policy formulation. These change or 
evolve with the passage of time and are subject to influence by propaganda and 
other means. Secondly, institutional constraints may also impact on what is politi-
cally acceptable. Given these constraints, constituents will be limited in the ways 
in which they can object to political decisions, and the costs that they must incur 
to try to change these decisions will also be affected. Such costs can result in pas-
sive acceptance of political decisions that may be unpopular. Therefore, those 
policies that are politically acceptable will vary with the historical background and 
institutional structures of nations. 

While economists are often only concerned about the ultimate economic con-
sequences of policies, political approaches tend to put much more emphasis on the 
procedures used for social decision-making. Some of these politically acceptable 
procedures (such as majority voting systems) can actually add to economic costs, 
but constituents seem to be prepared on occasions to accept these in return for 
greater political or social involvement. 

The type of conflict that can arise between preferences for political procedures 
and social economic benefits can be illustrated by Fig. 5.6. There, on the X-axis a set 
of political procedures are in theory valued from the least acceptable, which are 
closest to its origin, to the more acceptable, which are further from the origin. For 
simplicity, these procedures are assumed to be continuous, but need not be. The 
Y-axis indicates the social economic benefits from these alternative political proce-
dures, only one of which may be chosen. These social economic benefits may for 
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example be for alternative possible policies relating to the regulation of environ-
mental externalities in agriculture. Curve ABCD represents the frontier of possibili-
ties, and W1W1 and W2W2 are social indifference curves of the Bergson type. 

Fig. 5.6: Policies that are economically efficient or create the greatest social economic benefit 
are not always politically acceptable. In this figure, curve ABCD shows the relationship between 
political procedures adopted and social economic benefits obtained. Political procedures corre-
sponding to x0 yield the greatest economic benefit, but this combination of political procedures 
and their economic outcome is not socially ideal, because preferences exist about the political 
procedures adopted in society for decision-making. Given the preferences represented by the so-
cial indifference curves W1W1 and W2W2, the ideal political procedure corresponds to x1, even 
though it does not maximise social economic benefit 

Given the possibilities illustrated in Fig. 5.6, the combination corresponding to 
point C is socially ideal. However, it does not result in the best ‘attainable’ eco-
nomic outcome, nor does it correspond to the most desired political procedure. 
Note that the ideal solution in Fig. 5.6 corresponding to point C can change if the 
social indifference curves vary or if the ordering of possible political procedures 
alters, other things being constant. 

Although the presentation in Fig. 5.6 is more illustrative than definitive, it helps 
to support the view expressed by Hagedorn (1993) that agricultural economists 
should take account of the political acceptability of economic policies when they 
propose them. At the same time, it can be important (from a social point of view) 
for economists to point out economic benefits forgone by adopting politically ac-
ceptable procedures and policies that yield inferior economic results. 
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5.9 Property Rights in Agricultural Genetic Material and 
Externalities 

It is often difficult to sustain property rights in agricultural genetic material, and in 
the past, genetic material was frequently taken from those originally possessing it 
without any payment being made for its use. This is still possible today, but this 
possibility has now become more limited due to laws granting intellectual prop-
erty rights to those who develop new plant varieties and patents or similar protec-
tion for those who create new genetically modified organisms (GMOs).  

The introduction of new organisms usually results in incompletely or unknown 
environmental risks. The more demanding the screening required to determine 
these risks is, the less profitable it is likely to be for enterprises to engage in such 
development. Furthermore, the greater the environmental restrictions on the use of 
new organisms by the customers of their developers, the lower is the demand for 
these and the less incentive there is to develop them. For example, the more re-
strictions there are on the use of GM soya beans resistant to the herbicide gly-
phosate, the lower is the profitability of this innovation for Monsanto. Thus to 
some extent, a company such as Monsanto will profit from fewer environmental 
restrictions on the use of its GM seed. On the other hand, very loose regulations 
could result in serious environmental problems and, in turn, this could generate a 
political backlash for developers of GM seed. It may be that the co-existence rules 
for the growing of transgenic crops and non-GMO crops provide an appropriate 
compromise between political acceptability and environmental risk (see Beckmann, 
Soregaroli, & Wesseler, 2006). Nevertheless, politically speaking, the appropriate 
level of environmental risk to take with new GMOs is uncertain. 

On the other hand, public regulations ostensibly intended to protect the public 
against environmental risk often protect the party or parties that are the source of 
this risk. This is sometimes true of regulations that prescribe particular tests be 
carried out by those proposing to market a product for, say, use in agriculture. 
Provided the tests are conducted and show no problem, the seller may be free of 
further legal liability if a subsequent environmental problem emerges. The legal 
liability of the seller may be curtailed even further if a public body exists which 
authorises the use of the product (Tisdell, 1993, Ch.5). 

While intellectual property rights in new plant varieties and GMOs could be 
justified on the basis that they provide economic incentives and rewards for re-
search and innovation, the argument for property rights in existing natural genetic 
material (or that developed as a result of communities pursuing their own self-
interest) appears to be more tenuous. Such rights might only be defensible on in-
come distributional grounds or if the payment would result in conservation of a 
genetic material which otherwise would not be saved. If the conservation of the 
material would have occurred in any case, payment for it would not be compensa-
tion for supplying a service. In such cases, the conservation of the genetic material 
is Paretian irrelevant. Apart from the huge transaction costs that would be involved 
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if users of natural genetic agricultural material were required to pay the ‘original’ 
possessors of this material for its use, this might have little effect on the conserva-
tion of natural genetic materials utilised in agriculture. Therefore, payment in such 
cases is essentially a rental payment. Consequently, it is surprising that the Inter-
national Convention on Biological Diversity puts so much store on property rights 
in genetic material as a way of conserving biodiversity: a result that is widely be-
lieved to be environmentally desirable and to be favourable to sustaining eco-
nomic development. 

The granting of property rights to entities developing new genetic material, 
such as new plant varieties and genetically modified organisms, has become of 
growing importance in recent decades. In agriculture, a major concern has been 
that this new genetic material might give rise to unknown or unanticipated nega-
tive externalities. There is considerable debate about how one can best balance the 
potential economic benefits from such genetic developments against the environ-
mental risks and uncertainties they entail and about the institutional structures that 
might be best to address these problems. Different countries have developed dif-
ferent structures presumably influenced by their varying political backgrounds and 
evolutionary aspects of governance (Beckmann et al., 2006; Beckmann & 
Wesseler, 2007). Although an economic case exists for granting property rights to 
entities that develop new genetic agricultural material, there is a need to be more 
cautious about granting such rights to all extant natural genetic material to the re-
gion where that material has originated from. The economic argument for such 
property rights appears to be weak, except in cases where these rights would result 
in the conservation of wanted genetic material that otherwise would not be con-
served. The International Convention on Biological Diversity assumes that by the 
granting of such property rights in genetic materials originating locally to indige-
nous people, traditional farmers and similar entities, this will be effective for en-
suring biodiversity conservation (thereby supporting sustainable development) and 
will also result in an equitable outcome. However, the transaction costs involved 
in implementing such a policy could be huge and could more than outweigh any 
economic benefit. While there could be some circumstances in which this property 
rights policy generates the desired results, success may be restricted to special 
cases. Furthermore, it was found from a sample survey in Australia that there was 
little public support for the sustainable use of wildlife as a strategy to conserve 
biodiversity and, therefore, this policy has limited political acceptability in Austra-
lia (Tisdell, Swarna Nantha, & Wilson, 2007). The commercial (and subsistence) 
use of species was most strongly opposed in cases where their existence was en-
dangered or they were believed to be vulnerable to extinction, presumably because 
proponents thought this would be an ineffective conservation policy.  

Although the transaction costs involved in implementing public policy pose a 
formidable barrier to the practical application of the International Convention on 
Biological Diversity, these barriers can be reduced by institutional changes, such 
as the formation of farmers’ and tribal co-operatives to secure payment from other 
users for genetic material conserved or developed in their area. The cost of the 
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political momentum for implementing policy varies with institutional structures. 
As Hagedorn (1993, 2003, 2005); Hagedorn, Arzt, and Peters (2002) has empha-
sised, social organisational structures are highly significant in determining the 
economics, political prospects and practicability of implementing public policies 
to manage the supply of public goods. Hagedorn’s approach, therefore, has ex-
tended the contribution of Williamson (1975), which has concentrated on the eco-
nomics of business management, to the wider sphere of public policy. This has re-
sulted in new insights into processes involved in political economy. 

5.10 Concluding Comments 

Herbert Simon (1957, 1961) stressed the importance of bounded rationality as an 
element in administrative decision-making. This theme was extended and devel-
oped by Williamson (1975), who placed a high degree of emphasis on the impor-
tance of transaction costs in influencing the evolution and optimality of organisa-
tional structures. In Williamson’s theories, the assumption of rational behaviour is 
of central importance, as it is in neoclassical economics, whereas Simon (1957, 
1961) was critical of this assumption. Hagedorn (1993, 2003, 2005); Hagedorn et 
al. (2002) has extended the new institutionalist framework of Williamson to the 
analysis of public policy-making in relation to agriculture and the management of 
natural resources. 

This paper has demonstrated that, even ignoring transaction costs and equity 
considerations as well as other limitations, finding the most efficient economic so-
lution to the regulation of agricultural externalities can be much more complex 
than is commonly realised. This is because the mathematical functions that under-
lie such relationships are often not smooth and continuous everywhere, contrary to 
the assumptions of neoclassical economics. This complexity suggests that policy-
makers are likely to be faced by the types of bounded rationality problems raised 
by Simon (1957, 1961). These ‘irregular’ functional relationships also raise new 
questions about the economic efficiency consequences of subsidising favourable 
agricultural externalities as well as the equity of such policies. A further difficulty 
for the rational design of agricultural policy arises because the economic efficiency 
of resource use is not independent of the distribution of property rights in resources, 
as results from behavioural economics were used here to demonstrate. This means 
that one has to consider what is the just distribution of rights in assessing agricultural 
policies in order to select the appropriate efficient economic policy.  

However, the transaction costs involved in implementing agricultural policy 
cannot be ignored from an economic efficiency point of view. These costs vary 
with the institutional arrangements for policy implementation. In some cases, hy-
brid institutional systems may minimise transaction costs, but not in all cases. Sys-
tems of tradable resource use and the issue of permits provide an example of such 
hybrid systems. 
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The political economy challenges involved in designing agricultural policy for 
regulating externalities and the supply of public goods are increased by the fact 
that such policies need to be politically acceptable if they are to have a reasonable 
chance of being adopted. As pointed out by Hagedorn (1993), it is possible to 
identify particular institutional structures that can facilitate the acceptability of 
proposed public policies. Political acceptability or practicality, therefore, is a con-
straint on the implementation of agricultural policies. It means that the most effi-
cient policy from an economic point of view may not be able to be implemented 
because of political considerations. Similar constraints may also occur in relation 
to the implementation of agricultural policies that are considered to be equitable. 
Property rights in agricultural genetic material were discussed briefly in order to 
illustrate some of these issues.  
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Abstract. Most human-environment interactions with regard to any natural re-
source occur on multiple scales. Furthermore, the “human” aspect of human-
environment interactions always involves multiple communities of interest and 
identity, and the “environment” aspect always involves multiple dimensions, uses, 
and values of any natural resource. These facts pose a significant challenge in the 
design of institutions to aid in the sustainable management of those human-
environment interactions. Literature addressing that challenge spreads across sev-
eral disciplines, including resource economics, ecology, law, and political science. 
Any quest for the “right” scale of resource management institutions may end up 
being unsuccessful, but this does not mean there is no difference among in-
stitutional alternatives. Some arrangements offer more favorable conditions than 
others for information collection, deliberation, learning, and adaptation. This 
chapter provides arguments in support of the conclusion that polycentric arrange-
ments operating (albeit imperfectly) in a number of settings improve human be-
ings’ prospects for handling the challenges of complexity, diversity, and uncer-
tainty and, therefore, enhance the possibilities for human societies to organize and 
maintain more nearly sustainable management of natural resources. 

Keywords: Complexity, Decision making, Institutions, Multi-level governance, 
Resources 

6.1 Introduction 

Most human-environment interactions with regard to any natural resource occur 
on multiple scales. Furthermore, the “human” aspect of human-environment inter-
actions always involves multiple communities of interest and identity, and the 
“environment” aspect always involves multiple dimensions, uses, and values of 
any natural resource. These facts pose a significant challenge in the design of 
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institutions to aid in the sustainable management of those human-environment 
interactions. 

Any quest for the “right” scale of resource management institutions may be un-
successful, but this does not mean there are no differences among institutional al-
ternatives. Some arrangements may offer more favorable conditions than others 
for information collection, deliberation, learning, and adaptation. This chapter dis-
cusses a theoretical rationale, and provides some empirical support, for the propo-
sition that multiple and polycentric arrangements operating (imperfectly) in a 
number of settings may offer prospects for more nearly sustainable management 
of natural resources. 

The chapter opens with a review of current conceptions that have influenced 
thinking about the sustainable management of natural resources. The next section 
focuses upon the elements of complexity and uncertainty that have strongly influ-
enced the changed conceptions of natural resource management. Then the implica-
tions of complexity and uncertainty for natural resource management, as well as 
for the design of institutions, are explored and discussed in the following two sec-
tions of the chapter. A subsequent section presents some alternative institutional 
arrangements as they relate to the governance and management of human activi-
ties with regard to natural resources. The concluding section summarizes the ar-
gument for polycentric institutions as keys to sustainability in natural resource 
management, in light of the challenges posed by complexity, diversity, and 
uncertainty. 

6.2 Current Conceptions of Natural Resource Systems 

In the past half century, at least three significant changes in the conception of na-
tural resources have emerged: the view of natural resources in terms of eco-
systems, beginning approximately forty years ago; the closely related conception 
of “complex adaptive systems”, which came into prominence approximately 
twenty years ago; and the more recent examination, within the past decade, of the 
interactions between humans and the biophysical world in terms of linked “social-
ecological systems”. Although these changing conceptions of natural resources 
have developed in response to the felt need of scientists to develop better analyti-
cal tools, these changed ideas also bear substantial implications for the manage-
ment of natural resources and, thus, for the questions of institutional design. 
Therefore, in order to get to the topic of institutional design for natural resource 
management, it is worthwhile to at least briefly consider the factors that have con-
tributed to these changed conceptions about natural resources. 

Ecosystem concepts have become a more common element of natural resource 
management. Closely associated with the idea of the ecosystem is that of the com-
plex adaptive system, which was captured elegantly by Low, Ostrom, Simon, and 
Wilson (2003, p. 103): “complex adaptive systems are composed of a large 
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number of active elements whose rich pattern of interactions produce emergent 
properties which are not easy to predict by analyzing the separate system compo-
nents.” Ecosystems similarly consist of multiple interacting elements, the condi-
tions and behavior of which change over time in ways that can yield unpredictable 
shifts and outcomes. These two ideas (ecosystems and complex adaptive systems) 
have generated a significant literature, contributed to by scholars from many 
disciplines. 

Resource economist James Wilson (2002) has contrasted the Newtonian world 
of controllable non-adaptive systems with the ecosystem world of complex adap-
tive systems. A problem with the latter is the pervasiveness of nonlinear relation-
ships, making it difficult to trace movement or changes in one object in the system 
and predict the reactions of other objects. Past approaches to natural resource ma-
nagement, even as the ecosystem concept emerged, typically assumed that this 
tracing was possible. Earlier experiences with those past approaches suggest that 
this Newtonian view does not apply readily to complex adaptive systems, and per-
haps not at all. The incorporation of ecosystem concepts necessitates some re-
placement of modern, often engineering-based management with broader, less 
precise, and less controlled approaches, such as adaptive management (Holling, 
1978). 

The presence of human societies and their interaction with natural resources 
adds further complexity and creates additional potentials for unexpected dynamic 
responses. Carl Walters (1986, p. 2), another early advocate of adaptive manage-
ment, pointed out that focusing resource management on the physical landscape 
alone overlooks “the socioeconomic dynamics that are never completely con-
trolled by management activities” either. The need for analytical tools capable of 
incorporating the social as well as ecological dimensions of sustainable natural re-
source management has motivated the work of Konrad Hagedorn on the Institu-
tions of Sustainability (IoS) framework and the work of Elinor Ostrom – first, on 
the application of the Institutional Analysis and Development (IAD) framework to 
common-pool resources and, more recently, on a multi-tier framework for analyz-
ing social-ecological systems (SESs). 

Close attention to the interactions between human beings and the biophysical 
world is the focus of the emerging literature on SESs. Contributors to Berkes and 
Folke (1998) addressed “linked social-ecological systems,” and the term was also 
used the following year in Wilson, Low, Costanza, and Ostrom (1999). The litera-
ture on SESs, which has developed rapidly since the late 1990s, emphasizes the 
challenges of institutional design, resource management, and conservation in light 
of the complex, multi-dimensional characteristics of such systems (see Berkes, 
Colding, & Folke, 2003; Ostrom, 2007). 
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6.3 Complexity and Uncertainty in Adaptive Systems 

Although they are distinct from one another, these newer conceptions of natural 
resource systems exhibit common elements. One is a recognition of, and a focus 
upon, complexity (see especially Janssen, 2002). Another is a recognition of, and a 
focus upon, uncertainty, particularly in the work on complex adaptive systems and 
on social-ecological systems. The complexity of systems, and the uncertainty as-
sociated with them, have important ramifications for management prospects and 
institutional design and, thus, deserve closer attention here. 

“Uncertainty” is used in several contexts. Often it signifies insufficient data or 
a lack of complete information. Sometimes it means the presence of “noise” or er-
ror due to the randomly varying nature of some process. Such views of uncertainty 
share an “assumption that we know or believe we know the basic cause-and-effect 
relationships – the system structure – in […] whatever we are studying” (Wilson, 
2002, p. 333). Although we understand a system’s structure, we lack enough data 
to be more precise and accurate, or our predictions contain errors because of 
known or random variability in the system. 

But there is another, and one might say deeper, type of uncertainty which in-
volves more than a lack of reliable data or the presence of random variation. This 
deeper uncertainty involves a lack of knowledge or absence of agreement about 
the nature of the resource system itself and of its dynamic behavior. This uncer-
tainty includes lack of agreement about what elements of the system are the best 
indicators of its overall condition as well as lack of agreement about what changes 
in those indicators mean (Jordan & Miller, 1996). More or better data, by them-
selves, would not necessarily diminish or eliminate this kind of uncertainty. 

Because the latter type of uncertainty has been discussed by some authors in 
the literature on complex adaptive systems, it is possible to confuse this sort of 
uncertainty with complexity. The difference between the two, however, was use-
fully articulated by Roe (2001, p. 111): “Issues are uncertain when causal proc-
esses are unclear or not easily understood. Issues are complex when they are more 
numerous, varied, and interrelated than before.” 

There are at least three reasons why this deep uncertainty is characteristic of 
complex adaptive systems: differing rates of change among system components, 
scale differences, and disturbance processes. 

6.3.1 Differing rates of change 

The factors that make up an ecosystem, complex adaptive system, or social-
ecological system typically change at different rates. Species populations, ambient 
environmental conditions (e.g., air, water, and soil composition, temperatures), 
and anthropogenic impacts (e.g., harvesting behavior or technologies) all change 
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at different rates. By themselves, differential rates of change would present a 
complexity problem rather than an uncertainty problem; the latter arises rather 
from the fact that elements in the system respond to changes in other elements. 
Therefore, the effects of differential rates of change are contingent, and may yield 
alterations that are not merely linear extensions of trends. “State shifts” may oc-
cur, even as a result of a small change in a single system element, depending upon 
the configuration of the conditions of all other system elements at that moment. 
Conversely, with a different configuration of the conditions of all other system 
elements, that same small change in the remaining element may yield little or no 
observable perturbation at all. 

6.3.2 Scale differences and near decomposability 

Interactions and effects also occur across space and time scales, a phenomenon 
that has gained a great deal of attention lately, especially in the work of Young 
(1994, 1995, 2002) and colleagues. Because these complex systems are heteroge-
neous, the effects of a condition change in one portion or local area of the system 
may be relatively insulated from the rest, while the same change occurring in a 
different portion or local area of the system generates system-level transforma-
tions. For this and other reasons (e.g., Wilson et al., 1999), a change of condition 
in one portion of the system cannot be automatically “scaled up” to predict system 
level effects. Discontinuities in the relationships between system elements and sy-
stem effects make it “very difficult to extrapolate results from one scale – fre-
quently the plot scale – to higher spatial scales” (Swallow, Johnson, & Meinzen-
Dick, 2001, p. 451; see also Gunderson, Holling, & Light, 1995, p. 531). “Scaling 
down” is difficult as well: it is unclear how changes occurring at a systemwide 
scale will manifest themselves in effects at particular locations within the system. 

6.3.3 Disturbance processes 

System processes and behaviors may be interrupted by disturbances. In social-
ecological systems, these include effects of infestation and disease, natural disas-
ters, and shifts in the ambient environment. Added to the natural variability of the 
resource systems themselves, this kind of uncertainty allows for “unknowable re-
sponses, or true surprises [due to] the self-organizing, ever-changing character of 
ecosystems and their response to perturbations that are unprecedented (at least to 
the current ecosystems)” (Carpenter, 1996, p. 120). Rapid changes may occur for 
reasons that are not only poorly understood but even unforeseen. Disturbance pro-
cesses introduce an element of deep uncertainty – not merely complexity – into 
the challenge of resource management. 
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6.4 Implications for the Approach to Management 

Without agreement on which elements of a system best indicate its overall condi-
tion, scientists and resource managers are likely to also lack agreement on what a 
change in one or more of those indicators at any particular time signifies. It is dif-
ficult to know, even after the fact, which changes in system conditions represent 
trends and which do not. The selection of policy “targets” becomes especially un-
clear, and so does our understanding of how alternative policy actions relate to 
those targets. Furthermore, if resource managers focus their attention on a few se-
lected policy targets, undesired and undesirable results may occur as other ele-
ments of the system shift in unanticipated ways (Carpenter, 1996, p. 147). 

In the protection and management of complex adaptive systems, both the scien-
tific problem and the management problem are qualitatively different from what 
they would be if we understood the fundamental dynamics of the system and sim-
ply needed more data. Uncertainty boosts the chances for decision making to re-
sult in misguided or maladaptive policies. Management systems are prone to error. 

Failure to recognize and acknowledge uncertainty can magnify that error-
proneness. Unfortunately, decision makers tend to overestimate their understand-
ing of problems and underestimate the uncertainty involved in them (Low et al., 
2003). Failure to acknowledge uncertainty reduces the likelihood that policy mak-
ers will develop and implement management practices that have learning elements 
designed into them, a practice recommended by Korten (1980) years before. Fail-
ure to incorporate learning processes into institutional designs may expose us to 
more “catastrophic” errors that can result from an incomplete understanding of the 
resource system (Wilson, 2002, p. 332). This makes error correction even more 
important. Error correction depends upon error detection, and this raises questions 
about what sorts of institutional designs could enhance the prospects for error 
detection. 

In the management of complex resource systems, the predictions underlying 
policy actions must be closely and continually compared with observations of the 
resource system. Furthermore, this close monitoring will need to incorporate mul-
tiple indicators and take place at multiple scales. Arrangements are therefore nee-
ded that will enhance the collection of information, the detection of errors, and the 
opportunities for adaptation. 

6.5 Implications for the Design of Institutional Arrangements 

As the preceding sections have suggested, the changed conceptions of natural re-
source systems have substantial and far-reaching implications for decision making 
as well as for the institutional structures human beings devise and employ. Dis-
agreement continues among researchers and practitioners over, for instance, the 
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relative merits of comprehensive regulation through integrated agencies versus 
multi-centered or polycentric institutional arrangements. The desire for compre-
hensive decision making still holds significant attraction in the literatures on inte-
grated resource management and is implicitly associated with the notion of some 
integrated decision-making apparatus. Other authors, however, are skeptical of us-
ing an integrated decision making organization for the management of complex 
adaptive systems. Their rationale for multi-centered or polycentric institutional ar-
rangements appears to be composed of a number of common themes: 

1. the recognition of scale diversity, 
2. the desire to reduce error-proneness and promote learning, 
3. the recognition of limitations on human information processing capabilities, 
4. the presence of multiple goals for resource management, and 
5. the recognition of the diversity of human interests and values associated with 

most complex natural resource systems. 

6.5.1 Recognition of scale diversity 

In light of the observations about scale differences in complex resource systems, 
institutional analysts have incorporated scale diversity – and its implication, or-
ganizational multiplicity – into considerations of institutional design. According to 
this view, the management and protection of complex resource systems may re-
quire the involvement of multiple organizations at a variety of scales (Berkes, 
2006, 2007). Gunderson, Pritchard, Holling, Folke, and Peterson (2002, p. 262) 
observed that “resource systems that have been sustained over long time periods 
increase resilience by managing processes at multiple scales.” Both the IoS and 
IAD frameworks incorporate the presence of multiple scales as well as interac-
tions between them. 

Such thinking is predicated substantially upon the concept of “near decom-
posability,” which Simon (1996, 2000) developed in connection with the analysis 
of organizations, but which others have applied to the analysis of biophysical sys-
tems as well.1 Ostrom (2007), for example, writes that “SESs are partially decom-
posable systems” (2007, p. 15182). The concept of near decomposability opens 
the possibility that, even for a system composed of interacting elements, it may be 
possible to organize management around those elements as well as at the level of 
the system as a whole. Indeed, Simon sees it as more of a necessity than merely a 
possibility: “If we design complex systems to operate efficiently, we must incor-
porate near-decomposability in the design” (Simon, 2000, p. 753). 

                                                           
1 Such an extension does no harm to the original concept, however, as Simon himself has 
recognized that its scope extends beyond human organizations: “Most of the complex sys-
tems seen in the world are nearly decomposable systems.” (Simon, 2000, p. 753). 
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Such a multiorganizational arrangement would include smaller local organiza-
tions attending to particular subsystems, as these subsystem levels are more nearly 
amenable to close monitoring and to the development of improved understanding 
of patterns of activity. Smaller organizations would be combined with overlapping 
organizations at larger scales. These can serve as forums for sharing of informa-
tion across subsystems, and as a check on local structures that behave in ways det-
rimental to other subsystems (Low et al., 2003, p. 106; also Berkes, 2007). One 
finds examples of such arrangements in irrigation systems that have small-scale, 
farmer-managed units that are served by intermediate-scale, community-managed 
distribution canals, which are fed by large-scale, sometimes publicly-managed, 
headworks diverting water from a river or other water body (see Tang, 1994; 
Ostrom, 1992; Lam, 2006). 

6.5.2 Reducing error proneness and promoting learning 

A second theme is the importance of reducing error proneness and promoting 
learning, an effort that may be aided by some degree of duplication and redun-
dancy of organizational structures. Learning is essential to the kind of adaptive 
management that has been advocated for complex resource systems (Walters, 
1986, Lee, 1993). Learning is likely to be maximized and accelerated in a diversi-
fied institutional setting where multiple interventions are being undertaken and 
compared within the same system simultaneously, with opportunities to exchange 
results and observe the experiences of others (Wilson, 2002, p. 345–347, see also 
Holling, 1986; Ostrom, 2005). 

In addition to promoting learning, such experimentation may reduce the pros-
pects of large-scale errors. In Ostrom’s view, taking advantage of the partial de-
composability of resource systems means that “policies can be explored in one 
part of a system without imposing uniform formulas on the larger system that 
might lead to a large-scale collapse” (Ostrom, 2007, p. 15182). From this perspec-
tive, it may be important to avoid reliance upon a single management organization 
in situations where deep uncertainty, information loss, and information distortion 
can cascade into dramatically erroneous decisions and actions. 

The point made earlier about the importance of error detection comes into play 
at this point. Limited attention to a few selected indicators of system conditions is 
dangerous, but this is what individuals trying to operate a single organization 
charged with monitoring and managing a complex system will be inclined to do. A 
century of research on organizational behavior suggests that more nearly central-
ized organizations are susceptible internally to distortions of information and 
communications that can allow poor policies and practices to persist for undesira-
bly long periods (see Rozelle and Swinnen in this volume). 
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6.5.3 Recognizing the capabilities and limitations of human beings 

Paraphrasing Jones (2001), institutional design for complex resource management 
is more likely to be successful if it accounts for the limits and potentialities of hu-
man nature. Human decision making has limitations, which have been identified, 
characterized, and studied empirically for decades, usually under the rubric of 
bounded rationality, which is attributed to Herbert Simon (1957, 1996). 

A boundedly rational individual possesses both limited cognitive processing 
capabilities and limited information. People are goal-oriented and purposive, but 
limited in their cognitive competence (Simon, 1957). Boundedly rational indi-
viduals can learn and adapt to their immediate environment, and over time, learn 
and adapt to changing environments. Such learning and adaptation will be epi-
sodic and disjointed, however, because of the structure and operation of their cog-
nitive architecture (Jones & Baumgartner, 2005). Boundedly rational individuals 
are also influenced by norms and by their interactions with other individuals, an 
important finding that opens up possibilities for cooperative behavior, as empha-
sized by Arild Vatn in this volume. 

The above analysis suggests that comprehensive, integrated decision making 
will rapidly overwhelm people’s cognitive capabilities. Because of the complexity 
and uncertainty associated with resource systems, “no one individual or group 
could hope to adequately address the learning problem” (Wilson, 2002, p. 341; see 
also White, 1998, p. 25; Walther, 1987).2 Furthermore, these problems of limits of 
understanding and cognition may not be solved merely by the often-prescribed or-
ganizational fix of “scale matching,” that is, creating organizations to correspond 
with the outer boundaries of a complex resource system (Gunderson et al., 1995, 
p. 531; for analysis of a specific case demonstrating this, see Wilson et al., 1999). 

In addition to having imperfect information-processing abilities, boundedly ra-
tional people operate in a costly world. They must expend resources developing, 
implementing, monitoring, enforcing, and revising institutional arrangements. 
Those transaction costs shape and constrain the types of institutional arrangements 
that people devise (Williamson, 1985). People are not free to design any type of 
institution or policy they desire. People thus confront both cognitive and cost limi-
tations in developing and selecting policies, limitations that tend to direct them 
away from comprehensive, integrated approaches. 

                                                           
2 In a recent comparison of two cases, Slaughter and Wiener (2007) found that the concen-
tration of decision making in a single agency operated less effectively at detecting and solv-
ing complex problems in a watershed than polycentric arrangements in another one. 
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6.5.4 Multiple management goal 

Although limited in their capabilities, people are not similarly limited in their 
wants. A vital reality of complex resource system management is that people want 
it to achieve multiple goals. Two dimensions of the multiple-goal issue are impor-
tant to consider. First, the multiple goals people desire may conflict in some re-
spects and under some conditions. This is not fatal, since tradeoffs are often feasi-
ble, but it is an important fact to be kept in view. Second, different goals are more 
pertinent to some scales or subsystems within a resource system than they are to 
others; for example, recreational opportunities and demands might be more rele-
vant within one portion of the overall resource system, while subsistence needs are 
more critical in another. An implication of the fact that resource management in-
volves the simultaneous pursuit of multiple goals at multiple scales is that people 
trying to achieve a variety of goals within a resource system could sensibly opt to 
organize several overlapping institutional arrangements. 

6.5.5 Recognizing diversity of human communities and interests 

Managing and protecting complex adaptive resource systems would be challeng-
ing enough even if human uses, interests, and values were not at stake. The en-
trance of human beings into the problem brings an additional set of multiple scales 
(Lebel, Garden, & Imamura, 2005; Berkes, 2006). Just as the physical dimensions 
of a resource system appear at different scales, so do the multiple human uses and 
behaviors that occur and interact with that system, complicating further the tasks 
of decision making, monitoring, and enforcement (Adger, Brown, & Tompkins, 
2006). Handling such diversity is difficult within a single governance structure. 
People often choose instead to create a variety of different types of government 
and organization. 

It is especially important not to approach the problem of institutional design 
with the assumption that management decisions will be made by like-minded re-
source users or like-minded policy makers. If we recognize instead that communi-
ties of users within a complex resource system are likely to hold different values, 
norms, and preferences, our expectations regarding the design and performance of 
decision making processes will be affected substantially. As we contemplate indi-
viduals and communities interacting with natural resources, the “how” questions 
about decision making arrangements are compounded by “for whom” questions 
(Hooghe & Marks, 2003, p. 241). 

Overlaid upon the differences in people’s physical situations within a complex 
resources system (upstream versus downstream, adjacent to valuable resources 
versus farther away, etc.) are the many social, economic, and cultural distinctions 
among people. Distinctions of wealth, ethnicity, religion, occupation, social status 
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and the like will also exist among and between individuals and the groups or 
communities with which they identify (Lebel et al., 2005). Under these circum-
stances, the questions of who gets to decide and how are as important as, often 
more important than, the questions of what shall be done. 

As the “for whom” questions join the “how” questions of resource manage-
ment, it is essential to pay attention to boundary issues concerning who belongs 
“in” the decision making processes and who does not. Defining boundaries is a 
matter of determining (whether we acknowledge it explicitly or not) who is in and 
who is out; who “counts”, and how much; and who doesn’t count at all. Deborah 
Stone (1988) has observed that, although “who gets what” is as important as how 
they get it, defining the “who” and the “how” are not simple. There are multiple 
available definitions for each, and each definition invokes different values and dif-
ferent notions of equity. The distinctions made will therefore be contested: either 
by people who want to get in and be counted or those who wish to escape and 
avoid being included in a decision process that is likely to involve burdens as well 
as benefits. 

To adopt the attractive-sounding rhetoric that “all affected interests” should be 
included simply raises more questions, such as what it means for someone or some 
group to have an “interest” in the resource system? Does it mean to live within the 
physical boundaries of the system? To use its resources? To care about the re-
source system even though one never expects to live or visit there? Can one “have 
an interest” in a resource system by merely “taking an interest” in it? 

Ultimately, debates over who should be included within decision making proc-
esses are debates over which values should be given the greatest weight. Political 
theorist E.E. Schattschneider (1960) called such strategies “managing the scope of 
conflict”: one set of interests is likely to advocate defining the situation in ways 
that keep the scope limited, while another set of interests may try to define the si-
tuation in ways that draw in more participants, each anticipating the effects that 
the narrower or broader scope will have on the likelihood of their preferences pre-
vailing. In complex resource systems, it is unlikely that there is a single boundary, 
or set of boundaries, that will be clear to all participants or upon which all poten-
tial participants will be willing to agree. 

As countless authors have observed, human communities have rarely been or-
ganized to coincide with ecosystem boundaries. Neither form of organization is li-
kely to displace the other, and reconciling them adds further complexity to the task 
of institutional design (Barham, 2001). Neither a single decision making principle 
nor a single organization at a single scale is therefore likely to suffice. As a result, 
institutional arrangements suited to decision making about complex adaptive sys-
tems may themselves need to exhibit some features of complexity and adaptability 
(Berkes, 2006). The challenge was described well by Blatter and Ingram (2000, 
p. 464) with regard to water resource systems: 

Common goods such as water are multidimensional (drinking, shipping, power 
generation, irrigation, recreation, ecological functions, economic development, et al.). For 
this reason, [a single principle] does not work very well as an instrument to define the one 
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best size of a geographical area for governing water. Instead of applying economic criteria 
or markets to the task of creating boundaries, a political process of trading values off 
against one another must take place. It is necessary to determine the most important 
function(s), create the government structure(s) corresponding to these functions, and find 
some mechanisms to deal with the interdependencies and spillovers between these 
functions. 

Finally, conflicts and policy choices concerning complex resource systems are not 
fixed in time. Changes in population concentrations or economic activities will 
bring different values to the fore. Neither defining communities of interest broad-
ly, nor giving pride of place to geographically local communities, guarantees that 
a particular set of values will be pursued consistently over time as the resource set-
ting and its context changes. 

6.6 A Closer Look at Institutional Options 

Establishing the rationale for multi-organizational structures is one matter, articu-
lating how they look and work is another. For that, it is useful to turn to contribu-
tions to the literature on governance structures for a closer look at some options 
for multi-organizational arrangements. 

6.6.1 Type I and Type II organizations 

Usefully distilling decades of theoretical development about the organization of 
governing jurisdictions, Hooghe and Marks (2003) distinguished between “Type 
I” and “Type II” governance structures. Type I structures are constituency-defined 
multi-service or multi-function organizations: general-purpose governments, such 
as a city or province, encompassing a defined group of residents and providing an 
array of services. Type I structures are usually nested vertically – cities and coun-
ties encompassed by states or provinces, provinces or states within a nation, and 
meso and supra levels, such as regional and international organizations – and do 
not overlap horizontally (e.g., the territory and population of one a Type I jurisdic-
tion do not carry over into a neighboring one). 

Type II governmental structures are functionally defined, and their boundaries 
vary from one service or function to another. Type II structures are established at 
whatever geographical scale may be suited to funding and delivering a particular 
service, such as an irrigation district serving a collection of farmers and the like. 
Type II governments can and often do overlap horizontally, and many may oper-
ate with different functional responsibilities in the same geographic area (Hooghe 
& Marks, 2003, p. 236–240). 
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Type II governments have the advantages of functional specialization and geo-
graphical flexibility. On the other hand, because of their specialization they are 
usually not engaged in making decisions regarding trade-offs or bargaining among 
service priorities – for example, whether to devote more resources this year to po-
licing or to street maintenance – which are usually facilitated by Type I govern-
mental structures. Nonetheless, although these governance forms differ, Hooghe 
and Marks also underscore their compatibility and complementarity. In most (per-
haps all) complex resource systems, combinations of Type I and Type II govern-
ance structures will exist, additional ones may be created and existing ones modi-
fied, and the relationships among them adjusted from time to time. 

6.6.2 Public economies 

The theory of public economies provides another way to make sense of compli-
cated and multi-layered governing arrangements. It was developed to explain 
complex polycentric systems, such as the governance of metropolitan areas in the 
absence of a metropolitan government (Ostrom, Tiebout, & Warren, 1961; Bish & 
Ostrom, 1973; U.S. ACIR, 1987; Oakerson, 1999). The application is particularly 
apt, since so many contemporary debates about how best to govern resource sys-
tems echo earlier debates among scholars and practitioners concerning metropoli-
tan government. The most important components of public economies theory are 
the provision-production distinction, organizational specialization, economies and 
diseconomies of scale, and coordination versus hierarchy. 

In all social settings, decisions may be made concerning the provision of de-
sired resources, goods, and services without actually engaging in their production. 
Members of a household, for instance, decide how (and how much) they will ob-
tain of the necessities and conveniences of life – housing, food, schooling, enter-
tainment – but do not necessarily produce these items or services themselves. Si-
milarly, a community of individuals may organize a town, a water district, or a 
Web page and decide what services they want to receive, what forms and amounts 
of revenue they will contribute, what content they want to disseminate, and so 
forth. These are provision decisions. They do not imply that the individuals in the 
community will actually police the streets, construct wells or pipes, or make the 
Web page. They may choose to procure any or all of those services from other in-
dividuals or organizations that offer them (Oakerson, 1999), who may then be en-
gaged by provider units through a variety of arrangements (partnerships, contracts, 
and so on). 

In addition to this distinction between provision and production arrangements, 
the theory of public economies incorporates the concept of functional specializa-
tion. As implied in the discussion of Type I and Type organizations above, there 
often are advantages in organizing activities by taking advantage of specialization. 
Whether to add a responsibility to an existing organization or create a specialist 
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organization for that function is an important institutional choice, but one for 
which there is no a priori correct answer. The choice about whether to add another 
organization or increase the responsibilities of an existing one will depend upon 
matters such as the skills required for the function, the resources available within 
existing organizations, the costs of coordination if a new organization is created, 
and the political issues of governance and control. 

Another concept that follows closely with those of specialization and the dis-
tinction between provision and production is that of scale. Some activities can be 
less costly and more efficiently accomplished if organized on a large scale. Others 
exhibit diseconomies of scale, becoming inefficient or cumbersome when too ma-
ny people or too diverse a set of interests is involved. 

Of course, advantages of specialization and scale could be overwhelmed by the 
costs of coordination among multiple organizations in such a public economy. 
Why not just organize a single authority encompassing all these activities? Inter-
organizational coordination is costly, of course, but the alternatives are not cost-
less either. As suggested above, organizational integration also has costs – of in-
ternal coordination and communication, information distortion, control of losses, 
and the like – as described in the political economy literature on bureaucratic pa-
thologies (see e.g., Simon, 1955; V. Ostrom, 1989; Knott & Miller, 1987; 
Chisholm, 1989; Miller, 1992). On balance, whether organizational integration or 
inter-organizational coordination is more costly is an empirical question, and the 
answer will vary from one situation to another. 

6.6.3 Integrative and segregative institutions 

The work of Konrad Hagedorn has provided an additional way to think about the 
alternative institutional arrangements that may be combined in a multi-
organizational or polycentric structure associated with a complex resource system 
(Hagedorn, 2005; Hagedorn, Arzt, & Peters, 2002). Recognizing that there is a 
large menu of governance structures that could contribute to sustainable resource 
use – markets, hierarchies, cooperatives and other hybrid organizations, co-
production, federal and other multi-level systems, and so on – Hagedorn has rec-
ommended instead that analysts focus on the effects that organizational structures 
would have upon people and their decision-making processes. 

Integrative institutions have the effect of promoting decision making that ad-
dresses 

1. the interactions among elements of the physical systems and 
2. the interdependencies and externalities of individuals’ decisions and actions. 

Such institutions promote, for instance, liability of individuals for adverse ef-
fects their actions have on resources or other resource users, or rewards to indi-
viduals whose actions generate benefits for other resource users or the physical 
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system itself. Integrative institutions are important components of sustainable 
resource governance, but they do come with costs. Decision making processes 
that must take interactions and interdependencies into account will tend to be 
more laborious, with substantial transaction costs, as well as some inhibiting ef-
fects on individuals’ ability to act quickly and engage in innovative behavior. 

Segregative institutions allow individuals to isolate aspects of a particular resource 
system and to isolate (or at least parcel) the positive and negative effects of their 
decisions and actions. Such institutions take advantage of the near decomposabil-
ity of complex resource systems and of the social structures within which human 

stitutions can also be important components of sustainable resource governance, 
but they too come with costs. When decisions and actions are governed by segre-
gative institutions, it is possible for harmful social or ecological consequences to 
persist unacknowledged or unaddressed and pose dangers to long-term and large-
scale conditions. 

6.7 Concluding Remarks: Institutional Diversity and 
Methodological Diversity 

The foregoing discussion indicates that there can be value in having multiple si-
zes, types, and responsibilities of organizations for managing complex resource 
systems. Success under such conditions is by no means guaranteed, but prospects 
for success may be enhanced. In the view of many scholars, institutional richness 
may be valuable in the complex and uncertain world of social-ecological systems. 
Multi-scale institutional arrangements, including small and local organizations 
linked horizontally with each other and vertically with larger scale organizations, 
may be able to achieve 

1. close monitoring of local (subsystem) conditions; 
2. representation of diverse interests associated with different physical compo-

nents of the system as a whole;  
3. error correction when management practices undertaken with respect to one 

element of the system create unanticipated negative effects elsewhere in the 
system; and 

4. opportunities to communicate and exchange information across subsystem 
elements and to discuss subsystem interactions and system-wide conditions, 
without necessarily trying to manage all parts of the system with a comprehen-
sive organization. 

The case for institutional diversity in the management of complex resource sys-
tems has already been made well, by Hagedorn (2005), Ostrom (2005), and others. 
Nevertheless, it bears reiterating here. The theme that underlies all of the preceding 

beings live and interact. As the discussion earlier in this chapter indicates, such in-
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discussion in this chapter is the observation that there is no single management 
approach, governance structure, or other institutional design that will fit the enor-
mous diversity of social-ecological systems in the world or accomplish the multi-
ple goals and satisfy the diverse values of human beings. The wiser course of ac-
tion, for practitioners as well as for researchers, is to keep a diversity of options 
available and pursue processes that incorporate opportunities and capacities for 
learning and adaptation. 

By a similar logic, a good deal of methodological diversity is worthwhile as 
well. There is great value in having multiple researchers from many disciplines, 
applying a diversity of methods, studying the management of complex resource 
systems (Ostrom, 2007, p. 15185). As researchers from diverse traditions encoun-
ter one another’s work, their prospects for learning are multiplied as well. This is 
among the contributions of this volume and of Professor Hagedorn’s work which 
has inspired it. 
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Abstract. In this contribution I argue that the concept of polycentricity that has 
evolved from the body of literature on governance problems in metropolitan areas 
(Tiebout, 1956, Ostrom, Tiebout, & Warren, 1961, Marks & Hooghe, 2003, Frey 
& Eichenberger, 1999) may not be easily adapted to address current governance 
problems in the rural areas of the EU-27. The chapter explores some of the likely 
limits of the concept in the context of rural development in the European Union. I 
first explore the foundations of the concept of polycentricity, along with its as-
sumptions and theoretical conclusions. I then characterize typical contemporary 
problems in the rural areas of the EU after the enlargement from EU-15 to EU-27. 
I then show that phenomena like rural poverty, local budget crises, and scale 
economies in service provision in areas like health-care, infrastructure and educa-
tion lead to situations where the assumptions of multi-level governance are not 
met. Finally, I draw a few theoretical and practical conclusions, which are in line 
with the basic tenets of the concept of polycentricity, about the potential of co-
operatives for solving governance problems in the rural areas of the European 
Union. 

Keywords: Consumer democracy, Local government, Multi-level governance, 
Public goods dilemma, Theory of the co-operative firm 

7.1 Introduction 

Along with the recent EU-enlargement, a discussion has emerged about how to 
delegate authority and how to adequately divide tasks and labor among various 
decision making units spread across different regions in the European Union. In 
this discussion there seems to be agreement among scholars that the emerging ar-
chitecture of the system of European governance substantially differs from some 
larger form of unitary government. It is claimed that the internal heterogeneity of a 
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growing European Union affords a complex, multi-tier system of sometimes 
competing decision-making units which allows citizens to actively choose be-
tween service alternatives, to self-organize and, therewith, to adjust decision-
making units to the growing scope and diversity of problems (Marks & Hooghe, 
2003). 

One immediate outcome of this discussion is the view that a traditional division 
of labor and resultant model of governance that allocates the responsibility for the 
production of different types of goods to different types of sectors is way too 
simplistic to cover the diverse modes of the division of labor between the various 
groups and jurisdictions within the EU. As a consequence both, the role of 
government and its locus have to be redefined. Concepts like Polycentricity 

or Frey, Luechinger and Stutzer (2004) FOCJ (Functionally Overlapping Competi-
tive Jurisdictions) represent attempts at answering the question of how non-private 
goods can be produced in the absence of a central coordinator. Common to these 
approaches is the hope that a multi-level architecture would improve the overall 
performance of non-private service provision. However, with the stepwise or full 
dissolution of unitary government, the question arises of what other principles 
might direct and justify the production of non-private goods. Tiebout (1956), 
Ostrom et al. (1961) as well as Ostrom (1972) have hypothesized that – compared 
to monocentric systems – the introduction of elements of competition and partici-
pation of civil society in the process of the production of public services would in-
crease the efficiency of decentralized public service provision. 

In this chapter I argue that multi-level concepts of governance, which have 
mainly evolved from a body of literature on governance problems in metropolitan 
areas, may not be easily adapted to addressing emerging governance problems in 
the rural areas of the EU-27. My aim is to explore some of the likely theoretical 
constraints to the applicability of such approaches to rural areas. After this has 
been achieved, in light of the theory of multi-level governance, I will clarify both 
the function and the historical and the potential future roles of a particular type of 
self-help organization: the rural co-operative. 

The reminder of this chapter is structured as follows: I first introduce the basic 
concepts of multi-level governance and present the main theoretical arguments for 
them. I then sketch important structural problems of rural development following 
the enlargement from the EU-15 to the EU-27 and give examples of how the no-
tions of polycentricity and multi-level governance have entered both the EU 
policy dialogue and the EU’s current rural development paradigm. After that, I 
briefly analyze the theoretical implications of such problems for the applicability 
of multi-level governance concepts in rural areas. Discussion of a stylized model 
of rural development at the end of the 19th century reveals that, prior to the forma-
tion of modern public service industries, various types of self-help organizations 

                                                           
1 In this chapter I will use the latter term, “multi-level governance”, to represent the main 
ideas of these concepts. 

(Ostrom, 1972), Multi-level governance1 (Marks & Hooghe, 2003, pp. 223–249) 
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have formed the backbone of collective service provision in rural areas. I conclude 
with a few theoretical and practical theses about the roles and potential of old and 
new forms of associative membership organizations for solving governance prob-
lems in ways that are in line with multi-level governance concepts. 

7.2 The Multi-Level Governance Concept 

Concepts of multi-level governance begin from the assumption that centralized 
government is not well-suited to accommodating diversity. Marks and Hooghe 
(2003) describe the emerging architecture of multi-level governance in the EU-27 
as a system consisting of mainly two types of nested decision-making units (gov-
ernance types), among which members and functions are divided (see Table 7.1). 
Federalistic elements of general purpose jurisdiction with non-intersecting mem-
berships and only a few well-separated jurisdictional levels share a universal sys-
tem-wide architecture (Type I). More variable elements of special purpose juris-
dictions (Type II), with intersecting memberships across infinite numbers of 
jurisdictional levels but with non-intersecting tasks, complement this structure. 
Type II jurisdictions are nested in a more distinct Type I governance system. The 
combination of both types allows actors with different governance problems to 
flexibly adapt governance structures to problem particularities. 

Table 7.1: Attributes and types of a multi-level governance system 

 Governance types 

Type I Type II 

Attributes 

General purpose jurisdictions 

Non-intersecting membership 

Limited number of governance levels 

System-wide architecture 

Task-specific jurisdictions 

Intersecting memberships 

Unlimited number of decision 
making levels 

Flexible designs 
Source: Marks and Hooghe (2003, p.  236), adapted 

 
Confronted with a particular problem of non-private goods production, actors may 
decide to move away to another community in order to cope with an existing set 
of general services (general purpose jurisdictions) or to self-organize or demand 
additional service provision in the form of “special purpose jurisdictions”. This 
concept is in line with Vincent Ostrom’s polycentricity thesis, “[c]ompetitive pub-
lic economies can emerge in highly federalized systems of government where sub-
stantial fragmentation and overlap exists among diverse government units” 
(Ostrom, 1994, p. 231), and with Hirschman’s concepts of “exit, voice or loyalty” 
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(Hirschman, 1970)2. Polycentric governance may be analyzed as the outcome of 
multiple decision-making processes: “rational choices” among individual or col-
lective actors. In multi-level governance structures, decision-making represents 
the trade-off between the costs of participating in the creation, and maintenance of 
an additional governance unit, and the cost of moving to a community in which a 
preferred combination of public services already exists (Williams, 1971, p. 29)3. In 
a fully polycentric system, the hope is that elements of representational self-
organization (e.g., special districts) together with overlapping and co-operating or 
competing jurisdictions (Frey & Eichenberger, 1999) would improve the overall 
performance of the production of public services to an extent approximating the 
process of private goods production in a perfect-market environment. Normative 
statements about multi-level governance (if made) would have to be judged 
against this claim. Theoretical concepts of multi-level governance are applied to 
study governance problems in metropolitan areas where multiple jurisdictions of-
ten interact formally and informally with each other (Ostrom et al., 1961; Young, 
1971; Orbell & Uno, 1972). Necessary background conditions for the application 
of a multi-level governance perspective are pretty demanding: local jurisdictions 
must have the authority to tax and residents should elect public managers by direct 
vote (Frey et al., 2004); spatially distributed choice alternatives among various 
communities and types of public goods and services should exist; households 
should be mobile (Tiebout, 1956); and an active civil society with rich capacities 
to self-organize should inhabit these communities (Ostrom, 1994, pp. 223–249). 
Where this is the case, decision making on the production or provision of some 
service (local expenditures) is relatively trivial. Regarding cases of insufficient 
service provision, for example, citizens may reveal their preferences to public 
managers by adopting communities which offer preferred services. Another solu-
tion is that citizens stay and, through various means of self-organization (voting, 
referendum, petition, association, special district), demand the production of pre-
ferred services. After successful self-organization, new service structures may be-
come integrated in the overall public services system by being granted the right to 
self-tax their members (Frey & Eichenberger, 1999). Given a wide variety of 
competing self-organized service providers, together with a citizenry which is 
willing to either “make or move”4, citizens may govern and governance in the ab-
sence of some unitary form of government (Peters & Pierre, 1998) may appear 
feasible. 

                                                           
2 Theoretical concept derived from the work of Albert O. Hirschman (1980) which elabo-
rates on two essential options in organizational decline, being exit and voice. 
3 Williams explains this idea thus: “There are essentially two options for those who wish to 
employ a location strategy to change their access within the urban complex. They can move 
or they can change the characteristics of the place they presently occupy.”(1971, p. 29). 
4 I use the term “make or move” in analogy to Oliver Williamson´s term “make or buy”, 
which is often used by transaction cost theorists in order to characterize decisions about ap-
propriate firm size (Williamson, 1990). 
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7.3 Theoretical Foundations 

7.3.1 The Samuelsonian preference-shirking5 dilemma 

This view is in sharp contrast to Samuelson’s influential paper “A Pure Theory of 
Public Expenditures” (Samuelson, 1954, p. 388), in which he laid the theoretical 
foundations for what is often called “the private-public sector dichotomy” (Sikor, 
2008, pp. 89–106). According to Samuelson’s theory, the main problem related to 
the production of non-private goods is for the public manager to assess residents’ 
true willingness to pay for non-private services6. In the absence of a decentralized 
pricing mechanism, consumers of non-private goods have strong incentives to 
hide their true preferences for these goods in order to shift some of the production 
cost into the public domain. Thus, the production of non-private goods creates 
free-riding opportunities for rational players, with the result that efficient alloca-
tion of non-private resources appears to be difficult. Samuelson’s prominent con-
clusion was often used to legitimize unitary government as some sort of a central-
ized mechanism to overcome the involved collective action dilemma and to bring 
public services not at optimal but at least to desired production levels. In 
Samuelson’s own words: “No decentralized pricing system can serve to determine 
optimally these levels of collective consumption” (1954, p. 388). 

7.3.2 Tiebout’s spatial economy and the shopping tour metaphor 

                                                           
5 I use the term “preference shirking” in analogy to the terms “output, input and quality 
shirking”, as used in contract theory (Hayami & Otsuka, 1993). 
6 Samuelson (1954) explains his argument as follows: “One could imagine every person in 
the community being indoctrinated to behave like a ‘parametric decentralized bureaucrat’ 
who reveals his preferences by signaling in response to price parameters or Lagrangean 
multipliers, to questionnaires, or to other devices. But there is still this fundamental techni-
cal difference going to the heart of the whole problem of social economy: by departing 
from his indoctrinated rules, any one person can hope to snatch some selfish benefit in a 
way not possible under the self-policing competitive pricing of private goods; and the ‘ex-
ternal economies’ or ‘jointness of demand’ intrinsic to the very concept of collective 
goods.” 

The theoretical foundations of all multi-level concepts of governance go back to 
Tiebout’s (1956) reply to Samuelson, where he developed a theoretical solution to 
the problem Samuelson had raised, namely that public spending was necessarily in-
efficient. In his “A Pure Theory of Local Expenditures”, the single most important 
mechanism through which consumers are “forced” to reveal their preferences for 
non-private goods is known as “the shopping tour metaphor”. As Tiebout explained, 
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buy his goods, the prices of which are set, we place him in the position of walking 
to a community where the prices (taxes) of community services are set. Both trips 
take the consumer to market. There is no way in which the consumer can avoid 
revealing his preferences in a spatial economy (1956, p. 422). 

In the same way in which Samuelson’s model points to a centralized authority, 
Tiebout’s analogy allows him to promote a fully decentralized (spatial) architec-
ture of metropolitan governance. 

But the assumptions for Tiebout’s model are by no means innocent. Here, the 
hands of local public managers are not bound by being at subordinated levels of a 
central authority. Local managers are authorized to levy taxes and invest; they are 
also free to develop entrepreneurial skills and compete with each other by offering 
alternative programs of public service production. They have all the incentives to 
do so, because they are directly elected by tax-paying community residents. In the 
respective metropolitan areas, a large variety of competing public-service offers 
exist, provoking residents to reveal their preferences while choosing at the “mar-
ket for public services”. In the words of Ostrom et al. (1961, p. 841): “If con-
sumer-voters are fully mobile, the appropriate local governments, whose revenue-
expenditure patterns are set, are adopted by the consumer-voters”. 

Tiebout (1956) was well aware of the rigid assumptions of his model of local 
government and restricted the analysis of his “spatial economy” to metropolitan 
areas. The same holds true for a later article of Ostrom et al. (1961). One of the 
reasons for this is that densely populated metropolitan areas may, under certain 
conditions, sufficiently approximate the shopping tour metaphor in which supply, 
not demand, drives the selection process. Interestingly, Tiebout claims that, the 
greater the number of communities in a region and the greater their variance, the 
closer the citizen will come to realizing allocative efficiency (Tiebout, 1956, 
p. 418). 

7.3.3 Voice and loyalty as direct articulations of preferences 

In Hirschman (1970), Orbell and Uno (1972), Ostrom (1972), and Ostrom and 
Ostrom (1994), the consumer-voter is offered more options to reveal preferences 
than in the Tiebout (1956) model. These authors highlight the role of self-
organizing and co-productive capabilities of citizens as additional mechanisms by 
which preferences for non-private goods and services can be directly articulated. 
Not only moving away to another community (exit), but also active participation 
in the production process or in lobbying activities demanding particular services 
(voice) in a particular community, or the long-term acceptance of a tolerable level 
of production of non-private goods (loyalty) can be interpreted as mechanisms of 
preference articulation. 

as walking to a private market place to just as the consumer may be visualized 
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In Ostrom’s theory of polycentric governance (Ostrom, 1972), voice is an ex-
pression of societies’ self-organizing capacities. The better these capacities are 
developed, the more “governance without government” is realized and the better is 
the match between consumer-voter’s preferences and a communities’ given set of 
non-private goods and services (efficient allocation of non private goods). How-
ever, the social dilemma situation which led Samuelson to his seminal conclusion 
cannot be denied. The process of organizing collective action may be costly and 
may, therefore, be riddled by free-riding attempts and lack of incentives to partici-
pate. Hirschman (1980, p. 432) refers to this point as follows: “On the one hand, 
such participation is equivalent to expressing a demand for certain public policies, 
and since such public policies, once established, can be enjoyed or ‘consumed’ by 
everyone in the community, the demand for public policies has the earmarks of the 
demand for public goods”. But Ostrom (1990) has convincingly demonstrated that 
many examples exist in which communities successfully overcome such social di-
lemma problems. Among other structural variables, a collective’s ability to control 
and police individual contributions as well as to maintain clear boundaries of 
membership and eligibility are crucial for creating situations in which collectives 
can overcome such problems (Ostrom, 2005, pp. 199–201). Another equally im-
portant ingredient of successful collectives is the issue of voluntary entry and exit 
(Ostrom, 2005, p. 8). Starting from the assumption that exiting a particular situa-
tion is in general costless while voice is not, Hirschman (1980, p. 433) analyzes a 
situation in which voice is a preferred option over exit. 

“If active concern with the public happiness can on occasion be felt as a benefit 
and as an important contribution to the private happiness rather than as a subtrac-
tion from it and as a cost, then voice will have an occasional edge over exit in 
those situations that clearly impinge on the public happiness. This means that 
voice can be expected to play a role in relation to those goods and in particular to 
those dimensions of goods and services that have a strong public interest compo-
nent […] the primary handicaps of voice in relation to exit will be reduced and, on 
occasion, eliminated”. 

Whether or not a particular good has “a strong public interest component” not 
only depends on the character of the good or service. Hagedorn and Hanisch 
(2005) have argued that the character of the involved actors and the character of 
the possible transactions between those actors will have consequences for the 
overall level of production of that good or service. The marginal contribution to 
the production of a non private good may be higher in close-knit communities in 
which reputation and mechanisms like ostracism and retaliation (Knight, 1992) 
may play their roles. Thus compared to metropolitan areas, the organization of 
“voice” may sometimes be comparatively cheaper in smaller, informally struc-
tured communities (Putnam, 1993, p. 165). In addition, spatial distance between 
settlements may serve as a natural boundary which enables exclusion of strangers 
and, thus, counteracts free-riding attempts of service consumers who do not live 
and contribute to collective goods production in the respective community. 
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7.3.4 Some preliminary conclusions 

Concepts of multi-level governance deliver polycentric answers to the preference-
articulation problem Samuelson has accurately described in his 1954 paper. Tie-
bout has hypothesized that the more communities per area exist, the better the 
competitive process between them should work. Other authors have claimed that – 
if citizens, be it for reasons of reduced household mobility or for other reasons – 
cannot be forced to reveal their preferences, other decentralized mechanisms of 
preference articulation may still work. Residents may show preferences through 
self-organization, lobbying or tolerating a given level of non-private goods pro-
duction (loyalty). 

7.4 Structural Problems of Rural Areas in the EU-27 

As explained above, the theoretical preconditions for the applicability of these 
claims in densely populated metropolitan areas are pretty demanding. In this sec-
tion, I highlight important features of rural areas in the EU-27, arguing that great 
disparities between living conditions in its metropolitan areas and those in its rural 
areas may put the applicability of multi-level governance concepts for rural areas 
into question. Consequently, multi-level governance may not be the expected gov-
ernance mechanism resulting from ongoing rural-development processes. My list 
of structural problems below is neither meant to be complete nor very detailed. 
Following through on the arguments raised in the theory discussion above, the 
emphasis here is laid on relative terms and the comparison between rural areas and 
metropolitan areas (see Table 7.2), because most of the arguments in favor of 
multi-level governance concepts have been raised in a metropolitan context7. 

7.4.1 Population density 

With the latest two rounds of enlargement in the years 2004 and 2006/7 (EU-15/ 
-27), 12 more countries joined the EU. While the overall size of rural areas in the 
EU almost doubled, the total amount of people living in rural areas increased by 
only 5% from 53 to 58 percent (EC, 2006, p. 30). 

Rural areas in the European Union now comprise 93% of its territory and have 
a population density that is in general 40–60% below each national average (EC, 
2005). 

                                                           
7 This statement holds for Tiebout (1956) and the later papers of Ostrom, Tiebout and 
Warren (1961) and Ostrom (1972). 
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According to OECD standards, rural areas are classified into two categories 
“Predominantly Rural Areas (PRAs)” and “Significantly Rural Areas (SRAs)”. 
The latter comprise 36% of the EU territory, the former 57% (EC, 2006, pp. 30–
32). In SRAs, between 15 and 50% of the population lives in rural communities, 
whereas in PRAs over 50% of the population lives in rural communities. These 
categories and figures already indicate that more than half of the European popula-
tion lives in some sort of rural community. Across the 27 diversely populated EU 
member countries, 57% of the territory is populated by, on average, only 39 in-
habitants per square kilometer (EC, 2006). As a consequence, EU enlargement has 
led to a substantial increase in remote and loosely populated rural areas. 

7.4.2 Unemployment and rural migration 

Migration of the younger segments of the labor force away from rural areas is a 
widespread but not generalizable phenomenon (NIAE, 2004; EC, 2007, p. 2). 
Relatively high unemployment rates and, in comparison to urban areas, a higher 
proportion of elderly residents characterize most of the countryside of the new 
member states of the EU (NIAE, 2004; EU, 2007, p. 2). Thus, moving might not 
only express preferences towards particular packages of public services. Moving 
might as well represent a “nothing to lose” reality for young people who have not 
yet invested in housing or having their own family. In addition, consumer-voter 
mobility may not only reveal preferences for public goods and services. Prefer-
ences for private services might be equally involved in residents’ decision making. 

7.4.3 Weak service sectors and lower household income 

In the majority of the EU-27 countries, the level and quality of public services is 
generally lower in rural areas than in urban ones. Service provision in rural areas 
is dominated by publicly managed industries, whereas in metropolitan areas pri-
vate industries dominate (EC, 2006, p. 20; EU, 2007, p. 1). Many people who live 
in rural regions of the New Member States, and especially those in Predominantly 
Rural Areas, are poor as judged by the level of GDP per capita, relative to the 
standards of the EU-15. Some are living under conditions of extreme poverty, par-
ticularly in Latvia, Romania and Bulgaria (NIAE, 2004). There is generally a wide 
disparity between the incomes of those who live in cities and those who live in ru-
ral regions. The per capita income of PUA`s is almost double that of Predomi-
nantly Rural Areas (EC, 2007, p. 2). But also within the rural areas of the rest of 
Europe, the absolute distribution of income between rural dwellers is less equal 
than in metropolitan areas (NIAE, 2004). In the same way as low income may fos-
ter migration, low household income may constrain household mobility, because 
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larger proportions of income are invested in rural real estate, the prices of which 
often vary with proximity to metropolitan areas. 

7.4.4 Lower educational standards 

The quality of rural education in the new member states is reported to be, in gen-
eral, lower than in the larger towns and cities, due to difficulties in attracting 
teachers, worse school equipment, less access to information technology, few spe-
cial schools and, finally, budget-crisis problems in the public sectors (NIAE, 
2004). With only a few exceptions, the quality of other typically public services 
(hospitals, kindergartens, public transport, police) is also lower in rural areas as 
compared to urban ones. A large proportion of the labor force either commutes to 
urban areas or works in agriculture (EU, 2006). Lower educational standard may 
create additional constraints on household mobility in rural areas, because rural 
dwellers may become disadvantaged on the labor market. 

7.4.5 Budget crises, ageing and low tax revenues 

Public infrastructure is one of the key factors fostering rural development (NIAE, 
2004). However, budget crises in rural communities have been a widespread phe-
nomenon throughout the EU. In some areas, a vicious cycle is already in place 
whereby poor infrastructure induces migration which, in turn, further reduces the 
tax base and a community’s future opportunities to attract money from outside. 
The Network of Independent Agricultural Experts (NIAE, 2004) refers to this 
point as follows: 

“Stated by more than one country are the ageing of the population and migra-
tion, which may prove to be a vicious circle, the low absorption of structural funds 
because of problems in mobilizing own financial resources, the lack of required 
reforms, the further decline in traditional agriculture and industry and finally, the 
further marginalization of remote areas and growing disparities”. 

7.4.6 Lack of authority to levy taxes 

Frey et al. (2004) observe that European public managers of service units often do 
not have the power to tax citizens for the functions they perform. As a conse-
quence, local politicians have to engage in widespread rent-seeking activities with 
the central administration or in the application of project funds from external 
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sources8. In many cases, they have to please political decision makers on a higher 
level to obtain funds. Once funds are granted, they have few incentives not to 
spend them completely and to thus waste them, as such funds have the character 
of a “free good” (Frey et al., 2004, p. 10). For rural areas, it can be assumed that 
public managers are even less powerful vis-à-vis central-level decision makers 
than their metropolitan colleagues. As rural politicians, they bargain on the basis 
of a comparatively smaller political support base (electorate). In service areas in 
which local decision makers have the authority to tax, the shape of the production 
function for non-private goods comes into play (Kollock, 1998, p. 190). In situa-
tions in which the number of taxpayers (consumer-voters) is relatively small, 
while increasing returns to scale characterize the production process; it is thus 
unlikely that rural public managers can offer public good at qualities and prices 
competitive to their colleagues in metropolitan areas. As a consequence, in a situa-
tion in which service providers have to realize economies of scale in order to be 
competitive, the market mechanism generates fewer service centers in rural areas 
than around larger agglomerations of tax payers. This becomes a self-enforcing 
mechanism of rural centralization (not decentralization) in which not only con-
sumer-voters adopt service providing communities, but also one in which relevant 
service-industries adopt agglomerations of consumers. Given that the provision of 
services at a competitive level of taxation may often have to do with the prior re-
alization of scale economies, once it has started to gain momentum, it may not be 
easy to turn a local downwards trend in public revenues and service provision 
around. A process of the continuous growth and concentration of public service 
industries, first in the form of regional service centers and later from rural to peri-
urban and urban areas, may be the result (Frey et al., 2004, p. 12). Remaining rural 
residents are then confronted with the closing down of more and more services 
such as hospitals, schools, kindergartens and police, as the concentration of those 
services into just a few regional service-centers proceeds. 

7.4.7 Disparities between metropolitan and rural areas 

Table 7.2 summarizes most of the salient differences between rural and metropoli-
tan communities in the EU-27. Where such differences characterize the ru-
ral/metropolitan divide, “exit” might not be a viable option for all, but rather the 
younger players only. In the same vein and in the presence of migration, it is ques-
tionable to simply assume that in such rural areas the self-organizing capacities of 
the players (“voice”) may suffice to bring about needed services at desirable pro-
duction costs and levels. Finally, it is not adequate to interpret for example elderly, 

                                                           
8 For example, the LEADER initiative offered various opportunities for rural players to 
attract outside money. 
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less educated or poorer rural dwellers’ “reluctance to move” as “loyalty”, in a 
Hirschmanian sense. 

Table 7.2: Main differences between rural and metropolitan areas in the EU-27 

 Rural areas Metropolitan areas 

No. of consumers/km2 Small (e.g. 10–200/km2) Large (e.g. 1000–4000/km2) 

Income/tax revenue Lower 2x Higher 

Service infrastructure like: 
Health, transport, sport 

Weak Good 

Main income opportunities  Few (Agriculture, tourism)  Many 

Education/information Worse Better 

Labor market Weak Better 

Cost of moving Higher Lower 

Service quality Worse Better 

Service alternatives Few Many 
Source: Complied from EC (2006, pp. 30–32), EC (2007,  pp. 1–3), NIAE-Group (2004) 

 
Extending the Tiebout model to rural areas means, then, accepting the idea that the 
wish to live and work in rural areas represents a preferred lifestyle of a subset of 
actors in society. Thus, living in rural areas is to be treated as a matter of tastes 
and as one out of many other preferences for which, at least in part, the choice al-
ternatives and service advantages of more densely populated areas are purpose-
fully given up. Conflicting preferences, like a rural lifestyle combined with the 
wish to achieve higher income or receive better education or health services, may 
materialize in the form of commuting to work, living in suburbs, acceptance of 
having to travel longer distances before reaching medical care, or it may material-
ize as moving to the city while maintaining a weekend house at the countryside. 

One theoretical conclusion of this premise would be that, by definition, rural 
areas can either be expected to be less price-competitive than metropolitan areas, 
which generates the scenario of a stepwise concentration process of service pro-
duction around larger agglomerations of consumers. Or, another interpretation 
would be that rural inhabitants voluntarily forego the benefits of cheaper metro-
politan services because they have different sets of preferences with regard to non 
private goods production. Both explanations may be valid, but will not cover all 
reasons for rural residency. The important aspect here is that it is changeable in-
terpretations which decide on the right governance structures for non-private 
goods production in rural areas. Interestingly, if the spatial economy model works 
and economies of scale exist, competition between rural and metropolitan com-
munities (not a central authority!) will concentrate resources around metropolitan 
agglomerations of consumers. 

The problem with Tiebout´s spatial economy is that residents who move away 
can no longer express their preferences in the community they have left. Thus 
competition of preferences within the community or competition between different 
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packages of services will have to take place on the level of local political agendas. 
Without having a choice within one particular community, for the individual the 
process of preference articulation will rely on political representation. After elec-
tions are held, a minority of unsatisfied consumer-voters would always have to 
move. A different mechanism (organization) through which the revelation of al-
ternative tastes for non-private services within one and the same community, the 
discovery of true individual willingness to pay for these services and exit opportu-
nities within the community are linked would be desirable. 

7.5 Empowerment: Strengthening Self-Organizing Capacities of 
Rural Communities, but How? 

Up to now, I have concentrated on the structural problems in European rural areas 
and on the likely impact these problems will have on the feasibility of applying the 
concept of multi-level rural governance there. Tiebout’s model of a spatial econ-
omy and the shopping tour metaphor have been helpful for understanding the con-
ditions under which multiple levels of decision making may improve local public 
service provision. But the problem with the multi-level governance model is that 
the production of non-private goods and services is often subject to scale econo-
mies and boundary problems. Where this is the case, rural communities as com-
pared to metropolitan communities will offer less variety and lower quality of ser-
vices, because the level of competition in a certain area as well the expectable 
total budget for local expenditures will depend on the number of residents and 
their tax payments, which is likely to be smaller in rural areas. This argument 
gains additional momentum in the presence of the structural problems which at the 
moment characterize rural areas in the new member states of the EU-27 (see Table 
7.2). As I will explain below mechanisms of voice and self-organization seem to 
be better suited to addressing the current problems of rural governance in the EU 
than the mechanism of exit in a spatial mobility model. The question is than how 
to bring self-organizing capabilities about? 

Contemporary decision-makers in the EU-27 are well aware of the above-
described developments: the increasing influence of ideas of multi-level govern-
ance in the EU rural policy debate (EU White Paper on Governance, 2001, Frey et 
al., 2004); the widening urban-rural disparities; and the local budget crises and in-
creasingly disintegrating public service infrastructure in many of the rural areas of 
the member states. Growing problem awareness has triggered a renewed emphasis 
on rural community development and “bottom-up” initiatives in the rural devel-
opment debate (Goodwin, 2004). The “empowerment” of communities and active 
citizens has been promoted in the EU Cork Declaration9 – which states that rural 

                                                           
9 The European Conference on Rural Development met in Cork in 1996. The outcome was 
a ten-point program on European rural development, agreed upon by stakeholders and decision 



140    Markus Hanisch 

policy must be “as decentralized as possible”, based on rural partnerships and co-
operation between public and private organizations (European Conference on 
Rural Development, EC, 2007, p. 11). Development schemes such as the 
LEADER I, II, and LEADER + prioritize partnerships and now demand participa-
tion of community representatives in order for a partnership to win, or even take 
part in, the bidding process for receiving project money. Policies reflect the appre-
ciation of the idea that, in times of scarce resources, neither exit nor competition 
between communities can reduce migration and stabilize rural areas, but rather 
only through self-organization and the organization of “voice”, which is to say 
achieving a better match between local preferences and provided services. The 
hope is that funds from the private sector will co-produce public efforts. A coali-
tion between the public sector and local private organizations should improve the 
responsiveness of local service provision to local preferences. Missing funds are 
being partially covered by EU project funding and the initiative of local partner-
ships between private and public counterparts. Among other authors10, Goodwin 
(2004, p. 17) criticizes the actual practice of forming these “initiated partnerships” 
and the often inadequate representation of community members in them, offering 
the following observation: “Often however, this [community representation] can 
amount to little more than the co-option of key individuals. In fact ‘the commu-
nity’ representative is often chosen from a ‘representative’ organization – the local 
authority itself in some cases, local voluntary associations or even the chamber of 
commerce – rather than from the community itself. The substance of community 
involvement is variable […]. As such, it could be argued that the much vaunted 
‘community engagement’ is simply used by many partnerships as a ‘resource’ 
which must be enrolled and demonstrated in order to secure funding […]. This in 
turn raises questions as to who is being ‘empowered’, and for what ends? […] 
Moreover, the ways in which these practices are developing are raising interesting 
questions about how partnerships might be made more democratic and produce 
more effective participation.” 

In the meantime, a growing concern about an outsider-expert and elite bias in 
the emerging community partnerships has been raised because members of the 
communities are not always willing to participate. In other cases, outsiders and 
experts formulate development goals and community strategies. For example, of 
the one hundred and fifty-four rural partnerships analyzed by Edwards, Goodwin, 
Pemberton and Woods (2000), only two listed “the community” as one of their ac-
tive partners. Goodwin (2004, p. 16) states that, because of a lack of time in 
preparing bids (project applications) it is not members of a particular community, 

                                                                                                                                     
makers. In point number 10 it is stated that: “The administrative capacity and effectiveness 
of regional and local governments and community-based groups must be enhanced, where 
necessary, through the provision of technical assistance, training, better communications, 
partnership and the sharing of research, information and exchange of experience through 
networking between regions and between rural communities throughout Europe”. 
10

 Cavazzani and Moseley (2001) critically compare the results of 24 intensive case studies 
of rural partnerships in six European countries. 
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but rather representatives of “community organizations” who are often asked to 
take positions as “representatives of their local communities”. Where this is so, 
policy-induced partnerships may have little to do with empowerment of local ac-
tors and the desired vitalization of self-organization capacities. To the contrary, 
such partnerships may even override existing grass-root initiatives of local self-
help, and the money influx from outside may outcompete long-standing local ac-
tivities, generating dependencies and unequal power relations (Post, 2002). 

Another outcome of community partnership-oriented development strategies in 
the EU-27 is an emerging, uneven geographical patterns of partnership-rich versus 
partnership-poor structures (Goodwin, 2004, p. 20), where partnership-rich re-
gions have advantages in applying for follow-up activities. Because competition 
takes place among members of the applying consortiums, neither a communal vot-
ing mechanism nor some other mechanism involving the revelation of preferences 
of community inhabitants regarding the financed measures is involved. In other 
words, more and more application-experienced groupings of private-sector man-
agers, public sector managers, project consultants and planners are competing with 
one another for EU project funding, based on criteria open to interpretation and set 
by EU bureaucracies. Little can be said about the responsiveness of such measures 
to local preferences and their relative performance vis-à-vis possible alternatives 
that are not implemented. 

The above discussion shows that political efforts to stimulate citizen participa-
tion and self-organization may reach non-sustainable or even counterproductive 
results. The reasons are manifold. Frey et al. (2004) argue that preconditions for 
the functioning of a multi-level system of European governance included that ser-
vice providers possess the power to levy taxes, that residents pay directly for what 
they consume as well as elect public managers, and that fair competition between 
communities exists. Any political undertaking in favor of a multi-level governance 
approach will have to take these preconditions into account. European decision 
makers have inhaled the ideas of multi-level governance, active community par-
ticipation and decentralized governance. However, the ways in which policies are 
applied seem to have little to do with these ideas. 

7.6 Governance Without Government in Rural Areas 

7.6.1 Foundations 

Frey et al. (2004, p. 20) compare their vision of multi-level governance (FOCJ) 
with historical forerunners in the Holy Roman Empire or competing structures be-
tween nation states at the end of the 19th century. With regard to rural governance, 
it may be rewarding to look at the history of non-private goods production at the 
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local level: how did rural residents historically deal with the Samuelsonian di-
lemma of preference articulation? 

“Governance without government” has not really been a “new concept” for 
most of the rural communities in the EU-27. In the same sense in which one could 
claim that farmers have always been “organic farmers” prior to the invention of 
chemical fertilizers, at the end of the 19th century, prior to the emergence of spe-
cialized exchange economies11, the history of non-private goods production in ru-
ral areas is one of self-organization. As such, one could argue that relying on self-
organizing capabilities instead of relying on local government lies at the heart of 

Initiated by a “social movement” during the period between 1850 and 1930, co-
operative networks emerged in countries like France, Germany, Italy, England, 
Austria, Switzerland, Denmark, Norway, Holland, Sweden and Finland. The deci-
sive contribution these co-operative systems made to the development of rural 
economies across Europe and the USA is well documented (Fairbairn, 1994; 
Clark, 1943; Guinnane, 2001). Even compared to mass movements such as Euro-
pean unionism and the larger social democratic movements of that period, the co-
operative movement is considered to be the largest social movement in Europe 
(Fairbairn, 1994, p. 4). 

In order to better understand rural governance problems and organizational 
change in the rural areas of Europe, one has to understand the factors that consti-
tute the leading role self-organizing capabilities once played for economic devel-
opment during the co-operative movement era and those factors responsible for 

                                                           
11 The term “specialized exchange economy” is borrowed from Ronald Coase´s “The nature 
of the firm” (1937. p. 390). The concept denotes the division of labor between sectors, such 
as the public and the private, and the division of labor among branches and subsectors. 
Specialization affords exchange and generates the problem of social cost, which is a domi-
nant subject of his later oeuvre (Coase, 1960). 
12 After the Second World War, in some of the New Member States from Central and East-
ern Europe, these traditions were broken up by the transformation of market economies into 
soviet-type economies (Todev, Rönnebeck, & Brazda, 1994). 

any concept of rurality (Cloke et al. 1997). In fact, in rural areas of the EU-27 and 
the US there is a strong tradition of self-organization among rural dwellers (farm-
ers and rural craftsmen)12. Apart from organizing market access to machinery, ag-
ricultural supplies and products, associations based on membership and democ-
ratic rule have often managed to collectively organize various types of services 
like telecommunication, insurance and health care, credit and microfinance. Thus, 
since the second half of the nineteenth century, free co-operative associations have 
pioneered the provision of most important rural services for their members, but al-
so for the communities in which they operate. Today, most co-operatives are part 
of complex, multi-tiered member-owned network structures that combine a di-
verse set of functions and services, such as social services and elder care, rural fi-
nance, insurance, consumer services, processing, transportation, rural supplies, ag-
ricultural extension, recreation, water, forest and land management, hunting 
grounds, regional labeling and education. 
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their reduced roles in a specialized exchange economy today. Once this has been 
understood, the potential role of policy-led initiatives for the multi-level govern-
ance of problems related to rural development in the EU-27 can be better assessed. 

7.6.2 A stylized historical model: collective rural entrepreneurship 

The key to understanding why co-operatives became so actively involved in the 
development of their communities lies in an understanding of the institutional con-
text of their formation. Let us imagine a simplified model of a historical rural 
community in Europe in which, apart from a basic school and a church, no public 
services exist. Let us further assume that in the mid-eighteen hundreds in that 
community, between 80 and 90% of the population lived mainly from subsistence-
oriented agriculture (Henkel, 2004). As a result, local tax revenue in our model 
community may be considered low. In the larger cities of that time, service provi-
sion is slightly better in that hospitals and some public transportation may exist. 
Rural household income varies with stochastic events such as droughts, pests, 
floods and the like. Some simplified assumptions about household mobility may 
add to that characterization: In the western world, the cost of mobility has con-
tinuously dropped over the last 100 years (Tullock, 1967, p. 77), so it is reasonable 
to assume that voting with one’s feet had a relatively more substantial price some 
hundred years ago. Decisions, such as moving along with the household to some 
other area, take the form of “once in a lifetime” events. 

Let us further assume that it is not only with regard to public services that the 
situation is unsatisfactory. At some “proto-capitalistic market-end” of private ser-
vice provision, the situation is not much better. In the countryside, market failure 
results in either monopolistic or inferior quality private services: think, for exam-
ple, of usurers as representative of the private financial services sector, quack-
doctors in the area of private health services and tinkerers13, instead of well edu-
cated engineers, as being widespread phenomena (Faust, 1965). 

In Germany, for example, following the institutional liberalization of individual 
choice of profession and the freeing of the peasantry from relations of medieval 
servitude (Gewerbefreiheit, Bauernbefreiung), exchange, investment and speciali-
zation in the rural economy became increasingly riskier than operating among 
guild-members, family members, neighbors, clan structures or religious groupings. 
As a consequence of the rather poor economy, village or community mayors were 
endowed with relatively few resources (tax revenue) for offering preferred com-
munal services to the members of their community. In a nutshell: In this early ver-
sion of a rural public economy, actors found themselves in a situation in which 
specialization was risky and access to outside markets costly, and most of what is 
today called “community services” were missing. 

                                                           
13 Tinkerer here means a clumsy repairer or worker, a meddler. 
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Table 7.3: Governance by co-operative principles versus multi-level governance 

 Governance 

Rules/purpose Co-operative Principles 
Multi-Level Rural Govern-
ance 

Entry/Access Voluntary, Open Voluntary, Open 

Fees, Contributions/ 
Tax basis 

Membership Membership self-taxing 

Benefits  Exclusive Exclusive 

Representation “One man one vote” Direct democracy 

Specialization 
Specialized or Multi-
Purpose 

Specialized or Multi-Purpose 

Organizational Levels 
3 Tiers: local-regional-
central 

As many as needed 

Competition No Yes, if not voted against 

Scale Economies Yes Yes 

Ownership 
Collectively owned private 
entity 

Publicly owned, public juris-
diction 

Source: Principles in the version of 1844, Ostrom (1972), Marks and Hooghe (2003), Frey et al. 
(2004), Birchall (2005) 

 
Returning to our model, village residents predominantly live from subsistence ag-
riculture and may choose between staying in the village, moving to some other vil-
lage or moving into a city. Given the financial and educational constraints at the 
countryside, joining some low-income industrial labor force (for example, mining 
in hilly regions) or emigrating is the likely alternative to staying in the village or 
town14. In this rather extreme model, the role of rural government is quite limited, 
because taxable income, if any, remains low. “Governance without government” 
is, in this situation, not a desired outcome, but rather a consequence of immature 
institutional and market development. This does not, however, mean that local 
government is inactive. Tight budget constraints on public management create in-
centives for the rural mayors to either leave or to actively promote the local self-
organization of whatever service industry serves best to stabilize the incomes of 
rural residents (Hanisch, 2006, p. 12)15. Historically, these conditions gave rise to 
a new type of self-help association among rural dwellers: the modern co-operative. 
Looking at the organizational principles of rural co-operatives16 reveals some 

                                                           
14 Rural poverty in Europe at the end of the nineteenth century is well documented in Ta-
gungsbericht Armut und ländliche Gesellschaft (2006), while poverty in contemporary 
Europe is discussed in Buchenrieder and Knüpfer. (2002, pp. 353–364). 
15 The initiators of the German co-operative movements are reported to have been mainly 
civil servants, such as small town mayors (Friedrich Wilhelm Raiffeisen), district judges, 
members of parliament (Hermann Schulze-Delitzsch), or police chiefs (Haas). 
16 The principles of the famous “equitable pioneers of Rochdale” or the principles of the 
first version of the German Co-operative Law of 1868 describe similar features regarding 
co-operative self-help associations, according to which a co-operative is an autonomous 
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similarities to the organizational principles suggested by contemporary proponents 
of the multi-level governance concept and by scholars of collective action theory 
(see Table 7.3). 

In the subsistence-oriented economy of our example, farmers mainly produce 
what their families consume and, without further access to markets, forego gains 
from specialization and scale. Given some homogeneity of village residents’ 
needs, agricultural services to improve household income may represent an almost 
perfect match between villagers’ private and public interests (storage, processing, 
machinery, rural credit, rural supplies, transportation, communication or crop in-
surance) and afford collective investments. Farmers manage to vertically integrate 
production, investment for services and processing and market-price risks into one 
and the same type of membership organization, such as the rural supplies co-operative; 
in Germany an example would be the Raiffeisen Warehouse Co-operative17. Those vil-
lage residents not willing to pay for such services had the option to simply refuse 
membership in the co-operative. 

7.6.3 Democratic governance and membership as surrogates for 
competitive pricing 

The organization of dairy co-operatives is a prominent example of how such coops 
work (Bonus, 1986). Farmers do not integrate farms by merging their entire busi-
nesses into one production unit, but prefer instead to choose a more federal gov-
ernance type that combines the advantages of farming independently with the ad-
vantages of producing and consuming services collectively in one larger unit 
(scale economies). Because investments on both sides (on farm and in the dairy) 
are highly specific and, therefore, subject to hold-up problems (Williamson, 1975) 
member-user ownership solves a dilemma which would otherwise likely prevent 
necessary investments from being undertaken. Once input and extension services 
have accomplished a stabilization of member-household production, finding prof-
itable ways for marketing excess production becomes the dominant task of the 
dairy management. Both issues, stabilizing production and linking members to 
new marketing channels, are interconnected. 

Up to now, the model shares most of the features discussed by proponents of 
the club theory (Buchanan, 1965; Olson, 1965; Sandler & Tschirhart, 1980). 
Membership is open or closed. Depending on the type of co-operative, goods and 

                                                                                                                                     
association of persons united voluntarily to meet their common economic, social, and cul-
tural needs and aspirations through a jointly-owned and democratically-controlled enter-
prise (Birchall, 2005). 
17 Until today, co-operative warehouses, credit unions and rural supply associations domi-
nate the agricultural input markets in countries like Germany, the US or Austria. 
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services are impure or pure public goods. The co-operative may, then, be inclusive 
or become exclusive over time. 

In their decision to become co-operators, rural dwellers compare their situation 
without a co-operative with their situation as a member, assessing benefits versus 
marginal cost of membership before joining a coop. Note, given the previously de-
scribed market imperfections, it is incorrect to speak of a competitive price for 
service provision because, in our simple model, the coop is a pioneer organization 
and competing services do not yet exist. Villagers articulate their preferences for 
non-private co-operative services by means of their membership decision and re-
lated individual contributions to service production. Adjustments to norms of ex-
change (prices) are made on the basis of general assemblies and institutionalized 
voting procedures. 

Apart from “voting with one’s feet”, the principle of voluntary association of-
fers an additional mechanism of preference revelation within a rural community: 
So long as additional members generate benefits for the incumbent membership, 
co-operative management is forced (by consumer-voter control) to offer services 
which follow the preferences of existing members and potential members (in order 
to attract them). Membership fees or any other contribution to service provision 
adequately represents the preferences of a variable membership. Democratic deci-
sion-making creates a direct link between preferences and fees, so that in this 
situation the co-operative serves as a self-taxing mechanism of internal pricing, a 
“surrogate” for a market for rural services. 

Compared to other mechanisms, the co-operative club has advantages. The co-
operative benefits from local knowledge about individual talents (screening), 
trustworthiness of its members (reputation), pooled investment risks and liabili-
ties18 and pre-tested self-organizing capabilities derived from existing modes of 
rural religious, cultural, or professional associations (Putnam, 1993, p. 163). 

7.6.4 The rise and decline of co-operative associations 

Where the co-operative is successful, members benefit, and rising household in-
come may generate a future basis for the community to develop publicly organ-
ized services on the basis of taxes. Collective entrepreneurship, on the basis of an 
agreed-upon internal pricing mechanism for co-operative services, in a situation in 

                                                           
18 For example because locals know best about the qualities of the people they live with, a 
self-organized micro-credit system is suitable for internalizing the credit risk that an out-
sider organization would otherwise have to bear. In the early credit associations of the 
Raiffeisen type in Germany, members were jointly responsible and indefinitely liable for 
each credit granted. This strategy eliminated a considerable amount of the cost of credit 
risk and, thereby, avoided dealing with the established system of middlemen and usurers 
(Guinnane, 2001). 
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which no other pricing mechanism exists generates valuable knowledge about the 
value of crucial resources for entrepreneurial activities. 

Co-operatives are known to have generated the first functional (because de-
mocratically agreed upon) business plans for rural service industries. Successful 
co-operatives have served as blueprints for successor organizations and opened up 
new opportunities for the development of both competitors, in the form of pri-
vately organized services, and the public service industry. After members of the 
community have revealed their preferences via self-organizing service production, 
public managers from within the community or from outside may consider the 
creation of public service industries on a similar price-cost scheme19. Because 
open access to membership is an organizing principle of co-operative organiza-
tion, the relevant information about price-cost ratios “spills over” and becomes a 
local public good. Co-operatives may therefore be understood as mechanisms for 
groups in a particular community to reveal their preferences, just in the same way 
as the shopping tour metaphor works in the Tiebout model. The difference is that 
co-operatives “take consumers to the co-operative” in a situation in which the 
costs of mobility or lobbying politicians may be considered very high. Internal 
pricing on the basis of democratic decision making (not competition) and “will-
ingness to join” were the mechanism that created the substance of the co-operative 
movement and, therewith, community development in the rural areas of Europe 
and America at the end of the 19th century, in a situation in which both private-
service market development and the development of public services are in 
their infancy. 

Under certain conditions, then, the mechanism of co-operative association may 
be considered as a surrogate for a market: when “the cost of using the price 
mechanism”20 outside the co-operative is too high, either because communities are 
dispersed and the cost of mobility is high – because population density does not 
allow for many competing service industries existing in parallel – or because in-
formation about the reliability of community members is costly to process for po-
tential investors from outside. 

This interpretation neatly tallies with the transaction cost theory of the firm 
(Coase, 1937), in which the comparative cost of using the price mechanism (the 

                                                           
19 There are many examples of co-operatives which have developed into public service in-
dustries. In Germany, the organization of dams at the German coast provides a good exam-
ple of such a development in which local co-operatives have, over time, developed into 
special purpose associations (Zweckverbände). The emergence of private dairies and rural 
supply firms may serve as an example of informational spillovers which fostered the or-
ganization of private services in rural areas. 
20 The cost of using the price mechanism is Coase´s main argument for the existence of 
firms: “The main reason why it is profitable to establish a firm would seem to be that there 
is a cost of using the price mechanism. The most obvious cost of ‘organizing’ production 
through the price mechanism is that of discovering what the relevant prices are. This cost 
may be reduced but it will not be eliminated by the emergence of specialists who will sell 
this information” (1937, p. 390). 
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market) is the reason why entrepreneurs choose to organize transactions in hierar-
chical structures (within the firm). However, looking at the formation of co-
operatives from a multi-level governance perspective allows us to explain the im-
portance of the co-operative association for rural development in Europe as well 
as for many other places in the world where neither markets nor public services 
exist in meaningful ways. At the same time, this perspective offers a dynamic ex-
planation for the disappearance of co-operatives over time that goes hand in hand 
with the development of what Coase has called “specialized exchange economies” 
(1937, p. 390). Once members of a rural community have successfully established 
service industries on the basis of open and democratic member associations, in-
formation spillover effects occur, with the preferences of this group regarding ser-
vices and prices being revealed and becoming local public information. Without 
other competitors, service provision takes the form of a regional monopoly, con-
trolled by consumer-voters who are at the same time the owners of the enterprise. 
Note that, without competition in this model, free entrance and the revealed will-
ingness to join the coop ensure that consumers do benefit from established cost 
price ratios (Tullock, 1967, p. 77)21. So long as there is no alternative mode of ser-
vice provision, consumers will join the coop until the per-member cost of contrib-
uting to service provision exceeds the individual benefit from service availability. 
The logic here is “better some service than no service”. The “size of the club” then 
depends on the form of the production function of the service produced (Kollock, 
1998, p. 190). If economies of scale and stages in the production function are at 
stake, incentives for sizeable service industry formation may exist (Kollock, 1998, 
p. 190). Where this process has begun, benefits from collective action emerge and 
the community becomes wealthier. Political or private entrepreneurs may now use 
the co-operative price-cost scheme as an organizational blueprint for non-self-
organized forms of service industries (public corporations, shareholder value-
oriented firms). Thus, outside observers of the goings on of the co-operative 
model receive for free what would otherwise be costly: the most valuable informa-
tion about available techniques, risk management, needed managerial skills, more 
or less talented employees, price-cost ratios and preferences of local residents. 
This spillover effect lowers risks for other models of organization that are not co-
operative-based. The more alternatives emerge, the better the market price mecha-
nism works. At the same time, the reason for organizing services in the particular 
form of a collective, risk-minimizing, democratically governed local service mo-

                                                           
21 In his geographical ice-cream truck model of monopolistic competition, Tullock (1967, p. 
72) compares three optima: monopolistic competition, coop and competitive market. He 
concludes that, in the presence of competition, only the monopolistic competition optimum 
reaches a socially desirable allocation of ice-cream trucks along some road in a spatial 
economy of ice cream consumers who reside along this road. The reason is that, otherwise, 
either one truck for any ice consumer or an almost non-computable price system differenti-
ating the utilities of various coop members which live at different distances from the co-
operatively owned ice cream truck would be necessary to satisfy some criteria of Pareto-
optimality within a co-operative. 
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nopoly becomes obsolete, because valuable information about how to organize, 
which services at what cost is generated as a spillover. Because, according to the 
theory of the firm, some sort of more or less functional market usually produces 
this type of information (Williamson, 1975), the co-operative appears to be an al-
ternative mechanism of pricing – a market surrogate and pioneer enterprise. 

7.7 Conclusions 

In this paper, I have analyzed the structural problems of the rural areas in the EU-
27. My aim has been to explore constraints on rural governance and the validity of 
the multi-level governance concept, especially the ways in which it is being ap-
plied to rural areas. Without the element of self-organization, the promise of 
multi-level governance for the rural areas of the EU-27 remains obscure. But the 
capacity to self-organize cannot simply be assumed as a given or be easily politi-
cally implemented in rural areas. At a time of budget crises in many communities 
of the EU-27, it is reasonable to assume that public and private service industries 
will have to stepwise pull out. Where this is the case, conditions similar to those in 
the rural areas of Europe some hundred years ago may apply, in which communi-
ties are dispersed over sizeable, loosely populated territory, the costs of mobility 
are high and educational, employment and income opportunities differ greatly 
from metropolitan areas. In such situations, the scope for promotion of civil soci-
ety development or self-help by means of policy intervention is limited. Likewise, 
the validity of the concept of multi-level governance for rural areas in the presence 
of these structural problems in the EU-27 is limited. 

Surely, the preferences of the rural dwellers of today will largely differ from 
those of their ancestors some 150 years ago. However, multi-level governance, 
rightly understood, means that residents should be enabled to self-determine the 
scale and level on which they intend to approach a particular problem (special 
purpose jurisdiction). In the face of budget crises, it is not the residents but rather 
important branches of public services (hospitals, police departments, elderly care) 
that might be the first to be relocated or consolidated in larger settlements. The 
remaining residents are often left with the decision to self-organize these services 
on a scale that best suits them or to move. One problem is that, in the face of 
shrinking or ageing communities, existing public service industries may prevail 
but may no longer provide services at tolerable fees. In many of the European 
countries, communal services are organized in the form of special purpose asso-
ciations (Zweckverbände). These are frequently protected by law and represent lo-
cal monopolies. 

One way to motivate self organization is, then, to “institutionally liberalize” al-
ternative ways to produce rural services. This means opening up possibilities for 
rural dwellers to challenge the price worthiness of existing communal services by 
self-organizing important services. The historical example of nineteenth century 
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Germany has shown that giving people a choice may unleash hitherto unknown 
self-organizing capabilities. Recent examples of this phenomenon in the areas of 
land development, privatization of schools, local energy plants, wastewater man-
agement and the self-management of formerly communal recreational facilities 
show that the self-organization of typically communal services in the form of rural 
co-operative associations can pay off (Eisen, 2002). In such cases, co-operatives 
once again represent self-organized mechanisms of preference articulation and 
pricing in situations in which neither markets nor public service industries satisfy 
consumer-voters’ needs. Contemporary constraints on rural governance in the EU-
27 may well generate renewed interest in and re-examination of a prominent in-
stance of self-organization which solved basic problems of rural governance in 
Europe some 150 years ago. 
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Abstract. During the past 40 years, many countries have adopted policies and 
laws aimed at protecting the environment and ensuring the sustainable manage-
ment of natural resources. Yet implementing such policies and laws requires effi-
cient public administration. This chapter presents a conceptual framework that 
identifies the factors influencing the performance of environmental ministries, 
departments and agencies (MDAs). Based on this framework, the chapter explores 
how New Institutional Economics, specifically transaction cost economics, can be 
applied to derive hypotheses regarding the institutional design of environmental 
MDAs. Four questions concerning institutional design are discussed: To which 
extent should environmental functions be integrated into sector ministries? What 
is the appropriate level of autonomy for different MDAs? What is the appropriate 
level of decentralization? And how should they interact with civil society and the 
private sector? The case of Uganda is used to illustrate the arguments derived 
from the transaction cost approach. 

Keywords: Decentralization, Delegation, Institutions of environmental admini-
stration, Transaction costs economics, Uganda 

8.1 Introduction 

Since the second half of the 20th century, environmental concerns have entered 
the political agenda, both in industrialized and in developing countries. To varying 
degrees, most countries have developed policies and enacted laws aimed at pro-
tecting the environment. Implementing these laws and policies has required the 
development of institutions for environmental administration. To that effect, coun-
tries have set up specialized environmental ministries, and/or added environmental 
functions in the form of departments to existing ministries. They have also created 
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independent environmental agencies. In line with a trend towards decentralization, 
on the one hand, and regional integration, on the other, some environmental func-
tions have been transferred to supra-national administrative bodies, whereas others 
have been decentralized to local governments. In spite of their efforts to create 
environmental administration institutions, many countries still face an implemen-
tation gap. Environmental degradation continues worldwide, in spite of the laws 
and policies that have been set up to protect the environment. There are various 
reasons for this implementation gap, including problems of political economy. 
Ultimately, however, it is environmental administration institutions that fail to 
implement the provisions that legislators set up to protect the environment. There-
fore, organizing environmental administration institutions more effectively can go 
a long way towards reducing the implementation gap in environmental policy. 
This paper uses concepts from New Institutional Economics to derive design prin-
ciples for environmental administration which may help policy-makers to reform 
their country’s own environmental administration institutions and increase their 
effectiveness. The paper is inspired by Konrad Hagedorn’s work on the institu-

the innovative ways in which he and his followers have used transaction cost eco-
nomics to analyze institutional issues in agriculture and natural resource manage-
ment (see e.g. Beckmann, 2000). 

Our contribution is organized as follows: Section 8.2 provides a conceptual 
framework for the analysis of environmental administration institutions. On this 
basis, Section 8.3 identifies the goals and functions of environmental ministries, 
departments and agencies (MDAs). Section 8.4 specifies how transaction cost 
economics can be used to analyze essential questions regarding the institutional 
design of environmental MDAs, with Section 8.5 using the case of Uganda to il-
lustrate the application of transaction cost economics for their analysis. Section 
8.6 discusses the framework and draws some conclusions. 

8.2 A Conceptual Framework for Analyzing MDAs 

The conceptual framework for the analysis of environmental MDAs presented 
here draws on standard approaches in organizational assessment (e.g., Lusthaus, 
Adrien, Anderson, Carden, & Montalván, 2002) and on specific applications in the 
field of agriculture and natural resource management (e.g., Birner et al., 2006). 
Figure 8.1 illustrates the elements of this framework and their interrelationships, 
further explained below. 

tional dimension of environmental policy (see e.g. Hagedorn, 2002, 2004) and by 
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Fig. 8.1: Conceptual framework 

8.2.1 Mission and functions 

The starting point for assessing the design of environmental MDAs is to identify 
the functions that they should fulfill (Box D in Fig. 8.1). Their mission and func-
tions should be derived from the environmental policies and laws of the country 
under consideration (Box B), which are influenced by macro-level factors (Box 
A). These include the country’s political and administrative system, its level of 
economic development as well as socio-cultural conditions. The functioning of 
the juridical system is particularly important with regard to environmental 
management. Environmental policies and laws are also influenced by different 
types of environmental problems that need to be managed, as further specified 
in Table 8.1. 
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8.2.2 Characteristics of MDAs 

The framework indicates that the mission and the functions that MDAs are sup-
posed to fulfill, together with macro-economic factors and the type of environ-
mental problems to be solved within the sector, determine how environmental 
MDAs should be designed and managed. Important aspects in this regard include 
the following: 

Institutional set-up (Box E) 

The institutional set-up of the MDAs, which can also be referred to as governance 
structures, includes the following aspects: 

1. Types of MDAs and relations between them: The various environmental func-
tions could be organized in one ministry, but in practice they are often distrib-
uted over several. In this case, the relations between the environmental MDAs 
are important for their overall functioning and performance. 

2. Internal structure: Important aspects of the internal structure of a ministry in-
clude, for example, the number and types of departments it has and the levels 
of hierarchy that exist within it. 

3. Decentralization: MDAs can be associated with different levels of government, 
depending on the overall structure of government in the country under consid-
eration. 

4. Autonomy: Departments and agencies can enjoy different degrees of autonomy 
from the ministry to which they belong. They may also be independent of any 
ministry. 

Capacity (Box F) 

The mission and the functions of MDAs influence the capacities that they require 
in terms of human resources, physical infrastructure and financial resources: 

1. Human resources: This aspect refers to the numbers, qualifications and skills of 
staff in different units and at different levels within environmental MDAs; 

2. Physical infrastructure: This refers to the buildings, vehicles, communication 
infrastructure, and equipment that MDAs have at their disposal; 

Changes in the institutional set-up typically require legislative action, and, there-
fore, they are often part of general public sector reforms, such as decentralization. 
The institutional set-up typically also reflects a historical legacy, which in many 
developing countries still relates to the colonial system of public administration 
that they inherited, but it may also reflect the various trends of public sector re-
forms that have occurred since then. 
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3. Financial resources: The ability of MDAs to fulfill their functions depends 
on the amount of financial resources available for salaries, maintenance of in-
frastructure, investment, and operations, as well as on the predictability and 
reliability of resource flows. MDAs may also be able to generate their own 
revenues. 

Management (Box G) 

While institutional set-up and capacity can be considered to be the “hardware” of 
environmental MDAs, the ways in which resources available to MDAs are man-
aged can be considered to be the “software.” Important aspects of managing envi-
ronmental MDAs include the following: 

1. Leadership roles and styles that MDA managers have at different levels; 
2. Management of human resources, including strategies that are applied to create 

incentives, using rewards and sanctions, as well as strategies to maintain and 
increase skill and qualification levels of staff members; 

3. Financial management, understood in terms of transparency, timeliness, ac-
countability and auditing; 

4. Planning processes used at different levels, including coordination of planning 
processes between different levels; involvement of stakeholders in the planning 
process; aligning planning with budgets and implementation activities; 

5. Monitoring and evaluation systems as well as use of information from M&E 
for management purposes; and 

6. Information flows and coordination mechanisms within and among MDAs as 
well as between MDAs and other actors. 

Methods and technologies (Box H) 

MDAs can use different approaches, methods and technologies to fulfill their 

and monitor environmental problems, have an important influence on the results 
they are able to achieve. 

Relations with private sector and civil society (Box I) 

The functioning and performance of environmental MDAs is not only influenced 
by their institutional set-up, capacity, organization and management, but also by 
the ways in which they interact with private sector and civil society, particularly 
with the actors that cause environmental problems, on the one hand, and the 

functions. The technologies that environmental MDAs use, for example, to detect 
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groups that advocate environmental protection, on the other. Environmental pro-
tection groups, for example, can exercise pressure on environmental MDAs and 
support their implementation activities. Enterprises that cause environmental prob-
lems may cooperate with environmental MDAs to solve problems, or they may 
use political channels to undermine implementation efforts. 

Organizational motivation and functioning (Box J) 

The foregoing characteristics of MDAs and their interaction with environmental 
actors influence what can be called the “organizational motivation” (Lusthaus et 
al., 2002), and the actual functioning of MDAs. It is important to acknowledge 
organizational motivation and functioning of MDAs as an “intermediate outcome” 
which influences their performance. It is often assumed that reforming MDAs by 
restructuring them, retraining their staff, and putting new technologies and proc-
esses in place will lead to increased performance. However, one first needs to ask 
questions such as the following: Do these reforms indeed increase the incentives, 
motivation and mission-orientation of MDA staff? How do the new processes ac-
tually work in practice? Are new technologies actually used? It is not unusual, for 
example, that computers introduced by development projects are, after a short 
while, not used any longer. Thus, to what extent changes in the institutional de-
sign, capacity, management and methods of MDAs will lead to better results de-
pends on the way in which the staff reacts to these changes. Therefore, it is impor-
tant to analyze the organizational motivation and functioning of MDAs, paying 
attention to the following aspects: 

1. Mission-orientation and professional ethics of the staff members; 
2. Incentives that staff members have to fulfill their tasks; 
3. Accountability that is created within the MDAs, as well as with regard to politi-

cians and stakeholders; 
4. Organizational culture within MDAs; 
5. Actual functioning of processes, such as planning and budgeting in practice; 

prevalence of informal processes that may support or undermine formal proc-
esses; and 

6. Actual use of technologies, such as computers, software, etc. 

Organizational performance (Box K) 

The ultimate goal of public sector reform is improving the organizational per-
formance of MDAs. The important dimensions of which include the following: 

1. Effectiveness in fulfilling their functions; 
2. Efficiency, which is influenced, among other factors, by the extent to which 

corruption can be controlled; 
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3. Sustainability of operations; and 
4. Adaptability to new tasks and challenges. 

More specific performance indicators can be developed for the different functions 
that environmental MDAs are in charge of. 

Achievement of environmental goals (Box L) 

The performance of MDAs influences achievement of the ultimate environmental 
goals for which they were created, such as sustainable resource use and environ-
mental protection. To assess environmental MDAs, it is essential to collect indica-
tors on these ultimate outcomes, while taking into account that these outcomes are 
also influenced by factors that may lie outside their control. For example, pollu-
tion of rivers may be caused by other countries that share them. 

The feedback arrow leading from the sector goals to the characteristics and en-
vironmental problems (Box C) indicates that the framework has to be seen from a 
dynamic perspective. With economic development, the functions of environmental 
MDAs will change over time, which should induce appropriate changes in their 
institutional set-up, capacity, management and methods. For example, with indus-
trial development, new types of environmental problems arise, and environmental 
MDAs have to be adjusted to meet these challenges. 

In summary, the outlined framework identifies key factors that influence the 
performance of environmental MDAs and their contribution towards the achieve-
ment of environmental goals. What the framework does not capture is the process 
of organizational change, which is required to create and reform environmental 
MDAs. Reforming public sector institutions is a challenging task, since it is inher-

8.3 Functions and Activities of Environmental MDAs 

As shown in Fig. 8.1, the mission and the functions that environmental MDAs 
are supposed to fulfill (Box D) depend on the types of environmental problems 
that need to be solved (Box C). There are many different ways in which envi-
ronmental problems can be classified. Gerelli and Patrizii (1996), for example, 
suggest a classification according to the sectors involved, the type of recipient 
medium, and the type of polluting agent. Table 8.1 provides a classification 
scheme that includes (a) the types of environmental problems, (b) the subjects of 

ently a political process, which is influenced by organizational politics within 
MDAs and by external actors, including political decision-makers, private sector 
and civil society organizations, as well as donor agencies that may pursue or resist 
change. Analyzing the dynamics of institutional change is beyond the scope of this 
paper, but the final section does take the question into consideration. 
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protection (or the medium to be protected), and (c) the sectors that cause envi-
ronmental problems. 

Table 8.1: Classification of environmental problems 

Environmental prob-
lems to be managed 

Subjects of environ-
mental protection 

Sectors that potentially 
cause environmental 
problems  

• Pollution, e.g. was-
te, toxic sub-
stances, noise 

• Hazards 
• Disasters 
• Unsustainable use 

of natural re-
sources 

• Climate change 

• Human health 
• Air / atmosphere 
• Water 
• Soils 
• Biodiversity 
• Landscapes 
• Ecosystems 

 

• Agriculture 
• Forestry 
• Fisheries 
• Mining 
• Energy 
• Industry 
• Transport 
• Households 

 
 

The first column in Table 8.1 lists the types of problems. They include pollution, 
which may occur in the forms of waste, toxic substances, and noise; hazards, 
which may be caused by industrial or agricultural production; natural disasters, 
which may be promoted by human interventions in ecosystems; unsustainable use 
of natural resources; and climate change. The second column of Table 8.1 lists the 
subjects of environmental protection. These include human health, air and atmos-
phere, water resources, soils, biological diversity (including genetic resources), 
landscapes and ecosystems (including forests and rangelands). The sectors that 
potentially cause environmental problems are listed in the third column, including 

To manage environmental problems, environmental MDAs have to fulfill a 
range of different functions, classified in Table 8.2. They include policy formula-
tion; planning and the development of guidelines and regulations; conducting en-
vironmental risk assessments; monitoring of environmental problems; enforce-
ment of environmental policies and regulations; coordination among public sector, 
private sector and civil society, and coordination across different levels of gov-
ernment; environmental education and advisory services; and research on envi-
ronmental problems and solutions. 

agriculture, forestry and fisheries, the mining sector, the energy sector, the indus-
trial sector, transport, and households. Some types of industrial production, such 
as the chemical industry, are particularly contributory to environmental problems. 
Likewise, some agricultural technologies, such as pesticides and genetically modi-
fied crops, are more environmentally problematic than others. 
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Table 8.2: Types of environmental functions 

Type of functions Examples 

Policy formulation Drafting environmental policies and laws 

Planning 
Developing guidelines and 
regulations 

Preparing environmental strategies and action 
plans 
Preparing land use plans 
Devising zoning regulations 

Conducting environmental 
risk assessments 

Environmental impact assessment 
Risk assessment for pesticides and genetically 
modified crops 

Monitoring  Measuring pollution and resource use 

Enforcement Ensuring that violations of environmental laws 
and guidelines are prosecuted 

Coordination Coordinating between different environmental 
MDAs, between different levels of government; 
and between public sector, private sector and civil 
society organizations that are concerned with en-
vironmental problems  

Educational and advisory 
functions 

Advising producers on environmentally safe pro-
duction; educating households on environmental 
issues 

Research Conducting scientific and socio-economic re-
search on environmental problems and strategies 
to solve them 

8.4 Designing Environmental MDAs: The Contribution of the 
New Institutional Economics 

Various disciplines, such as organizational sociology and administrative science, 
can contribute towards identifying how environmental MDAs should be designed 
and managed to achieve high levels of performance. In the spirit of the work of 
Konrad Hagedorn, this chapter concentrates on the contribution that New Institu-
tional Economics, especially transaction cost economics, can make in this regard. 

Identifying illegal resource use 

Concepts from New Institutional Economics can contribute most to the analysis of 
the institutional set-up of environmental MDAs. Therefore, in terms of Fig. 8.1, 
the analysis presented here concentrates on the factors listed in Box E, while still 
taking into account the other factors included in the framework. 
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The analysis here mainly follows the transaction cost concept as developed by 
Oliver Williamson (1985, 1991, 1999), an approach also applied by Guido Van 
Huylenbroeck et al. (this volume) to analyze hybrid governance structures. To 
assess the comparative advantage of different governance structures, Williamson 
(1991) developed the “discriminating alignment hypothesis”, according to which 
transactions that differ in their attributes are to be aligned with governance struc-
tures that differ in their costs and competence, so as to effect an economizing re-
sult. Williamson uses a cost-effectiveness approach, which compares the costs 
involved in achieving a set of defined outcomes using different governance struc-
tures. In terms of the framework presented above, these outcomes could either be 
identified at the level of organizational performance (Box K) or ultimate goals 
(Box L). To apply the transaction cost approach to environmental administration 
institutions, one needs to (a) specify possible governance structures for environ-
mental MDAs, (b) identify the transactions to be carried out, (c) identify the types 
of costs involved in carrying out the respective transactions, and (d) identify the 
attributes and context-specific factors that influence the comparative advantage of 
different governance structures for the transactions in question. These steps are 
further detailed below: 

(a) The concept of “governance structures” can be applied to the institutional 
aspects of environmental MDAs that have been discussed above for Box E. 
For this article, we have limited our scope to concentrating on only four di-
mensions of environmental MDA governance structures: integration, auton-
omy, decentralization, and relations with civil society and the private sector. 

(b) To identify the transactions carried out by environmental MDAs, one can use 
Table 8.2 above as a starting point. The functions listed therein are associated 
with different types of transactions. The challenges involved in carrying out 
the respective transactions may, however, differ considerably depending on 
the type of environmental problem and the sector concerned. For example, the 
activities required to enforce compliance with environmental regulations are 
easier to organize if they apply to a limited number of large-scale industrial 
plants as compared to a large number of small-scale farmers. 

(c) With regard to public administration, the classification of costs into transac-
tion, production or other costs is largely a matter of definition. For example, 
one may classify all expenditures associated with regulatory activities as tran-
saction costs. For the purpose of the analysis presented here, it is important to 
consider the total costs associated with carrying out a certain transaction, sin-
ce the cost-effectiveness approach aims at identifying the governance struc-
ture that involves the lowest total costs. Therefore, defining transaction costs 
and production costs in different ways will not change the considerations pre-
sented here. 

(d) Regarding the attributes of transactions, Williamson’s work focuses on 
asset specificity, uncertainty, and frequency. As further specified below, 
additional attributes need to be considered to address the specific features 
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of environmental administration institutions. Section 8.5 will also identify 
the types of literature that can help to identify attributes as well as con-
text-specific factors. 

8.5 Analyzing the Governance Structures of Environmental 
MDAs 

This section uses the transaction cost approach to derive hypotheses regarding the 
comparative cost-effectiveness of different governance structures for environ-
mental MDAs, focusing on the case of Uganda, where data were collected during 
a field visit in 2007 involving expert interviews, interviews with representatives of 
different environmental MDAs, and a review of policy documents. The case of 
Uganda is used here primarily to show how environmental MDAs are structured in 
a concrete case. 

8.5.1 Level of integration 

Since environmental problems are caused by different sectors (Table 8.1), the 
question arises as to what extent administrative environmental functions should be 
incorporated into the respective sector ministries – such as, the ministries in char-
ge of agriculture, energy or transport – and to what extent they should be inte-
grated in one separate ministry or agency in charge of the environment. This is 
related to the question of whether integrative or segregative institutions are better 
suited for environmental management, which has been analyzed by Hagedorn 
(2005) and is further discussed by William Blomquist in this volume. In the case 
of Uganda, environmental functions are to a considerable extent incorporated into 
different sectoral ministries, implying a segregation of environmental functions. 

1. The Ministry of Agriculture, Animal Industry and Fisheries, hereafter referred 
to as the Ministry of Agriculture, is in charge of promoting sustainable man-
agement activities related to agriculture, rangelands, pastures and fisheries. The 
Farm Development Department of the Ministry of Agriculture also deals with 
watershed management, including soil and water conservation and irrigation 
and drainage. The ministry has overall responsibility for the National Agricul-
tural Advisory Services, established in 2001 as a semi-autonomous agency un-
der the Ministry of Agriculture, which hires agricultural extension agents on a 
contract basis. The advisory services have a strategy that aims at incorporating 
natural resource management issues into extension work plans and into the con-
tracts with service providers. 
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2. The Ministry of Tourism, Trade and Industry oversees the Uganda Wildlife 
Authority, which is in charge of managing the country’s protected areas. To 
protect wildlife resources, the Wildlife Authority also works with communities 
outside protected areas. 

3. The Ministry of Energy and Mineral Development is in charge of the manage-
ment of minerals and energy. Its mandate includes the promotion of renewable 
energies. 

4. The Ministry of Lands, Housing and Urban Development has the responsibility 
for ensuring “security of land tenure and productive use of land resources.” 
This ministry is in charge of land administration, which includes land registra-
tion and the development of a Land Information System. 

The question arises as to whether the far-reaching incorporation of environ-
mental functions into different sectoral ministries, as opposed to their integration 
into a single environmental ministry, is an appropriate governance structure. One 
important trade-off to be considered in this regard is the following: On the one 
hand, the incorporation of administrative environmental functions into the respec-
tive sectoral ministries can reduce the costs of fulfilling these functions, because 
incorporation makes it possible to use existing staff, infrastructure and knowledge. 
For example, to reach important environmental goals in the agricultural sector, it 
is necessary to influence the farming practices of hundreds of thousands, if not 
millions, of farmers. Therefore, it is advantageous to incorporate educational and 
advisory services for environmental protection in the agricultural sector with the 
agricultural extension system, as is the case in Uganda. This will be more cost-
effective than setting up a separate service to advise farmers on environmental 
issues. Similarly, it is advantageous to incorporate research on sustainable natural 
resource management into the agendas of existing agricultural research organiza-
tions (Crosson & Anderson, 1993). 

However, incorporating environmental functions into existing sectoral minis-
tries presents its own challenges. Importantly, it is often politically difficult to 
pursue environmental goals in sectoral ministries, since their main goals are of-
ten in conflict with environmental ones, at least in the short run. Therefore, the 
staff in such ministries often lacks sufficient incentives to promote environ-
mental protection. Moreover, sectoral ministries, such as agriculture, energy and 
transport, are typically subject to intensive lobbying by producer groups that 

5. Uganda also has a ministry that is responsible for the overall coordination of 
environmental protection. This is the Ministry of Water and Environment, 
which oversees the National Environment Management Authority. This agen-
cy has the mandate to monitor, plan and coordinate environmental matters in 
all sectors. The implementation, however, remains the responsibility of the 
relevant sectoral ministries. The Ministry of Water and Environment is also 
responsible for the management of water resources, forests and woodlands. 
The National Forest Authority, which is in charge of managing the country’s 
Central Forest Reserves, falls under the jurisdiction of this ministry as well. 
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consider environmental protection to be a burden and lobby against it. Hence, 
there is a trade-off between the reduction in costs due to incorporation and the 
failure to achieve a desired level of environmental protection. Incorporation in-
volves another trade-off. If environmental functions are part of different sectoral 
ministries, the costs that arise for coordination across different sectors will in-
crease. As pointed out by Blomquist in Chapter 5 of the present volume, it is an 
empirical question whether organizational integration or inter-organizational co-
ordination is more costly, and the answer will depend on context-specific factors. 

The interviews with stakeholders and experts conducted in Uganda indicate 
that the trade-offs discussed here are in fact relevant. There are concerns that the 
National Agricultural Advisory Service is not particularly effective in promoting 
sustainable resource management, because this is not a priority for the agricultural 
administration. Likewise, there are concerns about limited coordination between 
different ministries. For example, wildlife conservation requires coordination with 
forest and rangeland management, but each of these three resource systems is as-
signed to a different ministry. This is perceived to be a problem because – as the 
respondents pointed out – existing rules and communication procedures in Ugan-
da’s public administration do not facilitate inter-ministerial coordination. 

These considerations suggest that four attributes of transactions influence the 
comparative advantages of incorporation: (1) specificity; (2) transaction-intensity; 
(3) scope for interest capture; and (4) need for coordination. Taking these attrib-
utes into account, one can formulate the following hypotheses: If environmental 
functions are closely interlinked with sector-specific activities, it will, all else be-
ing equal, be more cost-effective to incorporate these functions into the respective 
sectoral ministry. This is especially the case for environmental functions that are 
“transaction-intensive”, a term indicating that the required transactions are fre-
quent and at the same time widely distributed in space as in the case of advising 
farmers (Pritchett & Woolcock, 2004). However, if environmental functions are 
subject to lobbying by special interest groups, the cost-effectiveness of incorporat-
ing these functions into sector ministries will be reduced. The same applies if there 
is a need to coordinate environmental activities in one sector with environmental 
activities in other sectors. 

8.5.2 Level of autonomy 

The above description shows that environmental MDAs in Uganda differ in their 
degree of autonomy. The National Environment Management Authority, the Na-
tional Forest Authority and the National Wildlife Authority enjoy a considerable 
degree of autonomy from the ministries to which they belong. The National Agri-
cultural Advisory Services unit does not have the same level of autonomy, but it is 
still more independent from the Ministry of Agriculture than a typical ministerial 
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department. The question arises: Which factors need to be considered when decid-
ing on the appropriate level of autonomy of an environmental unit? 

The transaction cost framework can also be applied to answer this. The litera-
ture on political transaction costs and delegation (Dixit, 1996; Calvert, 
McCubbins, & Weingast, 1989) provides important insights on the attributes that 
matter in this regard, suggesting that delegation of authority to an independent 
agency can reduce problems of “political interest capture,” which arise, for exam-
ple, if there is a strong trade-off between short-term and long-term interests. The 
creation of independent central banks is a well-known example. 

Figure 8.2 illustrates how the transaction cost approach can be used to derive 
hypotheses on the appropriate level of autonomy. 

Fig. 8.2: Comparative efficiency of different governance structures: Degree of autonomy 

The diagram displays hypothetical cost curves for the respective transactions un-

tive transaction. The horizontal axis displays the attribute “scope for political 
interest capture”, which increases the comparative advantage for autonomy, as 
explained above. As shown in Fig. 8.2, from point a1 onwards, an independent 
agency can perform the respective transaction at a lower cost than the public ad-
ministration, because in this cost-effectiveness consideration, the benefits of re-
duced political interest capture translate into a lower slope for the respective hypo-
thetical cost curve. For a < a1, however, an independent agency does not have a 
comparative advantage, because delegation also involves costs. These costs have 

der a more autonomous governance structure, w, and a less autonomous govern-
ance structure, v. The vertical axis indicates the total costs arising for the respec-
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been attributed to “legitimacy drift” and “delegatee drift” (Voigt & Salzberger, 
2002). Legitimacy drift occurs if the public does not attribute the same legitimacy 
to the independent agency that they would attribute to a governance structure with 
less delegation. Delegatee drift occurs if the independent agency pursues goals 
other than those that the policy-makers had in mind when they created the agency. 
Delegation may also lead to increased coordination costs and reduced possibilities 
for monitoring. 

With regard to delegatee drift, it is necessary to consider whether an independ-
ent agency or the executive/public administration is likely to be subject to interest 
group capture, either by the industry or by environmental groups. In Fig. 8.2, it is 
assumed that the independent environmental agency can take steps to increase 
transparency and accountability that a department – being part of a ministry and 
bound by its rules – cannot undertake. One can hypothesize that such measures 
will make it easier to achieve the required outcome, which is indicated by a 
downward shift of the respective cost-curve. The level from which an independent 
agency has a comparative advantage over an integrated department moves, then, 
from a1 to a2. 

The expert interviews conducted in Uganda suggest that the independent envi-
ronmental agencies (National Environment Management Agency, Uganda Wild-
life Agency, National Forest Authority), in fact enjoy high reputations. They are 
considered to be more effective than typical government departments and to show 
stronger commitment to environmental goals. The National Forest Authority, for 
example, resisted a plan for the conversion of the Mabira Forest Reserve into a 
sugar cane plantation, which was based on a deal between political leaders and a 
sugar corporation and was widely perceived as a case of interest capture. This re-
sistance of the National Forest Authority against the plan can be seen as an indica-
tion for the merits of its autonomy. However, the government reacted by sacking 
the entire board of the agency, and it was only massive public protest organized by 
environmental interest groups that eventually prevented the conversion of the for-
est (Howden, 2007). 

8.5.3 Level of centralization/decentralization 

Next to the levels of integration and autonomy, the level of decentralization is a 
third important dimension of environmental MDA governance structures. Since 
Uganda has undergone a far-reaching process of decentralization, local govern-
ments are also in charge of environmental functions. Uganda’s local government 
system has five tiers: District, County, Sub-county, Parish and Village. The fol-
lowing two levels are most important for environmental MDAs: 

1. District level: Under the District Administration, the District Forestry Ser-
vices are in charge of managing the forest resources in the district (except 
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those managed by the National Forest Authority and the Uganda Wildlife Au-
thority). The Department of Land Management is in charge of the environ-
ment and wetlands. The Directorate for Production, Marketing and Agricul-
tural Extension Services is responsible for agricultural activities and also 
oversees the district coordinator of National Agricultural Advisory Services. 

2. Sub-county level: The sub-counties develop and execute their own budgets. 
Similar to the district level, they have administrative staff, a Sub-county Execu-
tive as political head, and a Sub-county Council of elected members. However, 
there is no officer from the environmental administration posted at this level. 
The National Agricultural Advisory Services have staff members, since con-
tracts to service providers are awarded at the sub-county level. 

Which factors should be considered when deciding on the appropriate levels of 
decentralization for different environmental functions? As Blomquist (this vol-
ume) points out, this question is particularly important in natural resource man-
agement, since ecosystems differ in scale. The transaction cost approach can be 
used to identify the factors that influence appropriate levels of decentralization. 
Figure 8.3 shows hypothetical cost curves for environmental transactions under a 
more centralized governance structure, x, and a more decentralized governance 
structure, y. The vertical axis indicates the total costs arising for each respective 
transaction. The horizontal axis displays the attributes which increase the com-
parative advantage for a decentralized organization of the respective transaction. 

The environmental federalism literature provides important clues on the attrib-
utes that matter in this respect. As can be derived from the work of Oates (2004), 
the nature of a particular environmental problem plays an important role. If envi-
ronmental MDAs are supposed to produce local public goods, a more decentral-

spill-over effects, coordination between decentralized environmental MDAs is 
typically more appropriate than centralized decision making, especially if prefer-
ences are heterogeneous. Economies of scale in performing the respective activity 
are an important attribute favoring more centralized approaches. These may differ, 
however, between types of environmental transactions. The economies of scale in 
the activities to be carried out by environmental MDAs are linked to their “trans-
action intensity.” As indicated above, this attribute reflects the frequency and spa-
tial dispersion of transactions. If local knowledge, for example knowledge of local 
environmental conditions, rather than expert knowledge is required to perform the 
transaction well, a decentralized organization has advantages, too. 

In Fig. 8.3, the horizontal axis displays attributes that increase the comparative 
advantage of a decentralized governance structure (i.e. local public goods, increas-
ing transaction-intensity, need for local knowledge). The more these attributes 
matter, the greater is the increase in the hypothetical costs for performing the re-
spective transaction under the centralized governance structure, x. 

ized governance structure has advantages. In cases of local public goods with 

In the case of the decentralized governance structure y, the total costs in-
crease at a slower pace, which is indicated by a smaller slope of the respective 
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hypothetical cost curve. If the respective attributes are not relevant (moving to-
wards the left-hand side along the horizontal axis), a centralized governance struc-
ture has a comparative advantage over a decentralized one. In this case, one can 
save the costs of establishing a decentralized system, which may require consider-
able investments for building capacity at the local level. From point a1 onwards, a 
decentralized governance structure has a comparative advantage over a centralized 
one for performing the respective transaction. 

 

Fig. 8.3: Comparative efficiency of different governance structures: Level of decentralization 

Figure 8.3 also displays the effects of context-specific factors, for example, the 
role of heterogeneous local conditions and preferences. This factor increases the 
comparative advantage of a decentralized agency, resulting in a downward shift of 
the cost curve that indicates decentralized administration. Accordingly, the point 

The interviews conducted in Uganda suggest that the trade-offs discussed here 
are, in fact, relevant. Uganda is rather heterogeneous with regard to agro-ecology 
and ethnicity, and many environmental activities are transaction-intensive. These 
factors support a decentralized organization of environmental MDAs. At the same 

from which decentralized management becomes more efficient moves to a2. In 
contrast, if the capacity of a national environmental agency is increased, the cost 
curve of the centralized agency is shifted downwards. This may occur, for exam-
ple, if the central agency is able to hire better qualified and more motivated staff 
than local governments are able to. Accordingly, the point at which a centralized 
organization of the respective transaction begins to have a comparative advantage 
over a decentralized organization moves from a1 to a3. 
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time, the challenge to build sufficient capacity for environmental administration 
institutions at the local level remains an important challenge for the decentralized 
approach. 

8.5.4 Interaction with private sector and civil society 

The transaction cost economics approach can also be applied to other dimensions 
of institutional design besides integration, autonomy and decentralization. One 
important question is related to interaction with the private sector and civil society 
(Box I in Fig. 8.1). As can be derived from the previous sections, there is a wide 
spectrum of forms that this interaction may take. For example, commercial enter-
prises may seek political alliances to undermine environmental MDAs. Environ-
mental groups may put pressure on the public administration to pursue their goals 
more effectively. In general, civil society can play this role most effectively if citi-
zens have the right to environmental information and if public interest associations 
have the right to contest environmental cases in court. 

An important approach for involving civil society and the private sector in en-
vironmental MDAs in a constructive way is the formation of boards or other gov-
erning bodies in which these groups are represented. In the case of Uganda, this 
approach is applied in the case of the autonomous or semi-autonomous agencies, 
such as the National Forest Authority, the Uganda Wildlife Authority and the Na-
tional Agricultural Advisory Services. Such organizations can be considered to be 
hybrid governance structures, which, as pointed out in Chapter 9 of this volume, 
have a considerable potential for promoting sustainable resource management. 

Transaction cost economics can also be used to assess trade-offs that may arise 
with regard to the establishment of such hybrid governance structures. An impor-
tant trade-off is the following: On the one hand, participation by the private sector 
and civil society can reduce the costs of environmental administration, especially 
by creating legitimacy. On the other hand, participation may increase transaction 
costs, because multi-stakeholder decision-making processes involve time and re-
sources. An important attribute with regard to this trade-off is “contest-intensity.” 
In areas where environmental conflicts are prevalent, participation can play an 
important role, not only as a goal in its own right, but also as a tool to reduce the 
costs of implementation.1

                                                           
1 See Birner and Wittmer (2004) for a more detailed analysis of this question. 
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8.6. Discussion and Conclusions 

This chapter has proposed a conceptual framework for analyzing the performance 
of environmental ministries, departments and agencies (MDAs). On this basis, 

cost economics, were used to derive hypotheses on the institutional design of envi-
ronmental MDAs. The framework and the transaction cost approach developed in 
this chapter can be used to guide future empirical research on environmental 
MDAs. Note that in most of the empirical applications of transaction cost econom-
ics found in the literature, neither attributes nor transaction costs are empirically 
measured. The approach displayed in Figs. 8.2 and 8.3 has rather been used to 
derive hypotheses regarding the comparative advantages of different governance 
structures. Empirical studies have then been used to test whether the observed 
choice of governance structures can be explained by the key attributes of the tran-
sactions in the way predicted by transaction cost economics.2 

This approach is best suited to studying profit-oriented organizations, where 
competition forces enterprises to select governance structures according to cost-
economizing criteria. However, one cannot assume that, in practice, the empirically 

Therefore, to apply this framework quantitatively, it is necessary to empirically 
measure the transaction costs arising for the performance of environment-related 
functions. The costs incurred by environmental MDAs can be estimated on the basis 
of information acquired from them. As these costs are typically part of an agency’s 
budget, measuring them is easier than measuring the transaction costs incurred by 
other actors, such as business enterprises who incur costs, for example, due to delays 
in regulatory decisions. Various studies have shown, however, that it is possible to 
empirically measure transaction costs arising with regard to environmental man-
agement (Mburu & Birner, 2002; Kuperan et al., 1998) and public administration 
(Mann, 2000). 

The framework proposed here can also be used for policy dialogue, in particu-
lar to inform efforts at reforming environmental MDAs. The framework can help 
to structure discussions on controversial topics of institutional design by identify-
ing the factors and trade-offs to be considered when making choices on issues 
such as decentralization and autonomy of environmental MDAs. Obviously, the 
reform of environmental MDAs is a political process, in which both interest-group 
politics and bureaucratic politics play an important role. For reasons of scope, the 
political economy of organizational reform has not been covered in this paper, but 
its importance should not be underestimated, as the work by Konrad Hagedorn has 
made clear (see e.g. Hagedorn, 1996). 

In applying the framework proposed here, one needs to take into account that 
the transaction cost approach focuses on the role that institutional design (Box E 
                                                           
2 See Shelanski and Klein (1995) for a review of the empirical transaction cost economics 
literature. 

theoretical concepts of the New Institutional Economics, specifically transaction 

observed design of environmental MDAs follows cost-effectiveness criteria. 
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in Fig. 8.1) can play for the performance of MDAs. The framework makes it clear, 
however, that institutional design covers only one set of relevant factors. Equally 
important are capacity (Box F), management (Box G) and methods (Box H). Ob-
viously, the best institutional design will not be effective if environmental MDAs 
face a lack of qualified personnel and financial resources. In developing countries, 
this is often a major challenge. Likewise, the best institutional set-up will have 
little effect if management practices, administrative procedures and techniques are 
inadequate. In this respect, institutional design can be considered as the “hard-
ware” of MDAs, while management and methods constitute their “software.” Pub-
lic sector management is a field of its own, and there is a large literature on the 
“software” dimension of MDAs which could not be covered here for reasons of 
scope. However, the framework provided in Fig. 8.1 clearly implies that an inter-
disciplinary approach is best suited towards analyzing and supporting reforms of 
environmental MDAs. By drawing attention to the role of macro-level conditions 
(Box A), the framework also reminds us that the analysis of governance structures 
has to be seen in a broader political and socio-economic context, a point that is 
given great consideration in the work of Konrad Hagedorn. 
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Abstract. Based on a review of the concept of markets, a more comprehensive 
definition of markets is developed. Within this concept it is argued that hybrid 
governance structures, which are defined as structures in which actors with 
autonomous property rights transfer part of these rights to a transaction partner 
without losing all property rights, play an important role. Based on the theory of 
hybrid governance structures for private goods, the concept of hybrid organisa-
tions in public good markets is conceptualised. We are convinced this may con-
tribute to the further elaboration of the “institutions of sustainability” concept de-
veloped by Konrad Hagedorn. 

Keywords: Action arena, Hybrid governance, Institutions, Public good markets, 
Transaction costs 

9.1 Introduction 

In a major part of his work, Konrad Hagedorn focuses on institutions of sustain-
ability (see among others Hagedorn, Arzt, & Peters, 2002; Hagedorn, 2003, 2005). 
A basic hypothesis in his line of thinking is that there is a need of finding rules 
and regulations that integrate all dimensions of sustainability. Public good market 
creation is conceived as one of the possible ways to arrive at more sustainability in 
agriculture and natural resource management. Examples here include water mar-
kets in irrigation schemes or agri-environmental payment schemes in the field of 
agri-environmental management. Market instruments are also being used in re-
source management. An example are, tradable permits or quotas markets, not only 
used for issues like CO2 emission rights (see Swallow and Meinzen-Dick this vol-
ume), but also in fish resource management (tradable fish quota) or in manure 
policies (tradable manure production rights). Without exception, these examples 
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are concerned with issues of contemporary debate that figure high on global, 
European, national and regional political agendas. 

In this contribution, we build further on the ideas already put forward in Van 
Huylenbroeck (2003), where we argued that hybrid governance structures, defined 
as cooperative arrangements between different actors (private as well as public 
stakeholders), may facilitate the functioning not only of private but also of public 
good markets. Our hypothesis is, therefore, that hybrid governance structures 
should receive more attention when creating sustainable institutions for public 
goods. Our contribution is organised as follows: first we revisit briefly the market 
concept from a neo-institutional point of view and propose an extended market 
concept, integrating the action arena theory as set forth by Ostrom (1998) with the 
four layers theory of Williamson (2000). Next, we focus on the importance of in-
stitutional arrangements in the functioning of markets and on the role hybrid gov-
ernance structures may play in this respect, drawing heavily on the work of 
Menard (1995, 2004, 2007) on hybrid governance structures in private markets. 
Following that, we extend the theory of hybrid governance to public markets, con-
cluding that an extension of the hybrid governance concept to public markets de-
serves more attention in future research and can indeed contribute to the further 
development of Hagedorn’s “institutions of sustainability” concept. 

9.2 The Market Concept Revisited 

Despite the fact that “markets are at the centre of economic activity, and many of 
the most interesting questions and issues in economics concern how markets 
work” (Pindyck & Rubinfeld, 1998), attempts to grasp what exactly a market is 
are surprisingly rare and rather recent in economic thought. Moreover, understand-
ing of the functioning of the market hinges on one’s conceptualisation of the mar-
ket and the attributes of the society in which it operates. In economic literature, the 
issue of defining the market is rarely explicitly addressed, as Nobel prize winner 
George Stigler makes clear: “Economic theory is concerned with markets much 
more than with factories or kitchens. It is, therefore, a source of embarrassment 
that so little attention has been paid to the theory of markets” (1967: 291). 

Menard (1995) suggests that variations in conceptualising the market are in 
general not formal but rather a reflection of diverging analyses. For example, a 
market can be understood as a public place where goods are being offered for sale, 
or as a public gathering held for buying and selling of goods (as in Arndt, 1979; 
Barnhill & Lawson 1980; Callon, 1998), or as a group or organisation of buyers 
interested in buying goods, or a sub-division of the population considered as pro-
spective buyers, that is, a group of people sharing similar needs and wants, who 
are willing and able to engage in the exchange of goods or services that can satisfy 
them (as in Kotler, 1997). Lindblom (2001) defines the market as the “interaction 
between suppliers and demanders, where the interaction is voluntary and where 
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access to the market is open to everyone”. Conversely, some economists concep-
tualise markets as specific organisational forms (Arrow, 1974), or as one large or-
ganisation (Arrow, 1964; Hurwicz, 1987), while others consider markets to be in-
stitutions where consensus over prices and qualities is established (McMillan, 
2002; Hodgson, 1999), or a specific “institutional arrangement” or “governance 
structure” where a large number of voluntary transfers of property rights take 
place (Williamson, 1991; Menard, 1995). Clearly, the definition of the market is 
still confusing. Indeed, Menard (1995) considers it “paradoxical how variously 
and vaguely defined the concept of the market is”. 

Some of the perspectives mentioned above partly capture the thinking about 
markets under the neoclassic economics paradigm, in which the market is pictured 
as an interaction of supply and demand but free of any institutional structures. 
Simply reduced to a price-making mechanism, the market serves more as a theo-
retical construct than as a characterisation (or concretisation) of the actual ex-
change process. New Social theorists (Granovetter, 1985; Swedberg, 1994; 
Fukuyama, 2002) have challenged this notion of the market, arguing that they 
consist of more than an act of exchange. They see the market as a specific type of 
social structure which offers a continuous and extended range of social interaction. 
This means that economic action is embedded in non-economic networks, institu-
tions and relations and that market transactions occur only within an already insti-
tutionalised setting. This model assumes that the market is composed of a network 
of buyers and sellers engaged in competition as well as exchange. Therefore, ex-
change assumes a wider context in terms of prices, competition and market cul-
ture, which are socially constructed, and can involve different elements depending 
on the applicable social norms, habitual routines and established institutions. 

New Institutional Economics and, in particular, the discipline of transaction 
costs have brought the understanding of markets closer to reality by taking up this 
idea and pointing out that exchange between economic actors in markets is costly 
and institutions are required to lower this cost. From this perspective, institutional 
constraints are added to the neo-classical market model. To work as they should, 
markets require new or modified institutions to resolve institutional constraints. 

From the new institutional perspective, markets are therefore regarded as insti-
tutions that shape the behaviour of actors. Both formal rules, including laws, poli-
cies, constitutions, contracts and treaties, as well as informal rules, resulting from 
established customs and conventions concerning norms of behaviour and trust, fa-
cilitate coordination or govern relationships between individuals or groups (World 
Bank, 2003). By providing for more certainty in human interaction, institutions 
have an influence on the behaviour of actors and therefore on outcomes such as 
economic performance, efficiency, economic growth and development (North, 
1990). From Menard’s (1995) viewpoint, institutions establish and delineate the 
conditions under which goods are produced and exchanged. Hurwicz (1987), on 
the other hand, provides a more restrictive definition of institutions by defining it 
as an information mechanism that coordinates the actions of different agents. 
Hurwicz’s definition underscores the critical point of departure between neoclassic 
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economic theory, for which only price coordinates the behaviour of actors, and 
neo-institutional economics, according to which the behaviour of actors is coordi-
nated by institutions. 

Davis and North (1971) have successfully distinguished between “institutional 
environment” and “institutional arrangements”, a distinction later extended by 
North (1991, 1994). According to these authors, the institutional environment re-
fers to the set of fundamental political, social, and legal grounds that establish the 
basis of production and distribution. In other words, the institutional environment 
is the broader set of institutions in which transactions occur. The institutional ar-
rangements are, on the other hand, the “arrangements between economic units that 
govern the ways in which these units can cooperate and/or compete” (Williamson, 
2000). They are in other words the contracts or arrangements set up for particular 
transactions, also referred to as “governance structures”. They can be regarded as 
a means by which to infuse order into a relationship where potential conflict 
threatens to undo or upset opportunities to realise mutual gains (Williamson, 
2000). 

Ostrom (1998) sees the market as a place where different actors (buyers and 
sellers) encounter each other to perform transactions. Basically, this point of view 
is close to the idea of markets as a public gathering space for buying and selling, 
as previously indicated. However, Ostrom (1998) also incorporates the idea of so-
cial interaction into her conceptualisation of markets, specifically through intro-
ducing the market as an “action arena”, defined as the social space(s) within which 
individuals interact, exchange goods and services, solve problems, dominate one 
another, fight or compete. Action arenas include both an action situation as the ac-
tors within it (Ostrom, 1999a). The structure of an action situation is identified ac-
cording to various situation variables, such as the types of participants, their posi-
tions, possible actions, information, and outcomes. Preferences, resources, 
information-processing capabilities and selection criteria characterise actors, un-
derstood as being goal-oriented but also fallible learners with limited resources 
and cognitive capacities, functioning in uncertain environments (Ostrom, 1999b). 
Action situations and actors then form the action arena, which is framed and con-
strained by contextual variables, such as the physical and material world within 
which the actors interact, the attributes of the community, and the formal rules and 
informal norms that define the “rules-in-use”. These exogenous constraints jointly 
affect the types of action that individuals can take, the benefits and costs of these 
actions, and the (likely) outcomes resulting from them (Ostrom, 1999b). 

Trying to bring together all the above perspectives, Kyeyamwa (2007) proposes 
in his work on livestock markets in Uganda to conceptualise markets as depicted 
in Fig. 9.1. In the centre is placed Ostrom, Gardener, and Walker (1994) actors’ 
arena, embedded in the wider institutional environment that influences which in-
stitutional arrangements are possible. These, in turn, direct the incentives con-
fronting actors and their subsequent behaviours. Hence, the market is nested in a 
structure of rules within rules, guiding the interactions and decisions of actors. 
Given a set of exogenous constraints, actors within an action arena consider the 
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costs and benefits of various behaviours and act according to their personal prefer-
ences, expected benefits and perceived incentives. The aggregate patterns of inter-
action lead to outcomes with which market institutions can then be evaluated ac-
cording to relevant criteria (e.g., efficiency and effectiveness). Outcomes dyna-
mically feed back to both the action arena and to higher institutional levels, 
potentially causing pressure that will ultimately change the rules in use or the con-
textual variables, hence feeding back to change perceived incentives within the ac-
tion arena. In essence, self-enforcing institutional change is a continuous process 
of adjustment across these nested levels of contextual variables, always trying to 
find the most optimal outcome. Institutions provide the micro-foundations of be-
haviour while, at the same time, players shape institutions through their strategic 
interactions (Mittenzwei & Bullock, 2004). From this perspective, the market is 
circumscribed by a nested set of institutions that are in equilibrium at any given 
time as a consequence of “repeatedly played games” between the stakeholders 
who are active in the action arena. 

 
Fig. 9.1: A conceptual nested market model (based on Kyeyamwa, 2007) 

In summary, the market model described assumes markets to be a social construct 
in which transactions are coordinated by mechanisms beyond the neoclassical 
price mechanism. In the action arena, model actors receive incentives for coopera-
tion, more specifically through the reduction of transaction costs. Mechanisms 
used for coordination are the result of social interaction. This market model also 
acknowledges that ongoing networks of social relations between people discour-
age fraud. People guide their choices based on past interactions (experiences 
stored in memory) with other actors and continue to deal with those they trust. 
Eventually, positive experiences and mutual trust may even yield preferred sup-
ply-demand relationships, which may allow even further reduction of transaction 
costs. In this way, economic exchange needs to be looked at as a social exchange 
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process. Levels of trust have effectively been shown to have an important influ-
ence on transaction costs in economic relationships (Platteau, 2000). 

Within the nested market framework, actors make choices based on their own 
preferences, the costs and benefits that they assign to alternative actions and out-
comes, and strategic considerations (i.e., expectations concerning the behaviours 
of others). One of the possible choices can be to become part of a given market ar-
rangements or to establish new arrangements. Actors respond both individually 
and as members of groups, according to the ways in which different strategies im-
pact on them collectively and individually. The patterns of interaction represent 
the collective choices and decisions made by individuals in response to physical 
attributes and institutions (Alavalapati & Mercer, 2004). 

9.3 Hybrid Governance Structures 

Transaction Cost Economics (TCE) posits that, within the above-explained nested 
market system, a governance structure will be chosen in order to economise on 
transaction costs. Governance structures, such as information centres, contracts, 
networks, bureaucracy, cooperation or markets, are organisational solutions for 
making institutions effective; they are necessary for guaranteeing the rights and 
duties of actors involved and their use in transactions, which themselves differ in 
their attributes and are systematically aligned with different governance structures. 
Transactions differ in the degree to which relationship-specific assets are in-
volved, the amount of uncertainty about the future and about other parties in-
volved, the complexity of trading arrangements and the frequency with which 

Menard (2004) argues that in real market situations hybrids are more the rule 
than the exception (spot markets and firms are the extreme cases). Hybrid govern-
ance structures are characterised by actors with autonomous property rights, but 

such transactions occur (Williamson, 1985, 2004). According to these arguments, 
governance structures are developed to improve the functioning of transaction 
markets and can be presented along a continuum. At the one end of the spectrum, 
we find pure, anonymous spot markets, in which market prices provide all relevant 
information and competition is the main safeguard. Adaptation to changing market 
conditions is guided individually and incentives to maximise profits are high. At 
the other end of the spectrum lies the fully integrated arrangement or hierarchy. 
Hierarchies mitigate risk, but provide only weak incentives to maximise profits, 
while also incurring additional bureaucratic costs (Boger, 2001). In between the 
market and the hierarchy are hybrid governance structures. This continuum of 
governance structures introduces two important issues. First, when transaction 
costs increase (or decrease), a different governance structure may be optimal for 
carrying out the transaction. Second, such a shift in governance structure has at-
tendant costs. These factors are important, because they represent the conditions 
under which institutional choice and institutional change may occur. 
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who have transferred part of these rights to the transaction partner. Property 
autonomy elicits strong incentives, but at the same time the agreed coordination 
between partners, implying the transfer of property rights such as exploitation or 
allocation rights, attenuates incentive intensity. Menard (2004) identifies three 
common characteristics for all hybrids: 

1. The partners in a hybrid governance structure pool (part of) their resources and 
their strategic decision rights, but at the same time keep the majority of their 
property rights and their associated decision rights distinct; 

2. The relationships between partners are regulated by contracts, but these are in 
general incomplete and not tailored to suit the particular purpose; and 

3. Competition persists between the partners in a hybrid as well as between hy-
brids and alternative organisational forms. 

The mechanisms that can be deployed for coordination and safeguarding are – in 
increasing order of authority – information systems, contracts, external regulation 
and, finally, formal organisation. According to Menard (2007), hybrid organisa-
tions will develop if the benefits of coordination outweigh the costs or, in other 
words, if there are cooperation rents to capture. However, usually the higher the 
advantages of coordination, the higher the costs for organising it will be (e.g. be-
cause of the need for higher safeguard mechanisms to avoid free riding by actors 
who are attracted by the appealing benefits without accounting for a share of the 
costs), and so the more centralised the coordination mechanisms used will be, im-
plying higher governance costs. A consequence of this is that different hybrid 
structures co-exist in practice, depending on the benefits of coordination. 

Menard (2007) identifies four key mechanisms of coordination, each exercising 
different degrees of authority: 

1. Information devices 
These are used in cases of asymmetric information between partners. Informa-
tion devices are usually bi-directional: amongst partners and as an interface 
with the external environment (e.g. labels). 

2. Contracts 
Contracts have always had a significant role in cooperation and collective or-
ganisations, but their role has been overstated, overlooking the problem of in-
completeness and the need for adaptability in a changing world. Neo-classical 
contracts are typical for hybrid organisations; these are conceived as self-
enforcing mechanisms that can be formal or informal and as facilitators for or-
ganising the relationship between partners. 

3. Exogenous regulator or monitor 
Incomplete contracts and/or an exogenous impulse to cooperate are motives for 
the establishment of exogenous monitoring. A distinction can be made here be-
tween monitoring initiated and carried out by public authorities, private moni-
toring initiatives and a combination of public and private monitoring (e.g. a 
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private certification body that is recognised by the government to perform cer-
tain controls). 

4. A governing body of its own 
The final coordination mechanism is the establishment of a formal framework 
within which contracts are initiated, negotiated, monitored, enforced and termi-
nated. This entails the building of a formal authority, can take different forms 
and involves a significant degree of centralisation, formalisation and control 
over property rights. 

One form of hybrid organisation consists of relations of trust, meaning that deci-
sions are decentralised and coordination relies on mutual “influence” and reciproc-
ity, mainly based on information exchange and peer review, such as in the case of 
farmers selling at weekly farm markets obeying certain loosely defined rules of 
conduct. Van Huylenbroeck (2003), based on the work of Verhaegen and Van 
Huylenbroeck (2002), describes this as a framework or open group form of gov-
ernance. At the other end of the spectrum, we find hybrids close to integration, 
with tight coordination through quasi-autonomous governing bodies or “bureaus”, 
sharing many attributes of a hierarchy. Menard (2004) calls this formal govern-
ment, such as in the case of a new formal organisation owning a brand name. In 
between these polar cases, we find mild forms of “authority” based on relational 
networks or on leadership. Relational networks mainly rely on tighter coordination 
than trust, with formal rules and conventions based on long-term relationships, 
complementary competences, and/or social “connivance” (Powell, 1990), such as 
relationships seen in cooperatives. Van Huylenbroeck (2003) calls this co-
ordinating governance. By contrast, hybrids known as leader governance (Menard, 
2004) or captain-of-channel strategies leave little room for autonomy, such as with 
franchising or contracts imposed by retailers. 

9.4 Extension to Public Good Markets 

So far the theory on hybrid governance structures has mainly been developed for 
private good markets. However, in the context of the proposed market model illus-
trated by Fig. 9.1, we can easily extend this theory to public good markets in 
which the market is seen as an action arena occupied by a public body demanding 
services and private agents able to provide them. In this case also, hybrid struc-
tures may be a tool to improve the functioning of the “public” market. Two main 
differences between private and public markets are important, however (Rangan, 
Samii, & Van Wassenhove, 2006). The first is that there are benefits (positive ex-
ternalities) generated for third parties not directly involved in the transaction (e.g. 
citizens in agri-environmental schemes). In such cases, it is well known that, be-
cause of individual rationality (oriented toward maximum private benefits at 
minimum private costs) and the nontrivial governance costs of collective action 
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(i.e., fair allocation of costs among all potential beneficiaries and enforcement of 
sanctions against free riders), public “goods” tend to be underprovided. This calls 
for public actors to step into the market. The second difference is the position of 
public actors, which are different from private actors in the sense that they have 
more legal authority, which can be used to change the institutional environment as 
a tool for shaping and regulating the behaviour of other actors. 

Fig. 9.2: Conceptualisation of the choice between public, private or public-private action 
(adapted from Rangan et al., 2006) 

According to Rangan et al. (2006), it is important when bringing public actors and 
public benefits into the analysis not to contrast private-resource costs against gov-
ernance costs, as is done in traditional transaction cost economic analysis, but to 
trade-off the difference (wedge) between public and private benefits, on the one 
hand, against the difference in public and private resource costs for making the 
transaction possible, on the other. They show, based on the model represented by 
Fig. 9.2, that when public benefits are relatively high and public resource costs 
relatively low, public action is the most economical strategy (e.g. pure nature con-
servation, such as in cases with low operational costs to maintain a reserve). In 
case of the opposite result, private market creation will be most appropriate. In the 
latter case, the role of public authorities can be reduced to providing the required 
legislative rules, changing the institutional environment. Illustrative cases here are 
tradable permits to regulate CO2 or manure production or common pool resources, 
such as access to fisheries. In these cases, the public transaction and coordination 
costs of public governance would be far too high compared to the public benefits 
to be gained. By providing a legislative constraint on the amount of resources 
available or the amount of externalities that may be produced, and by providing an 
initial division of resource rights, a market institution can be created. 

However, when there are both high positive externalities involved as well as 
high public resource costs relative to private-actor resource costs (e.g. in nature 
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conservation practices implying highly specific agricultural methods or in irriga-
tion schemes), partnerships between public and private actors will be optimal. 
Public actors want to get involved because of positive externalities and the great 
potential public benefits, but they will be hesitant to get involved alone, because 
the effectiveness and efficiency implications indicate otherwise. Private actors, on 
the other hand, will be reluctant to invest in such transactions by themselves be-
cause, while they might have resource (i.e., cost) advantages, they do not have the 
governance advantages required to close the public-private wedge and to ade-
quately reap positive net benefits. 

It is in the latter case that we can expect to see constructive partnerships, that is, 
active alliances between private and public actors. These public-private govern-
ance relationships can take different forms. As long as there is low uncertainty and 
private governance or transaction costs are perceived to be not too high, contracts 
will be the most adequate governance structure. Illustrative for this situation are 
agri-environmental contracts for rather simple conservation practices, such as 
maintaining hedgerows or other landscape elements. In such cases the governance 
cost and uncertainty can be kept low: payment for a direct service that is easily 
observable. However, in cases where private governance costs are high and there 
is also high uncertainty about private benefits – because, for example, there is a 
need for specific technology or knowledge or complex interactions with other 
providers – there is scope for other governance structures. 

For such cases, we may think about more advanced hybrid governance struc-
tures such as trusts, user associations, cooperatives, private or public agencies and 
other intermediate structures to lower transaction and governance costs. In particu-
lar for transactions that require highly specific knowledge, technology and/or in-
vestments, such elaborated hybrid structures for public-private coordination will 
be more efficient than working on an individual contractual basis. Examples of 
such institutional arrangements include water user associations for the manage-
ment of irrigation schemes (Herrera, 2005), environmental cooperatives for agri-
environmental conservation (Slangen & Polman, 2002) and private-public organi-
sations for the protection of property rights of genetic resources and biodiversity 
(Van Huylenbroeck & Espinel 2007). 

Following the work of Williamson, Bougherara, Grolleau, and Mzoughi (2007) 
provide us with a first attempt to systemise public governance structures, seeking 
to classify regulatory instruments for environmental policy: based on measure-
ment problems, on the one hand, and required safeguards on the other. They argue 
that, with raising measurement problems and desire for safeguards, more regula-
tory instruments will be used, while in cases where measurement costs and risks 
are low, contractual approaches will be preferred. However, although their analy-
sis is a good first attempt, it is flawed because (1) they focus only on the role of 
the state to mitigate negative externalities and (2) in our opinion they neglect the 
possibility of hybrid forms in which private stakeholders organise themselves to 
contract with the government as well as the possibility of public-private invest-
ment agencies or collaborations. 
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Another indication that we need more systematic research on alternative pub-
lic-private governance structures is given by Ducros (2007). In her analysis of 
agri-environmental schemes, based on contract and principal-agent theory, she 
proves that in cases where the principal (public authorities) is in a situation of high 
asymmetric information and uncertainty (leading to high public coordination 
costs) and farmers face high specific investments, individual agri-environmental 
contracts are not very successful. This is demonstrated by comparing the low up-
take of this kind of contract with the greater uptake levels of rather simple meas-
ures, such as buffer strips and field margins, which involve low uncertainty in 
terms of outcomes and low specific investments, unlike individual contract meas-
ures requiring more specific knowledge (e.g. botanical management), highly spe-
cific investments (e.g. mechanical weeding) or complex interactions (e.g. late 
mowing). In such cases, governance structures based on cooperation among 
farmers (e.g. a contracting cooperative that makes specific investments and is 
paid from the individual payments farmers receive) would facilitate market 
development. 

Hybrid governance structures will be advantageous in particular in cases where 
either (1) different stakeholders possess specific assets which need to be pooled in 
order to make the transaction possible or (2) when the public service requires 
highly specific investments which are impossible for individual stakeholders and 
where only a pooling of available resources makes the investment, and thus the 
transaction of the public good or service, possible. An example of the first cate-
gory is the maintenance of a typical regional landscape for which it does not make 
sense to make individual contracts with farmers, as the value of the measure lies in 
the combination of different farm types, crops or practices. In such cases an inter-
mediate structure is needed in which the rules (in Ostrom’s sense) are negotiated 
and fixed. An example of the second category is investment in irrigation installa-
tions or machines for maintenance of hedges which are too costly for individual 
farmers and where water user associations or environmental cooperatives may be 
the ideal intermediary, and thus hybrid, structure. 

The systematic analysis of hybrid governance types for public good markets is 

been able to undertake a full characterisation or classification of these types, but 
only provide some examples. A way forward for research would be to formulate a 
systematic categorisation of these structures, the involved stakeholders (private ac-
tors and/or public agencies), the legal entities formed, their motivations and so on. 
We propose to use a conceptual framework similar to that developed by Menard 
(2007) for classifying and evaluating hybrid governance structures in private good 
governance. This framework proposes distinguishing between two types of ele-
ments. On the one hand, it considers (see Fig. 9.3) the drivers for the development 
of hybrid governance structures, including the mutual dependency of stakeholders, 
(measurement) uncertainty about outcomes, expected social gains from transac-
tions and so on. On the other hand, it looks at elements influencing the kinds of 
partnership and governance structures that can be formed, such as the existing 

certainly still an underdeveloped field of research. That is why this chapter has not 
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institutional environment, path dependency (existing governance structures), asset 
specificity for necessary investments, expected rents and necessary safeguards for 
their protection or division among actors, consequential uncertainty and so on. 

 

Fig. 9.3: Conceptual framework for the analysis of public-private hybrid governance structures 
(based on Menard, 2007) 

Based on the theory of hybrid governance and the specificities of public goods, we 
may regroup hybrid institutions for public goods according to the same four cate-
gories outlined in Section 9.3, with the following specifications: 

1. Information devices: hereby the coordination centre only provides information 
for coordination of the actions of individual actors, with the objective of 
achieving higher overall performance than would be the case with uncoordi-
nated actions. Although the public authority may give some regulatory power 
and support to the coordination centre in order to stimulate coordination efforts, 
there is no, or only a very slight, shift in property rights to the coordination cen-
tre itself. Examples here include regional landscape centres for landscape main-
tenance and protection, natural parks, water protection areas. 

2. Contractual arrangements: hereby the coordination centre remains a state body 
that makes individual contracts with private actors who can render a service to 
society. Classic examples include agri-environmental contracts, but also the at-

ered in this category. All property rights not regulated by the contract remain in 
the hands of the individual actors 

3. Exogenous regulator or monitor: hereby the state uses an external (private, or 
public-private) body as an intermediate body for coordinating the actions of in-
dividual actors. This intermediate body can take the form of cooperatives (agri-
environmental cooperatives), associations (water user associations), or a private 
or state body regulating the trade in CO2 or fishing quotas or any other legal 
form. This body receives from the state authority the regulatory and incentive 
power and instruments (mostly on a contractual basis) to regulate, coordinate 
and monitor the actions of its members or those actors that fall under its power. 

tribution of tradable or non-tradable quotas, such as for fishing, can be consid-
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In most cases, membership or entrance in a coordination system remains volun-
tary, but, once entered, individual actors are highly bound by the rules of the 
exogenous regulator. However, the individual actors keep a great part of their 
property rights. 

4. A governing body: in extreme cases the governing authority can decide to pass 
all legal power to a new public, private or public-private body, which receives 
juridical and other power. Different from the previous coordination instru-
ments, adherence to rules is more mandatory and there is a great shift in prop-
erty rights to the governing body. Examples include natural parks (or similar 
devices), where a state-installed authority receives the power to manage the 
park and most of the relevant property rights (e.g. on the land), or a polder 
council that receives authority over dams in lowland areas near the seaside to 
regulate water levels in order to avoid floods and so on. 

When evaluating the outcomes of different governance structures for public goods 
it is of course important to also take into account the performance of the “coordi-
nation centre”. Indeed the final result of a certain governance structure will also 
depend on how well the coordination centre formed out of hybrid governance ar-
rangements performs its tasks. As already explained, a coordination centre can 
take different organisational and legal forms, depending on the tasks allocated to it 
and the legal environment in which it operates (see the examples above). There-
fore, as also indicated by Rangan et al. (2006), the valid calculus for the choice on 
a governance structure will depend on the presence, breadth, and quality of the 
ambient institutions of governance – including norms and laws regarding private 
property, courts, enforcement units and, last but not least, markets – as perceived 
by the private actors contemplating the focal transaction. In a place or time where 
ambient institutions of governance are not well developed, private willingness to 
engage will be perceived as low and the public-private wedge as large. 

Finally, as also described by Hanisch (this volume), all these hybrid structures 
can co-exist within a so-called polycentric governance system consisting of differ-
ent public and private actors and hybrid networks used to coordinate the transac-
tion. In such cases it is important to analyse the mutual relations, competition, in-
fluence, and conflicts among the different structures to understand the spectrum of 
outcomes of the overall governance structure. 

Another aspect to take into account here is the degree of centralisation or de-
centralisation, both at state level as well as within hybrid governance structures, 
because this may influence overall transaction costs, as explained by Birner and 
Wittmer (this volume). Here a trade-off will exist between the capacity of the cen-
tral level to economise on regulatory costs (because of economics of scale) and the 
more precise regulation possibilities of decentralised structures, which gain in im-
portance the higher the diversity of the transactions at stake. 
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9.5 Conclusion 

Understanding the functioning of private and public markets requires a compre-
hensive conceptualisation of markets themselves. The framework presented here 
views the market as an action arena, nested in a set of institutional structures that 
directly constrain and guide the behaviour of actors. 

The comprehensive model makes it possible to understand why hybrid govern-
ance structures may contribute to the proper functioning of markets, both private 
and public. It helps indeed to understand that coordination among stakeholders 
may help to lower the transaction costs in an action situation where individual ac-
tors do not have all specific assets to make the transaction possible, do not have 
sufficient resources to make the required investments in specific assets, or face too 
much uncertainty about the outcomes. Depending on the amount of pooled assets 
or resources, uncertainty about the outcomes and required safeguards to protect 
individual interests, different types of hybrid governance structures will emerge. 
In cases where the required amount of pooled specific assets and uncertainty and 
safeguards are low, only very loose coordination centres will be necessary (such 
as an information centre), while in cases where the amount and role of specific as-
sets increases and uncertainty and required safeguards gain importance, more co-
ordination will be required and, thus, also stronger forms of relationship. We are 
convinced that using an enlarged concept of markets and an extension of the hy-
brid governance concept to public markets can contribute to the further develop-
ment of Hagedorn’s “institutions of sustainability” concept and the better under-
standing of governance structures for public good markets. We have argued that 
markets should not be conceptualised as places of pure exchange, but rather as so-
cial structures in which exchanges or influences on actors’ property rights take 
place. Within these social constructions, hybrid governance arrangements help to 
foster better allocation of public goods and their development. We therefore rec-
ommend a more systematic theoretical and empirical analysis of the role of hybrid 
governance structures in public markets in future research. 
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Abstract. In analyzing the interactions between institutions and ecology, it is use-
ful to evaluate the robustness of the designed governance system and the resilience 
of the ecological system that together comprise a Social-Ecological System (SES). 
In this chapter, we will examine the patterns of interaction between ever-changing 
governance institutions related to the highly variable ecology of Eastern Africa ex-
tending in time from prior to the British colonial rule until early in this century. 
That will enable us to examine three questions: (1) Which of the institutions that 
have existed during this time are more robust and why? (2) How does institutional 
robustness influence ecosystem resilience? and (3) What assumptions can be made 
about human behavior and incentives in light of this sweep of human history? We 
find that the indigenous institutions of the Maasai people were the most robust of 
the set of institutions studied over time since pre-colonial days until contemporary 
times. And, these robust institutions were associated with a more resilient ecology. 

Keywords: Ecological resilience, Institutional robustness, Kenya, Maasai, Pastoral 
systems, Social-ecological systems 

10.1 Introduction 

Working with Konrad Hagedorn on various projects involved in understanding 
how institutional arrangements facilitate or deter investments by resource users in 
maintaining complex ecosystems of high value has been a wonderful experience. 
A central purpose of this chapter is to examine questions related to the linkage 
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between institutions and ecology, which we hope will be of interest to Konrad as 
well as a contribution to a further understanding of these complex connections. 
We will explore the dynamic interactions between institutions and ecology by try-
ing to draw out characteristic features of institutions that are more likely to en-
hance the robustness of social systems and the resilience of ecological systems 
when these are brought together as Social-Ecological Systems (SESs). We share a 
deep concern with Vatn (this volume) concerning the sustainability of resource 
systems given contemporary uses. The term “social-ecological system” under-
scores the integrated concept of humans-in-nature and that any boundaries be-
tween social and natural systems are artificial (Berkes & Folke, 1998). 

Since the publication of “The Tragedy of the Commons” by Garrett Hardin in 
1968, many scholars have presumed that those who rely heavily on ecological sys-
tems to support their livelihoods, such as pastoralists, are trapped in social di-
lemma situations and cannot engage in self-governance. Social dilemmas charac-
terize an extremely large number of settings in which individuals make 
independent choices that affect themselves and others. If each individual in such 
situations selects actions based strictly on individual, short-term maximization of 
individual returns, together they generate worse outcomes for the group as a 
whole. Hardin predicted that each pastoralist would place as many animals as they 
could on a shared pasture, leading to substantial overharvesting. Further, he pre-
sumed that the pastoralists themselves could not establish their own rules and 
norms to extract themselves from the tragedy of overuse. In other words, they 
could not govern themselves. 

Governance is a process of devising rules for a variety of operational or day-to-
day situations, such as where to pasture animals for today, the next week, and then 
the week thereafter, and so on. Governance processes are undertaken by govern-
ments (which are one type of organization) as well as by organizations of all types 
and at all scales (for further elaboration of this, see Blomquist, this volume). Con-
trary to the presumption made by Hardin, and many others following his general 
theory, many groups of harvesters from ecological systems do engage in self-
governance (McCay & Acheson, 1987; NRC, 1986, 2002; Dietz, Ostrom, & Stern, 
2003). A self-governed ecological system is one where actors, who in this case are 
major harvesters of the resource, are involved over time in making and adapting 
rules within collective-choice arenas regarding such matters as the inclusion or 
exclusion of participants, what are agreed-upon harvesting strategies, the obliga-
tions of participants, how rules will be monitored and sanctioned, and how con-
flicts will be resolved. 

Some isolated ecological systems are governed entirely by harvesters and are 
not governed at all by external authorities. In most modern political economies, 
however, it is rare to find any resource systems, including the treasuries of private 
for-profit corporations, that are governed entirely by participants without rules 
made by local, regional, national, and international authorities also affecting key 
decisions (V. Ostrom, 1997, 2008). Thus, in a self-governed system, participants 
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make many, but usually not all, of the rules that affect the sustainability of the re-
source system and its use. 

When we speak of the governance of ecological systems, basically we mean the 
regimes that regulate one or more of the following: 

• who is allowed to harvest resource units (trees, grasses, animals); 
• the timing, quantity, location, and technology of harvesting; 
• who is obligated to contribute resources to provide or maintain the ecological 

system itself; 
• how harvesting and obligation activities are to be monitored and enforced; 
• how conflicts over appropriation and obligation activities are to be resolved; 

and 
• how the rules affecting the above will be changed over time along with changes 

in the performance of the resource system and the strategies of participants. 

Diverse forms of self-governance are found in most societies, some of which are 
amazingly robust even though others are fragile and still others fail (E. Ostrom, 
1990). Robustness is a concept developed in engineering to characterize designed 
systems that are able to continue to perform their core functions when subjected to 
external, unpredictable perturbations or disturbances (Carlson & Doyle, 2002). A 
robust bridge, for example, is one that continues to provide safe passage across a 
chasm when challenged by earthquakes or traffic jams. In ecology, a somewhat 
similar term – resilience – is used to evaluate the amount of a disturbance that will 
transform the maintenance of an ecological system from one group of mutually re-
inforcing structures and processes to a different set (Holling, 1973). A resilient 
ecosystem is one that has the capacity to withstand perturbations, such as fires, 
floods, or migration of new species, and to rebuild or renew itself afterwards. In 
analyzing the interactions between institutions and ecology in any particular re-
gion, it is useful to evaluate the robustness of the designed governance system and 
the resilience of the ecological system that together comprise an SES (see Anderies, 
Janssen, & Ostrom, 2004; Janssen, Anderies, & Ostrom, 2007). 

governance institutions related to the highly variable ecology of Eastern Africa, 
extending in time from prior to British colonial rule until early in the present cen-
tury. That will enable us to examine three questions: (1) Which of the institutions 
that have existed during this time have been the most robust and why? (2) How 
does institutional robustness influence ecosystem resilience? and (3) What as-
sumptions can be made about human behavior and incentives in light of this 
sweep of human history? In order to answer these questions, we use archival re-
cords, literature reviews, including published material that draws heavily from 
empirical work conducted by the authors. 

Since we are analyzing human decisions as they impact on ecological systems, 
let us lay out our basic assumptions immediately, so that we can later assess 
whether they are reasonable in light of evidence. We assume that: 

In this chapter, we examine the patterns of interaction between ever-changing 
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1. Human decisions occur within tiers of decision-making units that extend from 
an individual to higher tiers. 

2. Within all tiers of decision making, fallible individuals make decisions that are 
intended to increase net benefits to themselves and, potentially, to others. 

3. Individuals learn from their experiences and from culturally transmitted experi-
ences. 

4. Human decisions at all tiers are affected by the cultural values of the individu-
als involved, the resources they possess, the information they obtain, the incen-
tives and disincentives they face, the internal learning and choice processes 
used, and the time horizon invoked. 

5. Decisions at any one tier affect the conditions, information, incentives, and 
time horizon (and, perhaps the cultural values, resources, internal choice proc-
esses) of others at that tier, at present and future time periods, and sometimes at 
other tiers. 

6. Thus, human choice is interdependent within tiers, at times between tiers, and 
across time and space. Impacts may be horizontal, upward, and downward. 

7. Physical and biological processes also affect the information, incentives, and 
time horizon that are used in human choice as well as being affected by human 
choice. 

In the conclusion, we will briefly assess whether we need to change any of these 
assumptions in light of the evidence we review in this chapter. 

Following a brief description of the ecological dimension of an SES, the second 
section of this chapter provides the backdrop for later sections, outlining the pre-
colonial environmental and institutional conditions among pastoral Maasai. This 
as well as the third and fourth sections consider the interplay between institutions 

and sixth) sections discuss the factors that influence institutional robustness and 
ecological resilience, connecting back to the assumptions that were posed in the 
introduction. Overall, this chapter presents a series of institutional changes over 
time and attempts to tie these together with their implications for the ecological 
system. 

10.2 The Ecological Side of an SES 

Dryland ecosystems are interchangeably referred to as savannahs, rangelands, 
bushlands, and the like. They cover about 40 percent of Africa’s landmass (Scholes 
& Walker, 1993) and support close to 50 percent of its population (Thomas, 
Twyman, & Harris, 2002; Anderson et al., 2004). At a global level, pastoral areas 
represent some 25 percent of the global land area (FAO, 2001) and are home to 
about 103 million rural poor (IFAD, 2000). Many dryland environments are con-
fronted with persistent drought shocks. Pastoralists, the dominant groups that 

and environment during colonial rule (1890–1963) and after 1963. The final (fifth 
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inhabit these areas, are among the poorest peoples in the world (Lybbert, Barrett, 
Desta, & Coppock, 2004). In Kenya, for example, the highest incidence of poverty 
is found in the arid and semi-arid lands, where more than 65 percent live below 

Rainfall over much of Maasailand, which forms the context of this analysis, is 
low and variable (see Fig. 10.1), distributed in a bimodal pattern, with short rains 
from October to December and long rains from March to May. Annual rainfall in 
Kajiado District, for example, is strongly influenced by altitude. Loitokitok, on the 
foothills of Mount Kilimanjaro in the south, has the highest average rainfall of 
about 1,250 mm (49 inches). Lakes Magadi and Amboseli, the lowest points in the 
district, have the lowest average rainfall of less than 500 mm (20 inches) per an-
num. Heavy rains also occur around Ngong Hills, Chyulu Hills, the Nguruman es-
carpment, and the slopes of Mount Kilimanjaro. Apart from being low, the rainfall 
is highly variable from year to year. 

 

Fig. 10.1: Location of Kajiado District in Kenya 
Source: Kenya Republic, 1990 

the poverty line (GoK/ILRI, 2003). 
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Based on these rainfall and temperature regimes, the Kajiado district has been 

divided into five agro-climatic zones with varying ecological potentials. Most (55 
percent) of the district falls under agro-climatic zone V and 37 percent under agro-
climatic zone VI: classified as semi-arid and arid, largely suited to livestock 
ranching. Rain-fed agriculture is possible only in a very small part (8 percent) of 
the district, mainly on the slopes of major hills and mountains and on the flood-
plains of the Ewaso Ng’iro River, one of the three major rivers in the area. 

In general, the Maasai live in a highly constrained and risky ecological setting, 
where livelihood options are limited and access to patchy resources are ever more 
critical. They are pastoralists, and livestock are central to their livelihoods and so-
cial relations. While some Maasai may periodically fall out of pastoralism because 
of drought or disease, or become cultivators or hunter-gatherers, they have been 
known to switch back to the pastoral mode as soon as they have rebuilt their herds 
(Waller, 1993). 

The trajectory of change within SESs in Kenya’s Maasailand is instructive for 
other parts of Africa and the developing world more broadly. Institutional reforms 
that address property rights are at the center of development policy in Kenya, with 
a push away from exclusive state claims towards decentralization and marketiza-
tion. This push has tended to support one form of property structure, that is, indi-
vidual ownership, regardless of the social and ecological setting. An analysis of 
the links between institutional robustness and ecological resilience over a defined 
time period shaped by major, externally-driven changes in property rights, in a de-
fined ecological and cultural setting, can provide insights into how local institu-
tions function to mitigate and/or absorb these changes and the effects of these 
functions on ecology. Such knowledge will help to generate a deeper understand-
ing of how SESs are linked in order to improve governance and policy at a time 
when humans and nature are faced with many uncertainties and challenges. 

10.3 Governance of the SES Prior to 1890: A Probable Balance 

The Maasai in Kenya are comprised of twelve sections that occupy a specified ter-
ritory, broadly governed by an autonomous political structure based on an age-
grade system.1 During the period prior to colonial rule, the boundaries of each 

                                                           
1 The territorial organization of the Maasai has been extensively documented by prior 
scholars, from whose descriptions the following account is drawn: Spencer (1997), Mol 

Temperatures in the district also vary with altitude and season. The highest 
temperatures of about 34°C (93°F) are recorded around Lake Magadi, while the 
lowest minimum of about 10°C (50°F) is experienced at Loitokitok, on the eastern 
slopes of Mount Kilimanjaro. The mean maximum of Loitokitok is about 22°C 
(71°F). The coolest period is between July and August and the hottest is from 
November to April. 
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system types and could include high-potential forest, low-potential semi-arid 
scrubland, and wetlands. Access and use were coordinated, and highland pastures 
often reserved for dry-season grazing, while areas closest to settlements were set 
aside for young, old, and sick stock. Elders’ councils and the warrior groups en-
forced access and use rights. In times of environmental stress, herds were moved 
within the section and across sectional boundaries, depending on pasture availabil-
ity (Galaty, 1994a, 1994b). Sectional alliances allowed access outside the territory 
of each section. Under extreme environmental stress, intersectional conflict over 
resources would often escalate into war. 

Each section was further divided into localities and localities into neighbor-
hoods. Each locality had a council of elders for coordinating resource access and 
management, settling disputes, and enforcing customary law. The locality was the 
basis of the Maasai transhumant herding system and involved herd and family 
movements between dry- and wet-season pastures. Local organization through the 
elders ensured that Maasai stock had access to both types of pasture and that vari-
ous traditional management techniques were employed, such as the regular burn-
ing of portions of grassland to help regenerate new grass growth and the judicious 
grazing of goats to prevent destruction of grass roots. Rights to resources were se-
cured by families through continued residence in the locality and by participation 
in rites and rituals. 

Each locality was divided further into common residential areas, or settlements, 
that comprised several households. Different neighborhoods would grant grazing 
access to herders who were temporarily passing through the area. There were also 
neighborhood controls on grazing. Each neighborhood had, for example, two 
types of dry-season grazing areas, one to be used in the early to middle of the dry 
season, and the other in the late dry season. Elders enforced these rules and also 
forbade the construction of permanent settlements in these areas. Despite coopera-
tion at the settlement level, where households pooled labor for herding and secu-
rity as well as for enforcement of use and management rights, herd ownership was 
individualized. Each household was autonomous and regulated its own affairs 
independently. 

Maasai pastoralism allowed for a variety of accommodations with cultivating 
communities living in the region, such as the Kikuyu. Through marital exchange, 
the Maasai solidified friendship bonds that facilitated complementarities. The 
Maasai could seek agricultural produce in exchange for livestock, obtaining for in-
stance superior steers from Borana pastoralists of northern Kenya and southern 
Ethiopia. Maasai dependence on trade increased during times of crisis, such as 
drought or epidemics. 

                                                                                                                                     
(1996), Galaty (1989), Ingule (1980), Berntsen (1979), Baxter and Almagor (1978), Jacobs 
(1965), and Bernardi (1952). 

section were well recognized, and defended against unauthorized intrusion by a 
warrior age-set. Ecologically, most sections represented a mosaic of different eco-
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Knowledge on the ecological status of Maasailand in the precolonial era is 
based on anecdotal information from early travelers and colonial administrators. 
Maasailand comprised a diversity of landscape and vegetation conditions 
(Thomson, 1885). The southern part of Maasailand comprised what Thomson 
called the “Nyika dry savannah,” which was sparsely vegetated with grass. Here, 
water was scarce and rainfall so little that there was “hardly a blade of grass to be 
seen.” These areas included the regions surrounding the Maparasha Hills, Oldonyo 
Orok, and the Amboseli plains. To the north of this area, in the Kaputiei plains 
(i.e., present-day northeastern Kajiado District), Thomson found a grand expanse 
of undulating country, the hollows of which were “knee-deep in rich and succulent 
pasture … and ridges covered in trees of moderate size” (1885, p. 170). 

Similar observations were made by Governor Charles Eliot a decade later when 
commenting on the pasturage potential of the East African Protectorate. Accord-
ing to Eliot (1905, p. 170), Maasailand would “afford excellent grass to cattle 
owned by both natives and Europeans.” He further suggested that the quality of 
the pasturage may have been due to long periods of continuous grazing by native 
cattle, which involved regular burning to improve the quality of grass, to clear 
pests, and to remove woody vegetation. On the other hand, Talbot (1972) sug-
gested that, ranging over broad territories, the Maasai may never actually have 
achieved a balance with their environment. Their emphasis on large herds, close 
herding in tight groups, and use of few watering points by large concentrations of 
livestock resulted in overgrazing, which was typical of Maasai pastoralism, as it 
comprised an adaptation to a difficult environment. Movement to new pastures al-
lowed the recovery of overgrazed and/or degraded areas. Jacobs (1980) points out 
that past traditional localities seemed to have been stable, with adequate quantities 
of both wet- and dry-season pastures and considerable mobility between the two. 
Nevertheless, the absence of surface water, periodic droughts, and livestock dis-
ease limited livestock production and maintained the balance of the SES. 

The influence of traditional pastoralism on the historical development of eco-
logical regimes in Maasailand is inconclusive, yet these early accounts suggest 
that Maasai pastoralism may have been attuned to resource productivity. Under 
traditional herd management practices and other self-regulatory mechanisms, ex-
haustion of pasture was temporary and probably not serious, since the pastoralists 
had sufficient opportunities to move their herds elsewhere. Herd mobility may 
well have enabled the achievement of a dynamic balance between pasture re-
sources and livestock holdings. 

The preceding account reveals two major features of an interactive SES that 
may permit, and possibly enhance, the resilience of the ecological system against 
periodic disturbances such as drought and disease: (1) a multilevel governance 
structure at multiple and nested spatial scales and (2) rules (and norms) for re-
source access and conflict resolution that were legitimate and broadly accepted. 
During this era, households were nested within neighborhoods and settlements, 
nested within localities, nested within sections. Each level corresponded to a spa-
tial scale and was interlinked. Yet, failures at any one level did not necessarily 
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devastate decisions at another level, because each level had a fair amount of 
autonomy to make and enforce rules for resource appropriation and provision that 
were recognized and accepted at other levels. 

These features of polycentric and multiple governance (concepts that are also 

adapt and respond to disturbances, including drought. Mobility was a key compo-
nent of resource use, management, and sustainability. Rules and norms served to 
coordinate access, to prevent or manage conflicts among multiple users, and to pro-
vide degraded areas with sufficient time to recover. Importantly, if one level did 
not function well for whatever reason, the whole system was not necessarily com-
promised, as other levels would continue to function. 

10.4 Governance of the SES During the Colonial Era: 
Institutions and Ecology in Jeopardy 

British interests in East Africa in the late nineteenth century encouraged the set-
tlement of European farmers in Maasailand. The agricultural and commercial ac-
tivities of the incoming settlers were expected to contribute towards making the 
New British Protectorate self-financing and less reliant on budgetary support from 
the London office. The Maasai, whose use of land was seasonal, were relocated 
from the northern, better-watered areas of their territory to land further south, 
where most of them resided at the time. Close to two million hectares of land used 
by the Maasai was converted to private, individually owned farms and commercial 
ranches. 

The land areas where the Maasai were relocated were either too small or too 
arid to support transhumant pastoralism. The most valuable water supplies were 
included in the land allocated to the Europeans (James, 1939). Land in the south 
was also tick-infested and already populated by other Maasai sections (Tignor, 
1976; Sandford, 1919). Of the 10 million acres of the Maasai reserve, 2 million 
acres were arid or semi-arid; 800,000 infested with tsetse fly; and 300,000 subject 
to East Coast fever (Lewis, 1934, cited in Kipury, 1989). 

More land was later taken for the creation of protected areas. Between 1946 
and 1965, a total of 25,792 km2 of present-day Kajiado District was converted into 
national parks, reserves, or conservation areas (Kituyi, 1990). Most of this land 
constituted dry season highlands or swamplands and salt licks – strategic re-
sources for the Maasai. 

The Maasai were eventually confined to the southern reserve (Halderman, 
1989; Kipuri, 1989; Sandford, 1919), their herds restricted from regular, tradi-
tional movement to prevent mixing with new breeds from England. This restric-
tion also blocked traditional trade and exchange between the Maasai and the 
northern Borana pastoralists. 

developed by Blomquist, this volume) provided pastoralists with the flexibility to 
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Lack of market offtake and the introduction of veterinary services within the 
Maasai reserve led to herd proliferation. Herd growth was also aided by “author-
ized” raiding against non-Maasai communities, as British officers employed the 
Maasai as mercenaries who were paid with captured cattle (Bridges, 1991; 
Halderman, 1989). By 1932, colonial administrators were expressing concern 
about the large herds, which they presumed were responsible for soil erosion and 
land degradation. In 1904, cattle were estimated at only 50,000 and shoats at 
600,000.2 By 1914, Maasai cattle were 600,000 and shoats over 1 million. In later 
years, even after the droughts of 1933 and 1934, cattle had increased to 700,000 
and sheep and goats to 800,000. 

Administrators attributed soil degradation in the Maasai reserve to Maasai “ir-
rationality.”3 The Maasai’s “cattle complex,” a psychological attachment to the 
beast, led to an emphasis on quantity over quality, resulting in overgrazing and 
environmental degradation (Herskovits, 1926). This destruction was viewed as a 
threat to the large herds of wildlife in the Maasai reserves. Maasai perceptions of 
the origins of the problem were, however, different (Campbell, 1993). For them, 
degradation was a consequence of constrained grazing following large-scale ap-
propriations for European settlement. It was also a consequence of losing the re-
maining good-quality grazing to cultivation. 

The official solutions to the problem of degradation undertaken by the British 
involved appointing a series of commissions to divine ways of controlling stock 
levels in tune with carrying capacities and to explore land tenure options. The first 
was the Kenya Land Commission (Carter Commission) of 1932, which recognized 
customary tenure in the Maasai reserve, but recommended gradual privatization 
and eventual individualization of land. The commissioners were opposed to 
returning appropriated land back to the Maasai, since they thought the Maasai 
were tying up prime land and not exploiting it efficiently. The commission 
suggested that the Maasai be forced to lease out land, particularly to cultivat-
ing communities. 

The Carter Commission ended the theoretical security over land rights that the 
Treaty of 1911 had given to the Maasai. It also introduced a new structure for land 
and livestock management: the grazing schemes, which turned on the reduction of 
livestock numbers, the provision of water supplies, disease control and the crea-
tion of livestock markets through British financing. Each scheme was adminis-
tered by a livestock officer, with the assistance of a grazing committee comprising 
twelve elders, who were responsible for the enforcement of regulations. Livestock 
officers acted under special ordinances and bylaws that conferred broad powers 
upon them. They determined who could graze livestock in the scheme, the number 
of animals each could graze, and where they could graze, while also enforcing 

                                                           
2 This unnamed and undated citation, titled “Section VII: The Masai Extra Provincial Dis-
trict,” was retrieved from Box File A in the library of the Catholic Church in Kajiado town. 
3 The notion of Maasai irrationality has since been forcefully refuted (Livingstone, 1977, 
1986; Helland, 1980). 
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fines on violators. The bylaws did not provide for appeal against a livestock offi-
cer’s decisions. 

Grazing schemes were introduced at the level of the Maasai section. But first, 
in 1946, a model ranch unit was set up in Konza in order “to demonstrate to the 
Maasai how a permanent water supply can be most beneficially used and the ad-
vantages of control grazing, that is relating the number of cattle to the carrying ca-
pacity of the land.”4 The Konza scheme was also aimed at demonstrating the im-
proved stock breeding practices and at conducting experiments in pasture 
improvement. The first Maasai families to participate in this scheme, chosen by 
elders, took up residence in January 1949. Each agreed to weekly livestock dip-
ping, giving prophylactic injections, following rotational grazing plans, and re-
stricting livestock to prescribed numbers. A manager was resident from the start of 
the ranch until 1958. 

One commentator characterized the scheme as a drastic failure (Fallon, 1962). 
Many things went wrong: fencing fell into disrepair and did not keep out game 
animals; residents did not restrict livestock numbers; and the drought of 1959 
forced residents out. Cattle population increased substantially. By 1954, the num-
ber had grown from 1,400 to 2,300, and by 1958 it had grown to 2,441, far ex-
ceeding the stated maximum of 1,700. In 1958, a new limit of 2,000 was set. Then 
came the drought; by mid-1961, the ground was bare and all residents had left. By 
this time, most of Kajiado District was severely overgrazed and range resources 
badly degraded. Watering points, grazing schemes, and demonstration ranches 
were the sites of severe degradation. The destruction was so severe that, where the 
“model range” was located, a jagged, bare, red-earth scar in the savanna landscape 
was now visible from a high-flying airliner through the blowing dust. Residents of 
the Konza scheme failed to honor their commitment to reduce livestock. All other 
grazing schemes (in the Ilkisonko and Loodokilani sections) were eventually 
abandoned. 

Overall, grazing schemes did not function during droughts, and water devel-
opment contributed to significant resource depletion (Fallon, 1962). Destocking 
proved difficult (Jahnke, 1978): many Maasai were already living at submarginal 
levels. Stock reduction further reduced the supply of meat and milk for the house-
hold; culling programs did not fit into the traditional social patterns that were built 
on an intricate system of human bonds established by lending, renting, exchang-
ing, and sharing livestock for different reasons in different situations. 

A second commission, the East Africa Royal Commission (also known as the 
Dow Commission) of 1952, was initiated to provide solutions for land tenure. This 
commission viewed Maasai communal ownership of land combined with individ-
ual livestock ownership as the root cause of land degradation. The commissioners 
recommended that land be individualized and customary rights eliminated as they 
were inefficient. However, the commission also recommended that collective 
rights in pastoral areas be maintained, but only as an intermediate stage towards 

                                                           
4 See footnote 1. 
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individual ranching. It proposed ranches, access to markets, better breeding 
practices, and commercialization of stock farming as solutions to the “pastoral 
problem.” 

The Swynnerton Plan of 1954, crafted during a time of great political crisis, su-
perseded but drew heavily from both the Carter and Dow Commissions. It pro-
posed a sweeping registration and individualization of land tenure in Kenya. Since 
the outcome of individualized tenure in the Kikuyu areas of central province had 
been landlessness and political unrest, however, the Swynnerton Plan promoted 
grazing schemes and group ranches. These were to be managed according to “sci-
entific principles,” such as grazing rotation. Water and veterinary facilities were to 
be provided and small-scale irrigation encouraged. Soil conservation, afforesta-
tion, and rehabilitation were to be taken up to restore denuded areas. To ensure 
that these innovations were strictly followed, the government was to impose strict 
measures such as “grazing guards,” fines, and imprisonment for pastoralists who 
broke the rules. Livestock marketing, controlled grazing, water supply, and tsetse 
and livestock disease eradication were additional interventions. The objective was 
to exploit the potential of Maasai stock to contribute to the national economy. 

What do we make of these changes in the SES during the colonial era (1890–
1963)? How can institutional robustness be linked to ecological resilience? 
Clearly, the entry of officials from the British administration introduced a new set 
of powerful actors and institutions at the national and local levels. These new sets 
of institutions did not solve the long-standing problem of drought and land/soil 
degradation, but rather intensified it. The key features of the SES during the colo-
nial era that are important to robustness and resilience include: 

1. A new and powerful actor, the government and government officials, with clear 
objectives regarding land management, but with insufficient understanding of 
ecosystem processes. These objectives, which included limiting livestock num-
bers, and new rules and structures for land and livestock management, were at 
odds with the Maasai production system and institutions that supported it. 

2. A decline in spatial scale for the operation of Maasai resource management in-
stitutions and production system. Mobility was constrained within grazing 
schemes and the Maasai Reserve. Elders were, in turn, required to enforce rules 
made by government officials (e.g., those for constraining livestock numbers), 
while their authority was undermined. 

3. Removal or reduction of the risk of disease, water distribution, and a declining 
scale of the system (or a concentration of livestock with reduced mobility) re-
versed these supposed gains in risk reduction and increased the severity of dis-
turbances. 

4. New government institutions at nested administrative levels, competing with 
and/or replacing Maasai institutions. This competition and replacement also in-
cluded the content of the institutions, which was not only at variance with 
Maasai institutions, but also poorly matched with the ecological situation. 
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In sum, a general decline occurred in the diversity of institutions, the autonomy of 
Maasai institutions, the spatial scale of livestock production, and the institutional 
levels of indigenous institutions. This resulted in the reduction of both the robust-
ness of institutions as well as the resilience of the ecosystem, whose vulnerability 
to disturbances was amplified. In order to cope with the severity of the distur-
bances, the Maasai abandoned the new/imposed institutional structures and, in-
stead, resorted to prior arrangements of mutual reciprocity, which allowed for 
mobility. 

Introduction of Group and Individual Ranches 

The Dow Commission and the Swynnerton Plan resulted in the establishment of 
individual ranches5 and group ranches in Maasailand. Instead of attempting to di-
rectly control herders and their livestock management techniques, the government 
instead sought to formalize land rights. Land in the former reserves was demar-
cated, surveyed, and registered, with the expectation that the Maasai would adjust 
their herd management strategies, destock, and conserve the resource base. 

Individual ranches were intended to serve as a model for the rest of the Maasai 

ing superior breeds and for farm infrastructure, such as boreholes and water pans, 
was made available through the Agricultural Finance Corporation as part of World 
Bank financing to Kenya’s livestock sector under the Kenya Livestock Develop-
ment Program (KLDP). The individual ranchers also had support from livestock 
extension officers from the Ministry of Agriculture and Livestock Development. 

The first individual ranch was established as early as 1954 (Campbell, 1993), 
but most of the approximately fifty-two ranches were established between 1963 
and 1965 (Hedlund, 1971; Rutten, 1992). Individual ranches were first created in 
better-watered areas of Kajiado District. The first owners of individual ranches 
were all Maasai, most of whom, once having acquired their large ranches, sold off 
portions to Kikuyu cultivators (Simpson, 1973). 

The progressive development of individual ranches, each averaging between 
300–800 hectares (Grandin, 1987), raised concerns among administrators and or-
dinary Maasai alike, who feared a landgrab by influential Maasai and insecurity as 
land was easily transferred to non-Maasai. These concerns were captured in the 
Lawrance Report of 1965–1966 (Kenya Republic, 1966), which recommended the 
establishment of group ranches, which were seen as an alternative way of realizing 
the same goals of accelerating pastoral development, but with the added advantage 

                                                           
5 An individual ranch is a production enterprise in which an individual member of a “tribal” 
society may, with community consent and the authorization of the local country council, 
legally register communal land as private property. 

10.5 Governing the SES in the Post-Colonial Period: The 

to emulate (Jahnke, Ruthenberg, & Thimm, 1972). Low-interest credit for purchas-
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of safeguarding against alienation to non-Maasai. They were expected to provide 
tenure security, creating incentives for the Maasai to invest in range improvement 
and, ultimately, to reduce overaccumulation of livestock. 

A “group” meant a tribe, clan, section, family, or other group of persons whose 
land under recognized customary law belonged communally to its members. The 
exact grouping was determined by a committee that comprised officials of the 
Lands Department and elders from each section of the Maasai. Under this law, a 
Registrar of Group Ranches, whose job it was to oversee their functioning, was 
also created by the Lands Ministry. He or she would convene a meeting of the 
members of the group, encouraging them to adopt a constitution and elect repre-
sentatives. Every registered member of the group ranch is a joint owner of group 
land and holds equal shares. Each member is entitled to reside on group land with 
family and dependents. 

The group representatives are expected to ensure that the rights of any person 
under recognized customary law are safeguarded. In consultation with other group 
members, they are authorized to hold property on behalf of the group, acting on its 
behalf and for its collective benefit. Each group can craft its own rules regarding 
the running of its own affairs, but is required by law to hold a general meeting of 
its members every year. Decisions made at these meetings are binding if at least 
60 percent of group members are present and a similar proportion of those present 
vote for them. In addition, members elect a management committee by open bal-
lot, comprised of a chair, vice-chair, secretary, treasurer, and three other members 
elected from the group representatives. The committee encourages members to 
manage the land or graze their stock in accordance with sound principles of land 
use, range management, animal husbandry, and commercial practice. It can raise 
credit and is involved in development planning. Every member is required to ac-
cept and comply with decisions of the committee and, if aggrieved by a committee 
decision, has the formal right to appeal to the group representatives, the registrar 
of group representatives, or to a subordinate court having jurisdiction in the area. 
Group ranch dissolution can occur only after a written application signed by a ma-
jority of the group representatives is followed by a resolution passed by a 60 per-
cent majority in a meeting specially convened for that purpose. 

The Kenyan government, newly independent in 1963, received loans and grants 
from the World Bank, USAID, the Swedish Aid agency, Canadian Development 
Agency, and the United Kingdom. Loans were granted under the KLDP and im-
plemented jointly by the Ministry of Lands and Settlement, the Range Manage-
ment division of the Ministry of Agriculture, the Ministry of Water Development, 
and the Agricultural Finance Corporation. A total of fifty-two group ranches were 
created under two phases of the KLDP between 1968 and 1979. 

Although the Maasai did not agree with, or even understand, some features of 
the group ranch, such as grazing quotas, boundary maintenance, and the manage-
ment committee, they accepted the idea of group ranches primarily because it af-
forded them protection against further land appropriation from the government, 
against the incursion of non-Maasai, and from a landgrab by the elite Maasai 
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(Fratkin & Smith, 1994; Campbell, 1991; Goldschmidt, 1980; Hopcraft, 1980; 
Halderman, 1972; Hedlund, 1971). Group ranch development also promised water 
development in the form of dams and boreholes, and improved livestock hus-
bandry through introduction of dipping facilities and regular vaccination against 
prevalent animal diseases (Davis, 1970). An evaluation conducted in the fourth 
year of the program found that the Maasai viewed the program as a means of in-
creasing herds and assuring a larger and steadier supply of milk and blood to feed 
their families (Axinn, Birkhead, & Sudholt, 1979). 

Group ranches are now generally thought to have failed to meet their intended 
objectives. An indicator of this failure is increasing demands for their dissolution 
and subsequent division into individual, titled units for distribution among their 
registered members. Disintegration began in the mid-1970s for the Kaputiei 
ranches. By 1985, twenty-two group ranches in different parts of Kajiado had re-
solved to subdivide; seven went ahead and subdivided (Munei, 1987). By 1996, all 
of these twenty-two group ranches had actually subdivided and individual land ti-
tles had begun to be issued (Kimani & Pickard, 1998). Eleven other group ranches 
were in various stages of subdivision. By 2000, thirty-one group ranches had sub-
divided and been issued titles (Mwangi, 2007a). Fourteen others resolved to sub-
divide and were being surveyed and demarcated. Only twelve had resisted subdi-
vision. According to official records in 2006, out of a total of fifty-two group 
ranches, thirty-two are subdivided, and fifteen are in progress, seven of which are 
disputed and under court injunction, five have not subdivided (Mwangi, 2007b). 

A variety of reasons have been offered to account for the failure of group 
ranches. Some scholars note that group ranches were undermined by a lack of eco-
logical viability (Kipuri, 1989; Halderman, 1985, 1989; Hopcraft, 1980; Njoka, 
1979). Ranches were not sufficiently extensive to allow pastoralists to exploit the 
discontinuity and heterogeneity of resources within their environment adequately. 
Group ranch boundaries were not respected in times of drought and Maasai con-
tinued to rely on movement across group ranches under traditional norms of recip-
rocity via kinship and friendship ties. Thus, the incentive to invest in pasture man-
agement and stinting is weakened, as those who did not invest effort would still 
benefit from the investments of others (Hopcraft, 1980). Munei (1987) argues that, 
while the enclosure of group ranches served to intensify droughts and increase 
movement, this would have been less severe if appropriate infrastructure had been 
developed within the ranch. Because the committee was not vested with sufficient 
authority to control livestock numbers (livestock are owned individually) and 
grazing patterns, group ranches experienced an overgrazing problem (Evangelou, 
1984; Hopcraft, 1980). 

Misappropriation of funds, difficulties in enforcing loan repayment, and 
low/delayed returns were additional problems that locked out group ranches from 
their principal source of development funds (Galaty, 1994b; Kipuri, 1989; Munei, 

was provided by observers in the very early stages of group ranch disintegration. 
Later studies echo these problems. They also provide additional insights about the 

1987; Doherty, 1987; Migot-Adholla & Little, 1980). The above suite of reasons 
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increasing uncertainty regarding individual shares in group land, population in-
creases, and governance failures, especially difficulties in enforcing livestock quo-
tas and subsequent distributional problems (Mwangi, 2007a, 2007c; Davis, 2000; 
Simel, 1999; Galaty, 1992, 1994b). 

What have been the effects of these institutional changes that have taken place 
during the post-colonial era (after 1963) on ranch ecology? A series of unrelated 
studies and evaluations using different methodologies and based on different 
group ranches provide insights on the implications of group ranches on local ecol-
ogies. One evaluation of group ranches observed that, four years after launching 
the program, committees had not yet implemented grazing quotas, save for a gen-
eral rule that restricted grazing from a two-mile perimeter around water facilities 
(Jahnke et al., 1972). The same evaluation also noted that the notion of committee 
decision making on behalf of others was a new one for the Maasai, who tradition-
ally rely on group consensus. In addition, livestock is owned by individuals, and 
the idea of the livestock quota tends to favor either an egalitarian distribution of 
herds or a freezing of a given distribution pattern, both of which were not valid for 
the Maasai production system, which has been fluid and motivated by risk reduc-
tion and cultural obligations. Talbot (1972) views group ranches and grazing 
schemes as “resource degrading development activities,” in which overgrazing 
and drought losses are proportional to the amount of development suffered. The 
projections of the early evaluations were confirmed by empirical studies in later 
years. 

Ecological studies comparing a broad range of ecological indicators before the 
creation of group ranches in 1967 and during their operation in 1977 observed a 
deterioration in range condition, with an increase in the incidence and cover of 
undesired/less palatable species relative to desired/palatable ones (Njoka, 1979). 
Range management seemed to be a more important factor influencing the decline, 
including a roughly two-fold increase in cattle and water facilities, even as vacci-
nation and other treatments decreased mortality. Despite ecological decline in 
group ranches, they seemed to fare better than their closely associated individual 
ranches (Rutten, 1992). Other studies using community perceptions – backed by 
aerial photography and topographical maps – revealed similar trends over a thirty-
year period, comparing conditions before and after group ranches were subdivided 
(Macharia & Ekaya, 2005). Communities indicated that areas of bare ground were 
more prevalent and more extensive than they were before, while sustained over-
grazing reduced cover, quality, and productivity; changed plant composition from 
perennial to annual species; and encouraged bush encroachment. 

Group ranch subdivision and privatization is associated with a steady decline in 
the capacity of the land to support livestock populations (Thornton et al., 2007; 
Boone, Burnsilver, Thornton, Worden, & Galvin, 2005) and with a precipitous (72 
percent) decline in wildlife populations in the subdivided areas adjacent to pro-
tected areas, due to habitat fragmentation (Reid et al., 2007). In spite of the subdi-
visions, herders are now adopting new institutional arrangements that increase op-
portunities for herd mobility and access to forage (Burnsilver & Mwangi, 2006; 
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Mwangi, 2007b; Rutten, 1992) and are also reconsolidating subdivided parcels 
and pursuing joint management, while continuing with large-scale movement dur-
ing severe droughts and reciprocal arrangements of herd redistribution. These ar-
rangements at local and broader scales are based on pre-existing social relation-
ships, networks and norms among age-sets, clan members, friends, and stock 
associates. An evaluation of the ecological implications of these arrangements is 
instructive (Mwangi, 2007a, Chapter 7): Valuable perennial grass species show 
consistently higher cover values where groups reconsolidate parcels and jointly 
manage pastures, while weedy shrubs colonize unconsolidated parcels, where in-
dividuals enforce their boundaries and livestock concentrated over smaller areas. 

Features of the SES after 1963 include: 

1. The national government is an established actor that uses formal law to embed 
its objectives, which are intended to create incentives for better range manage-
ment. 

2. Government objectives do not change across time. 

4. The evolution of an elaborate and ineffective system of financing and operation 
that involved multiple donors, with multiple expectations and mechanisms of 
financing group and individual ranches. This system did not work. 

5. The spatial scale of pastoralism is further circumscribed with the creation of 
hard boundaries between group ranches. 

6. The condition of the range declines further, and the group ranches eventually 
subdivide into individually titled parcels, the viability of which is questionable, 
even as herders adopt new arrangements. 

10.6 Discussion 

We began this chapter by asking three questions: which institutions are more 
likely to be robust over time, how robustness (or lack thereof) may influence eco-
logical conditions, and what kinds of assumptions those exploring linked social-
ecological systems can make in their inquiries. 

Robust institutions are those that can weather repeated disturbance and recon-
stitute themselves to perform their functions. Our cross-time analysis demonstrates 
that, at prior to colonial rule Maasai institutions regulated resource use and access 

3. Creation of group and individual ranches side-by-side, both replace the coun-
cil of elders as the organization that governs resource allocation and man-
agement. Individual owners now make decisions for individual ranches, while 
a new bureaucratic structure with new decision-making rules – the management 
committee – is the locus of decision making on land matters for the group 
ranch. The accountability of the management committee was primarily to the 
organization that had oversight over group ranch functions – the registrar of 
group ranches, a government official – rather than to the group members. 
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within and among different subgroups of the Maasai. These councils of elders 
were organized locally, but they were also nested and replicated at higher spatial 
scales and governance levels. Thus, the neighborhood was nested within a settle-
ment, the settlement was nested within a locality, and the locality was nested 
within a section. 

At lower levels, the rules established by these governance arrangements regu-
lated access and relationships between households and neighborhoods, at higher 
levels between Maasai sections or sub-tribes, and between them and non-Maasai 
(see Marshall, 2008 for development of the concept of nesting). These access rela-
tionships included seasonal herd movements between wet and dry season pastures, 
daily livestock movements in localities, and pasture management techniques such 
as burning. Mobility between different resource patches was possible. The effects 
of overgrazing and degradation, which were posited by colonial officials as typify-
ing Maasai pastoralism, were tempered by the capacity to move to new pastures. 
The different spatial scales for resource appropriation were well matched with the 
multilevel structure of institutions, allowing sufficient control and flexibility over 
use, thus checking sustained damage/degradation of the ecological conditions. In-
stitutions were well adapted to a risky ecological setting. 

The colonial rule (ca. 1890–1963) represents the beginning of radical changes 
in the linked SES. The introduction of external, formal, governmental institutions 
and personnel was grafted onto preexisting traditional institutions and systems. 
Formal institutions competed with and/or replaced the functions of traditional in-
stitutions, reducing their autonomy and restricting their reach to very small spatial 
scales. Soil erosion, land degradation, and increased severity of droughts were the 
result. The new institutional rules, such as those requiring the reduction of stock-
ing levels, were ineffective simply because they overlooked cultural, ecological, 
and nutritional imperatives that necessitated an accumulation of livestock among 
herders. Despite heavy capital and financial investments, these new institutions 
and organizations were unable to adapt to ecological exigencies. At best, the in-
troduction of water points and veterinary services served to reduce risks faced by 
herders. At worst, these interventions were incomplete, and only served to increase 
the severity of environmental disturbance, such as drought, when it occurred. 

The Maasai tended to abandon the imposed grazing schemes and their rigid 
rules. Instead, they resorted to prior and well-tested mobility to exploit heteroge-
neously distributed resources, while using familiar norms of reciprocity among kin 
and friends to facilitate movement. The elders councils – the primary governance 
arrangement controlling resource access and distribution – were undermined by 
the introduction of formal government rules and organization. They subsequently 
lost control. This was then reflected in declining ecological resilience. However, 
other traditional institutions, such as norms of reciprocity, were remarkably robust 
and allowed herders to adapt to the declining conditions and still be able to move 
their herds to some degree, despite their confinement in smaller spaces. 

During the post-colonial era, after 1963, radical changes from the colonial rule 
(ca. 1890–1963) were further adopted and entrenched under an independent 
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Kenyan government. Full-scale privatization of the range was pursued with the 
creation of individual and group ranches. Again, the official objective was to sta-
bilize a degrading environment and to change Maasai herds from being a subsis-
tence asset to a marketable commodity. The strategy was different in that it in-
volved a formal change in the rules of resource access for the Maasai by creating 
and formalizing boundaries between Maasai subgroups by way of formal land 
ownership. In the group ranches in particular, a management committee was con-
stituted that served to replace the council of elders in land and resource allocation. 
Committees were, by law, granted additional powers, including the regulation of 
livestock numbers in the group ranches by enforcing livestock quotas. Finally, 
group consensus in decision making was replaced by a majority voting rule in an 
open ballot. Quantitative and qualitative studies demonstrate that ecological condi-
tion in the group ranches steadily declined (even though they performed better 
than adjacent individual ranches). Scarcely fifteen years after their inception, the 
owners of group ranches started to subdivide their land into individual parcels to 
be distributed among their constituent members. 

Much of the ecological decline over this long time period is associated with this 
process of individuation of land ownership. Individuals tend to increase livestock 
herds, wildlife populations are seen to decline, while forage options needed to sus-
tain livestock and human nutrition are severely constrained. Land allocation and 
management decisions now fully reside with the individual parcel owner. During 
the post-colonial time, as in the times of the colonial rule (ca. 1890–1963), the ro-
bustness of traditional institutions of resource access were further undermined and 
eventually snuffed out. Statutory institutions gained prominence after 1963, but 
they were poorly adapted to the risk inherent in this ecological setting. Despite re-
ducing livestock mortality through veterinary innovations and water provision, 
drought and rainfall continue to be limiting factors, severely impacting group 
ranches, and ecological degradation continues. Group ranch members continued to 
move their livestock outside the group ranch, exploiting mutual reciprocal ar-
rangements across clan and age sets. 

The newly introduced formal rules for resource access and decision making in 
the group ranch structure were not robust. Group ranches disintegrated. The new 
formal rules were unenforceable, as they contradicted cultural norms that underpin 
Maasai society. Livestock management is the preserve of each individual owner, 
who is under great pressure to maintain large herds for subsistence, to ensure 
against risk, and to meet cultural obligations. 

In short, the earlier indigenous institutions prior to colonial rule appear to have 
been more robust, even though officials did not consider them to have formal 
status. Again, the indigenous institutions of the earlier times were nested at the 
group and higher levels and covered large spatial scales. Other indigenous institu-
tions such as age-grades and clans are also cross-cutting institutions, found in all 
group ranch areas. In a post-subdivision setting, these norms of reciprocity and 
bonds of kinship and friendship now assume even greater importance. Most indi-
vidual parcel owners continue to move their herds out of their parcels to other 



214    Esther Mwangi and Elinor Ostrom 

areas, even to Tanzania, during dry and drought spells. Other parcel owners do 
move their livestock, but also reconsolidate parcels for joint herding and pasturing 
at a very local level, often sharing with friends, neighbors, and family. Reconsoli-
dated parcels have somewhat better ecological conditions than non-reconsolidated 
ones. 

10.7 Conclusion 

An important lesson to be learned from studying the relationships between institu-
tions and ecology in the drylands of Kenya is that the “real” tragedy of the com-
mons has been the lack of understanding shown by colonial and contemporary 
Kenyan government officials of the importance of a nested governance system for 
sustaining this Social-Ecological System over time. Many scholars and public of-
ficials presume that effective governance is possible only when a single, monocen-
tric government makes all of the rules related to all policy issues within a national 
domain (see, for example, Miller, 1992). Garrett Hardin (1968) presumed that pas-
toralists involved in a tragedy of the commons dilemma could not extract them-
selves from it. He proposed that government should control access and use of a 
commons or that private property rights should be assigned. These are the two 
“solutions” that have been imposed on the Masaai over time. Neither of them have 
worked better than the nested system that the Masaai had themselves evolved over 
long periods of time, using trial-and-error methods to learn how to make better de-
cisions. Neither of Hardin’s preferred solutions were more effective in the short 
term, or more robust in the long term, than the nested layers of institutional rules 
that the Masaai had developed. 

In our introduction to this chapter, we promised to examine three questions: (1) 

summarized above, we must conclude that the answer to the first question is quite 
clear. The traditional rules and norms evolved before colonial times were more 
robust than the formal, imposed rules made by officials who applied simplified 
panaceas regarding how to manage land. The officials are delinked from, and 
poorly adapted to, the risk inherent in the existing environmental setting and have 
largely served to create conditions that are associated with land degradation. The 
Maasai themselves continuously face risk. The traditional norms of herd redistri-
bution and reciprocity assume more importance for them than for government of-
ficials, since the exposure to risk is not only more severe for the Maasai, but is 
also felt among a broader segment of society. 

The evidence also provides some insight into our second question: How does 
institutional robustness influence ecosystem resilience? The robust institutional ar-

Which of the institutions that have existed during these time periods are more ro-
bust and why? (2) How does institutional robustness influence ecosystem resil-
ience? and (3) What assumptions can be made about human behavior and incen-
tives in light of this sweep of human history? Given the substantial evidence 
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rangements exhibited in this history were the set of nested arrangements ranging 
in size from a family, to localities, to the sections, and finally to alliances among 
the twelve sections. Each of these levels was able to make rules and norms related 
to terrains about which the participants in decision making at each level knew 
well. Thus, decisions could be and were tailored to the specific conditions of a 
particular locality. When drought hit one location, Maasai decision makers could 
search out other regions where rainfall was adequate and negotiate movement of 
the herds from the dry patch to wetter patches. Moving the cattle off of the range 
suffering from overly dry weather protected that patch and enabled it to regenerate 
when the next rains came. This rotation over a very large space was conducive to 
sustaining these drylands over time. 

Unfortunately, the traditional nested governance system of the Maasai was not 
recognized by outsiders and officials who repeatedly tried to impose a centralized 
governance system to correct presumed management errors. A broad range of 
studies has demonstrated similar outcomes, yet very few have adopted frame-
works that explicitly link robustness and resilience. Sporrong (1998), for example, 
demonstrates a degree of social and ecological resilience in Central Sweden prior 
to the enclosures of the 1820s, while Niamir-Fuller (1998), Alcorn and Toledo 
(1998), and Jodha (1998) all speak to the importance of nested institutions in en-
hancing the resilience of local resource management in pastoral, forest, and moun-
tain ecosystems in Sahelian West Africa, Mexico, and the Hindukush-Himalaya, 
respectively. 

Currently, however, the capabilities of a nested governance system for more ef-
fective management of natural resources and for mitigating risk are being recog-
nized in other parts of the world, because of the promise that nested systems hold 
of perhaps being more effective and robust than centralized systems. Marshall 
(2008), for example, is exploring what can be learned from nested community-
based governance systems for Australian ecologies that are very large but com-
posed of meaningful units at multiple spatial scales. As more and more ecologists 
are recognizing that ecological systems exist at multiple scales, policy analysts 
need to recognize this fact and learn how to think about and encourage nested sys-
tems that facilitate decision making at multiple scales (Cash et al., 2006; Gibson, 
Ostrom, & Ahn, 2000). Problem solving related to complex SESs is best done un-
der diverse institutions at multiple scales with sufficient autonomy and flexibility 
to make and change rules, depending on the nature of the ecology and the human 
organization at that scale. 

Our third question relates to the appropriate assumptions that could be made 
about human behavior and incentives in light of this sweep of human history. In 
our introduction, we laid out our basic assumptions related to fallible humans who 
make decisions at multiple tiers of action intended to increase net benefits to 
themselves and potentially to others. We found that, when the Maasai made deci-
sions within their evolved norms and rules, their decisions benefited not only 
themselves and their immediate families, but also generated benefits for a larger 
group. When government officials tried to replace the indigenous system, many of 
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these norms of reciprocity and trust were destroyed in the process. Individual de-
cisions became more self-centered on family survival rather than the survival of a 
larger group. We did find that human choice has been interdependent within tiers 
of decision making and across time and space, with the impacts of decisions being 
horizontal, upward, and downward. The change in governance shortened the time 

Thus, from this effort to understand more than a century of the interrelation-
ships among the components of an SES, we urge scholars and practitioners to rec-
ognize the advantage of nested governance systems organized at diverse levels. 
And, in particular, to be conscious that top-down changes may disrupt institutional 
adaptations that enable resource users to utilize the spatial and temporal distribu-
tion of resources to avoid excessive pressure on particular locations within larger 
ecosystems (Janssen et al., 2007). In our modern era of communications and mar-
ket exchanges, relying strictly on small-scale common-property institutions for ef-
fective and robust management of ecosystems is not sufficient. Nor, is it sufficient 
to try to impose uniform rules on large, patchy environments when officials have 
little information about variations in rainfall, regrowth of key plants, soil nutrition, 
and water availability and suffer little harm from making decisions that can bring 
major damage to the citizens on the ground, trying to find ways of surviving over 
the long run. We continue to need nested governance systems that range from the 
very small to the global in scale. 
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Abstract. Bulgaria’s irrigation facilities have largely deteriorated, property rights 
over the infrastructure are ambiguous and water loss in the system at present 
amounts to 70%. Thus, the Bulgarian government is currently attempting to for-
mally reform the sector by implementing collective action management schemes. 
In analyzing the possible success of this envisaged local cooperation, I draw on 
Ostrom’s (2007) development of collective action theory. In her theoretical 
framework, Ostrom posits variables affecting the likelihood of undertaking diverse 
forms of collective action leading to positive or negative results for others. The 
core relationships affecting cooperation are between reputation, trust, and recip-
rocity. In turn, eight structural variables influence these core relationships: one of 
them being the “heterogeneity of participants”. In the following, empirical evi-
dence from Bulgaria’s irrigation sector is provided to explain how incongruity of 
rules helps to maintain opportunistic strategies, how various transactions in the 
foundation of a water user association are affected by abuse of power, and how 
low the level of trust in formal actors actually is. Based on that, I examine one de-
tailed link in Ostrom’s theory, namely between heterogeneity of participants and 
trust, showing in particular that the interdependency between abuse of power and 
decrease in trust produces a downgrading effect on collective action. 

Keywords: Bulgaria, Collective action theory, Heterogeneity of participants, Irri-
gation, Trust 

11.1 Introduction 

In Bulgaria’s irrigation sector, the Irrigation System Company (ISC), a state firm, 
has a monopoly on the irrigated water supply. Irrigation systems based on market 
coordination, such as trading water rights or quotas, do not exist. Irrigation sector 
management is centralized. Decisions are implemented top-down, and there are no 
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opportunities for the agricultural water users to participate. The ISC is responsible 
for the management, operation and maintenance of all state-owned irrigation and 
drainage systems in Bulgaria. Twenty-three regional branches operate semi-
autonomously, but answer to the head office in Sofia, especially for financial con-
trol. Water guards are the village representatives of the ISC. From the viewpoint 
of the water users, especially the small ones, the water guards are often the only 
visible ISC personnel. 

In order to find solutions for Bulgaria’s deteriorated irrigation infrastructure 
and the rising demand of farmers for better, more reliable water provision, an irri-
gation sector reform was initiated in the late 1990s. Collective action management 
solutions have been propagated for more sustainable resource use by the Bulgarian 
government and the World Bank. One outcome was that the Bulgarian govern-
ment enacted two laws: the Bulgarian Water Law, implemented in January 2000, 
and the Water User Association Act, which came into force in March 2001. Their 
aim was to cope with unreliable irrigation water provision and appropriation and 
to incorporate local self-governance and collective action, which should be ac-
complished by reforming and decentralizing the centrally planned water sector and 
increasing the involvement of local actors. Most of the established water user as-
sociations, however, were only formally created. In practice, they were neither 
functioning nor familiar to the farmers in the respective villages. Regardless of 
these formal efforts, little collective action in the irrigation sector has been ob-
served in Bulgarian villages, and present formal attempts do not seem to have 
found common ground where collective action can grow. Instead, ongoing deterio-
ration of the facilities is observed, and only a small percentage of the fields 
equipped with irrigation devices are actually irrigated. Chaotic water appropriation 
rules and insecure and ineffective property rights prevail (Penov, Theesfeld, & 
Gatzweiler, 2003). 

Irrigated water and irrigation infrastructure are common-pool resources. Com-
mon-pool resource scholars have advocated taking distributional aspects and po-
wer relations into account when analyzing institutional change in common-pool 
resource management (Meinzen-Dick, Raju, & Gulati, 2002, p. 652; Agrawal, 
2001, pp. 1650–1656). The way benefits are distributed among various actors is 
decisive, and the respective political weight of the latter can influence the likeli-
hood of institutional change (Baland & Platteau, 1998, p. 649). When social di-
lemmas are solved and new rules implemented, some people benefit more than 
others. Indeed, some may even benefit at the expense of others. Empirical evi-
dence from Bulgaria supports the view that local actors use power asymmetries to 
maintain their benefits. Ostrom (2007, p. 190) points out that, in contrast to the 
early stages in a process of collective action, inequalities in distribution of benefits 
may, however, reduce trust and cooperation later in the process. 

In this contribution, I will unpack the link between the structurally variable het-
erogeneity of participants and one of the core variables that influence the likeli-
hood of collective action, namely trust. First, the incongruity between formal and 
effective rules is highlighted as a transition-typical feature. Empirical material 
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shows that the incongruity of rules enables heterogeneous participants to misuse 
power asymmetries and, thus, maintain opportunistic strategies. Second, I will out-
line various transactions in the irrigation sector, particularly the foundation of a 
water user association, and describe related decisions affected by abuse of power. 
Third, I will present direct empirical evidence for low levels of trust in formal ac-
tors and perceptions of corruption. Finally, based on the observed aggravating 
process between abuse of power and decreased trust that constrains the develop-
ment of collective action, policy-relevant conclusions are drawn regarding con-
straints in implementing blueprints for collective action management schemes in 
the irrigation sector. 

11.2 Downward Cascade Between Opportunistic Behavior and 
Trust 

Ostrom (2007) presents in her theoretical explanation of successful or unsuccess-
ful collective action the links between (1) the trust that each participant has in the 
others involved in a collective action situation, (2) the investment others make in 
establishing and maintaining a trustworthy reputation, and (3) the probability of all 
participants using reciprocity norms. On the one hand, levels of trust, reputations 
for being trustworthy, and reciprocity are positively reinforcing. For instance, 
someone with a good reputation is regarded as trustworthy and the norm of recip-
rocity leads actors to stick to their promises, that is, behaving in a trustworthy 
manner. This reminds us of the frequently stated positive correlation between co-
operation and trust towards strangers and beliefs about the fairness and helpful-
ness of others, as underlined by Gächter, Herrmann, and  Thöni (2004, p. 523). 
Trust lowers the cost of working together (Putnam, 1993; Pretty & Ward, 2001; 
Baland & Platteau, 1998). A characteristic of actor groups fostering collective ac-
tion solutions is that most appropriators must share generalized norms of reciproc-
ity and trust. Collective action needs credible commitment, and one decisive re-
quirement for that is trust among actors. On the other hand, the core links 
described by Ostrom mean that a decrease in trust, reputation or reciprocity can 
generate a “downward cascade”, leading to little or no cooperation (Ostrom, 2007, 
p. 201). When a society is pervaded by distrust, cooperative arrangements are 
unlikely to emerge. Transition economists argue that experiences from the social-
ist era and the transition process following it have resulted in low and deteriorat-
ing trust as well as specific actor characteristics that constrain opportunities for 
collective action and the provision of public goods (Danchev, 2005; Gächter et al,. 
2004; Paldam & Svendsen, 2000; Rose-Ackermann, 2001). In the remaining, the 
focus will be on this negative feedback loop whereby distrust hinders the emergence 
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of collective action, looking in particular at how bad reputation may lead to dis-
trust and to reciprocal opportunism, which further diminishes a reputation.1 

Ostrom presents eight external structural variables that influence the inner core 
links between trust, reputation and reciprocity: (1) the number of participants in-
volved, (2) whether benefits are subtractive or fully shared, (3) the heterogeneity 
of participants, (4) face-to-face communication, and (5) the shape of the produc-
tion function. Additional structural variables that can have an impact in repeated 
situations are: (6) information about past actions, (7) how individuals are linked, 
and (8) whether individuals can enter or exit voluntarily. These external variables 
are interlinked, for instance, a small group with extreme heterogeneity in terms of 
the benefits to be obtained from a collective action is an entirely different group 
than a small group of relatively homogenous players. Equally, in a small group 
with extreme heterogeneity, face-to-face communication may lead to exacerbated 
conflicts rather than reduction in conflict and agreements (Ostrom, 2007, p. 202). 
Thus, it is only possible to analyze specific causal directions, as I do in the follow-
ing, zooming in to a linkage and explaining the relationship of causality between 
one of these external structural variables, “the heterogeneity of participants” – 
here expressed in terms of its negative consequences with regard to abuse of 
power and opportunistic behavior – and decrease in trust. 

In general, heterogeneity of participants can facilitate or constrain the process 
of cooperation, for which there is the need to differentiate between its early and la-
ter stages. The presence of wealthy and knowledgeable participants early in the 
process may encourage trust. Hurrelmann, Murray, and Beckmann (2006) stress 
the role of appropriate mediating agencies involved, finding that, particularly in 
transition countries with low social capital, well-educated and well-connected lo-
cal leaders can initiate and maintain local cooperation. Moreover, trust without the 
role of leaders does not necessarily lead to collective action. In turn, inequality in 
distribution of benefits in the later stages of cooperation may reduce trust and 
reputation and constrain the emergence of further cooperation (Ostrom, 2007, 
p. 190). 

The broad analytical framework in Fig. 11.1 shows that there are four dimen-
sions influencing the emergence of collective action as well as transition-specific 
features that hinder the emergence of collective action in the irrigation sector. The 
dimensions are grouped into: formal political settings; effective institutional set-
tings; characteristics of the resource, infrastructure settings and, the transactions 
involved; and characteristics of actor groups and their interactions (Theesfeld, 
2004). The special characteristics described within these four dimensions deter-
mine whether actor heterogeneity leads to the persistence of abusing individual 
power for private benefits. 

                                                           
1 Korf (this volume) describes civil war situations, where opportunistic behavior and re-
duced trust may also lead to a form of reciprocal opportunism, described as seeking strate-
gic cooperation; due to the particular characteristics of civil war, actors follow rules out of 
fear instead of conceiving them as fair. 
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Fig. 11.1: Variables influencing cooperation for an irrigation sector in transition 
Source: Adapted from Ostrom (2007, p. 200) and Theesfeld (2004) 

The incongruity of formal and informal rules and information asymmetry are typi-
cal for a transition economy and facilitate the cultivation of a milieu in which op-
portunistic behavior can persist. Opportunistic behavior, or abuse of power, leads 
to decreasing trust. The interdependency between abuse of power and decrease in 
trust represent a mutually reinforcing process – a downward cascade – that con-
strains collective action. Ostrom draws a connection between the decreasing trust 
variable and her framework, showing the core relationships between trust, reputa-
tions and reciprocity affecting levels of cooperation in a social dilemma (Ostrom, 
2007, p. 200). Abuse of power also leads to development of a bad reputation, 
which leads to further distrust, and may even lead to reciprocal opportunism, di-
minishing trust and reputations on both sides even more. 

In other contexts, the impact of institutional reform on collective action can be 
more direct, as in the case of Kenya’s dryland ecosystems described by Mwangi 
and Ostrom (this volume). External actors impose management systems that for-
mally replace indigenous systems of resource management, resulting in a direct, 
negative influence on local norms of reciprocity and trust. 

11.3 Methods and Research Site 

The empirical material supporting the argument presented here was collected in 
six months of empirical fieldwork, subdivided into three phases spanning two and 
a half years from 2000 until 2002. In addition to interviews with experts in Sofia 
and with representatives of the regional administration, two kinds of case studies 
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were conducted: (1) In the first research phase, 17 village case studies were con-
ducted in three regions of Bulgaria exemplary for their natural water conditions, 
farm and crop structures, and size of irrigation devices (for details see Theesfeld, 
2005). They provided an overview of the irrigation situation in the villages and al-
lowed for a rough analysis of the main hypotheses. (2) In the two following re-
search phases, four contrasting in-depth case studies were chosen out of the 17 
original case studies, according to three main criteria: location in the irrigation 
command area2, variation in farm structures, and a locality’s state of establishing 
water user associations. The selections, especially as regards the state of establish-
ing water user associations, had to be made according to preliminary information, 
which was specified and verified during the case studies. Two irrigation command 
areas were selected in the Haskovo region in South East Bulgaria. In each area, 
two villages were chosen, with one village located directly behind the water dam 
(top-ender) and the other further back – at the middle or tail-end of the canal and 
river system. In order to guarantee the anonymity of the individuals involved, ab-
stract abbreviations for the villages were set up. 

Village A is a top-end village in the first irrigation command area. As in all 
other villages, subsistence producers cultivate vegetable and forage crops on their 
small plots of less than 0.5 hectares. Besides them, the majority of agricultural 
land is cultivated by two agricultural cooperatives, one socialist-successor coop-
erative, or a red cooperative, and one newly founded reformer cooperative, or a 
blue cooperative. In Village A, the production specificity regarding irrigation wa-
ter needs is defined by a large group of Turks, almost 40 families, producing to-
bacco on small plots. Tobacco is a crop which does not need many irrigation turns, 
but the crucial turns have to happen within a certain time slot. According to the of-
ficial documents of the ISC head office in Sofia, one water user association 
(WUA) has been established. 

Village B is a middle-end village in the first irrigation command area. Its agri-
cultural structure consists of a socialist-successor cooperative, a big tenant and 
midsized family farms. The existence of one WUA has been reported. 

Village C is a top-end village in the second irrigation command area. A social-
ist-successor cooperative and one newly established cooperative farm the land. Its 

                                                           
2 An irrigation command area is a superior spatial unit, defined as an area where one main 
water source, such as a dam, provides the water to irrigate most of the surrounding arable 
area. In such irrigation command areas, at least one main distribution canal runs from the 
water dam through a number of villages. Water storage basins along the main canal serve as 
reservoirs to secure water for the next village. A network of side-canals and ditches divert 
water from the main canal. The water consumption of villages located at the tail-end of 
such irrigation command areas depends on the preceding villages’ water use. There are irri-
gation command areas in which tail-end villages have minor alternative water sources. 
Such sources, for instance additional microdams, are independent from water use of the vil-
lage located at the top-end position in such a command area. An irrigation command area is 
the spatial unit used when analyzing irrigation-water interrelationships among various 
villages. 
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production specificity is that seasonal workers come into the village to produce 
pickles, which need a comparatively large amount of irrigation water. 

Village D is a tail-end village in the second irrigation command area. It has 
three big agricultural producers competing for lease contracts: one successor co-
operative, one newly established cooperative and one big tenant. 

With the help of explorative and qualitative methods in the first two re-
search phases, I analyzed the institutional changes taking place in Bulgaria’s 
irrigation sector. Among other aspects, the rules-in-use which govern the daily 
practices of irrigation were investigated and examples given. In the third re-
search phase, more standardized quantitative methods were conducted to elucidate 
selected relationships. 

11.4 Incongruity of Rules, Information Asymmetry and Abuse of 
Power 

In transition countries, a large discrepancy can be observed between formal politi-
cal intentions and informal, effective institutional change at the local level. This 
incongruity represents a transition-specific feature.3 The simultaneous change 
from a centrally planned to a market-oriented economy and from a communist-
determined to a democratic political system created an institutional vacuum in 
Bulgaria, among other countries. In Bulgaria, this was the result of numerous eco-
nomic, political, and institutional constraints, such as the unpredicted fall in out-
put, unsuccessful attempts to stabilize the economy, limited law enforcement me-
chanisms, limited implementation capacities for formal rules, and weak public 
administration capacities (Roland, 2000; Nenovsky & Koleva, 2002, p. 49). 
Chavdarova (2002, p. 68) contradicts the argument of mainstream economists, ar-
guing that informal institutions have filled up the formal institutional vacuum. In 
fact, informal institutions form the core of present Bulgarian society. Compared to 
other Eastern European transition countries, in which formal institutions provide 
more orientation for their people, the Bulgarian state could not provide a vision for 
its people and, to a large extent, formal actors lost their reputations and trustwor-
thiness (Theesfeld, 2005; Dobrinsky, 2000). 

Korf (2004) also refers to the gap between formal and informal rules but, due to 
his focus on civil wars, he develops a more nuanced view. Korf starts from the 
definition that rules are constantly made and remade through people’s practices. 
Formal institutions may be “re-interpreted, re-negotiated and re-practiced in the 

                                                           
3 Yet, this incongruity of rules can also be observed in other parts of the world, such as in 
the case described by Mwangi and Ostrom (this volume) regarding institutional reform in 
Kenya’s dryland ecosystem, where newly established formal rules for resource access and 
decision making have contradicted the cultural norms that otherwise underpin Maasai soci-
ety, whose members rely on the ecosystem for their livelihoods. 



230    Insa Theesfeld 

local action arenas” (Korf, 2004, p. 172). Korf (this volume) develops the concept 
of hybrid institutions, among other aspects, expressing that a pure distinction be-
tween formal and informal institutions in the practices of social interaction would 
be artificial. There are, rather, multiple and contesting rules for governing. This 
hybridity of rules and structures may also hold true for Bulgaria’s transition pe-
riod, characterized by the coexistence of multiple and incongruent formal and in-
formal rules. 

The incompatibility of formal rules and everyday practices creates a no-man’s-
land, which lays the groundwork for illegitimate redistribution of power and 
wealth (Chavdarova, 2002, p. 72). The high degree of incongruity between formal 
and effective rules provides conditions under which opportunistic behavior is able 
to expand and persist. Likewise, the dynamic nature of effective rules and the am-
biguity of multiple rules, as described by Korf (this volume), bears the risk that 
rules can become resources manipulated by powerful actors. 

Abuse of power is understood here as the individual expression of opportunistic 
behavior and, thus, is almost synonymous with opportunistic behavior4. According 
to Ostrom, Gardner, and Walker (1994, pp. 37–50), an institutional analysis rele-
vant to field settings requires an understanding of the effective rules, or rules-in-
use, used by individuals. All rules are the result of implicit or explicit efforts to 
achieve order and predictability among humans. Rules-in-use govern the patterns 
of interaction among the different actors in a system and represent the set of rules 
to which participants would refer if asked to explain or justify their actions to fel-
low participants. The rules-in-use and opportunistic strategies develop and change 
interdependently. On the one hand, effective local rules provide a basis for oppor-
tunistic strategies. On the other hand, because of opportunistic strategies certain 
rules-in-use are manifested, so that those effective rules reflect previously existing 
opportunistic strategies. The latter situation is illustrated by Hagedorn (2004), who 
points out how the laws and property rights that came about through agricultural 
land reforms in Central and Eastern Europe reflect the relative bargaining power 
of the actors involved. The incongruity between formal and rules-in-use also ap-
plies to Bulgaria’s irrigation sector. Together with information asymmetry, this 
incongruity has paved the ground on which opportunistic behavior and abuse of 
power has been able to grow and thrive. 

                                                           
4 Opportunistic behavior is defined by various expressions of self-interest-seeking relying 
on guile, including calculated efforts to mislead, deceive, obfuscate, and otherwise confuse 
(Williamson 1996, p. 378). 
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11.4.1 Incongruity of formal and effective rules in the irrigation 
sector 

In this section, the incongruity of formal and effective rules for one of the studied 
tail-end villages is analyzed with the help of empirical material. Similar signs of 
incongruity were observed in all case study villages. The examples can therefore 
be regarded as typical ones. As will be shown, limited sanctioning and enforce-
ment mechanisms as well as practically non-existent monitoring mechanisms pro-
vide favorable conditions for opportunistic behavior, which is observable in both 
actual water appropriation practices and maintenance work. 

Water ordering and appropriation rules 

Water users have to put in an advance order with the local water guard if they 
want to irrigate. The formal rule stipulates that the guard must collect a certain 
amount of orders before he can open the barrage and fill the canal with water. Ne-
vertheless, compliance with this rule varies. Informally, no farmer can rely on irri-
gation water via canal being delivered when needed, even if he orders it well in 
advance. 

Another issue is that usage rights to the canal system and the water dam belong 
to different people. The dams are often rented to private individuals who farm fish 
in the reservoir behind the dam. Formally, the stock of fish should not reach a le-
vel that would initiate competition for water between irrigation and fish farming. 
Normally, farmers in the respective village want to irrigate and order water, but 
the tenant of the water dam does not divert water into either the canal or the river. 
Based on this situation, the informal rule appears to be: when the canal is filled, ir-
rigate to be on the safe side, whether you have ordered water or not. The water 
guard tries to collect the fees afterwards. The first formal rule – a farmer who or-
ders water and pays in advance has the right to irrigate – does not work in 
practice. 

If water is scarce and farmers, despite their orders, do not receive water via ca-
nal, some may join forces and engage in a so-called rebellion: a group of them 
goes to the barrage and opens it. This generally leads to fights between them and 
other water users. 

In addition, the ISC regional branch offers verbal advice to the water guards in 
ranking the crops for irrigation. For instance, only the pickles should be irrigated 
from 5 p.m. until 8 p.m. During the day, priority should be given to eggplants, to-
matoes, and peppers. Corn ranks third as it needs a lot of water. It should mainly 
be irrigated late at night. Most cases of irrigation practice, however, do not reflect 
these regulations. A statement taken from an interview summarizes the second 
rule-in-use regulating the irrigation sequence: “Whoever is ahead of you at the ca-
nal is the first to irrigate. That is the [unofficial] law.” This is a common situation: 
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farmers who extract water from the head of an irrigation system can obtain more 
water than those located at the tail-end (Ostrom, 1990). Most of the interviewees 
described the situation as chaotic. The problems of water allocation among 
neighboring villages are the same as those for small-scale water users sharing one 
canal. A typical situation involves a tail-ender ordering water. When the canal is 
filled, everyone ahead of him irrigates, and the tail-ender faces a water shortage, 
even though he ordered the water and may have even already paid for it. 

The third rule of irrigation from one canal is specified by sheer physical force. 
Physical violence among the users of an irrigation system is symptomatic of in-
adequate assignment of spatial or temporal irrigation slots to appropriators. 

Monitoring rules 

There is almost no monitoring system for water appropriation. This situation leads 
to farmers guarding their fields around the clock. First, farmers wait for the water 
in the canal to reach their plot so that they can immediately start irrigating before 
another farmer begins. Second, they must supervise while irrigating, otherwise 
another farmer diverting water from a top-end position can start irrigating, leaving 
them insufficient water to complete their irrigation turn. 

Water storage basins are filled overnight to secure the availability of water in 
all villages belonging to one irrigation command area. If water flows into the canal 
system at night, it immediately motivates farmers to irrigate at night too, often in 
an attempt to avoid payment. Such illegal irrigation is usually discovered by day-
light, but farmers simply claim that neighboring farmers flooded their fields, 
which cannot be proven to the contrary. 

Excludability and sanctioning rules 

Water users who have not paid the water fee cannot technically be excluded from 
water diversion from a canal. There is no graduated and credible sanction mecha-
nism of the kind described by Ostrom (1990, 1992) in the design principles for 
enduring, self-governing, common-pool resource institutions. Formal sanctioning 
power is generally lacking. For instance, the one water guard that worked in the 
village during the irrigation season 2000–2001 carried no authority. Nonetheless, 
he made use of social sanctioning measures to force people to pay the water fees, 
shouting in front of their houses - loud enough for the neighbors to hear – as a way 
of embarrassing the water users into paying. 

Another event serves as illustration. During the summer of 2002, a group of ir-
rigators refused to pay in advance. Consequently, the water guard stopped the wa-
ter flow into the distribution canal. A group of farmers then went to the barrage, 
where the water is distributed between the river and the distribution canal, and 
opened it on their own. During this violation, they broke the mechanism of the 
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barrage. Technicians were needed to repair it. Although the ISC caught some of 
the violators, they were not sanctioned, much to the regret of the water guard. 

Operation and maintenance rules 

Maintenance practices are largely affected by the ambiguity of ownership rights to 
the irrigation infrastructure and lack of clarity regarding responsibilities. Problems 
resulting from the transformation of the irrigation infrastructure stem from am-
biguous property rights on the medium-scale infrastructure, including midsized 
canals, pump stations, and microdams. Maintenance duties are not clearly as-
signed among the various entities, such as successor agricultural cooperatives, 
municipalities, the ISC, WUAs, and water users. No distinct formal rules for op-
eration and maintenance work have been laid down. The maintenance guidelines 
for WUAs are particularly fuzzy, even though they form the basis for granting the 
use rights to the infrastructure. These guidelines are not followed, however, and 
neither the ISC nor the water users control the maintenance work done by a 
WUA’s management. Accordingly, there is a discrepancy between the need for 
maintenance to secure long-term system operation and the actual work conducted. 

Routine maintenance is generally delayed until the system’s complete deterio-
ration. Holes and cracks in the concrete canal linings are not repaired, stolen con-
crete plates are not restored, and broken devices to regulate the water flow are 
very rarely replaced. Additional water outlets are largely missing, and their instal-
lation is not planned. They would help serve the growing number of individual 
water users that have resulted from an increasingly scattered crop production 
structure. Maintenance work is dominated by (1) urgent and temporary repairs car-
ried out provisionally and (2) freeing the canals from dirt, trash, weeds, and brush-
wood for the upcoming season only, rather than when it’s needed. 

Further explanations of farmer reluctance to take on responsibilities and main-
tenance duties include prevailing free-rider behavior and the mental model of su-
perordinate authorities as being responsible. The ISC regional branch occasionally 
cleans the canals to be able to serve its clients. Likewise, several of the WUAs 
conduct minimal, short-sighted maintenance work to justify their collection of wa-
ter fees. 

The following observation was made regarding the few cases in which water 
users have cleaned the canals themselves. Only a minor share of those who prom-
ised to participate actually did. Instead of working as a cooperating group and 
cleaning the whole canal, they cleaned on their own in front of their own plots. 
Furthermore, upon closer examination, it is striking that most of them started to 
clean the canal at the beginning of their plot, but only as far as the water outlet 
serves it. The outlets are usually located at the centre of the plots and, in most 
cases, consist of illegal holes made in the concrete linings. The remaining canal 
line of the farmer’s plot would be left untouched, overgrown with weeds and 
brushwood. Once the farmer cleaned the canal up to the outlet, he had no private 
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benefit to clean further, even though this would serve the collective benefit. This 
observation indicates not only the individualistic behavior of those who partici-
pated and their lack of ability and willingness to cooperate, but also the free-riding 
behavior of those who did not participate. 

11.4.2 Abuse of power in the irrigation sector 

benefits. Hence, abuse of power is the individual expression of the opportunistic 
behavior of different actors. The aforementioned examples of actual water appro-
priation practice and maintenance work indicate that incongruity of formal and ef-
fective rules facilitates and, in turn, is a result of abuse of power in the irrigation 
sector. Table 11.1 summarizes examples of transactions in the irrigation sector 
that are affected by abuse of power. Transactions are understood here as not being 
restricted to situations in which resources are actually transferred in the physical 
sense of delivery (Furubotn & Richter, 2000), but also seen as social transactions 
necessary to establish, maintain, or change social relationships. Social transactions 
are necessary for the formation and maintenance of the institutional framework in 
which economic activities occur. Transactions are also formulated with reference 
to Hagedorn, Arzt, and Peters (2002, pp. 4–6), who give an example of the “leach-
ing of nitrates into the groundwater on sandy soils” as a transaction related not 
only to nature, but also to the farmer and the public or community concerned. 
Based on these definitions, renting in a plot from a cooperative refers to a transfer 
of property rights. Likewise, with the formal recognition of a founded WUA or of 
a Constituent Committee for a WUA, certain property rights are transferred to the 
respective actors, such as the right to decide on the territory to be served and, 
therewith, which clients to exclude. Finally, one party’s withholding of documents 
that are needed by another is a social transaction, hindering the formation of a new 
institutional framework. 

The following section elaborates a bit more on the last example of Table 11.1, 
founding a WUA, and questions concerning who is in the management and how 
certain water users can be excluded. In 2000, in case study Village B, non-
villagers founded a WUA according to the Cooperative Law. The only precondi-
tion was that the founders had to be landowners of plots located alongside the 
main distribution canal, which serves a number of villages. The way in which this 
WUA was founded was inscrutable for the population of the respective village. 
For instance, the head of this association refused to name the other six founders 
and members. Most of the villagers were in fact unaware of the possibility of es-
tablishing a WUA, much less knew about the formal existence of a WUA in their 
village. The villagers, rather, spoke of this organization either as a private water 
firm or as a tenant renting the canal system. They were only aware that the water 

Different ways in which actors exercise of power inappropriately can be conceptu-
alized as abuse of power, that is, the intentional exercise of power to pursue private 
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guard was from their village, without knowing the other parties involved. As it 
turns out, however, the water guard was the father of the head of the association. 
Since there was at least one connection to one of the villagers, an uncertainty and 
uneasiness in discussing this topic was evident during the study. Information 
asymmetry was striking, as villagers knew hardly anything about the formal exis-
tence of the WUA. Thus, the situation resembled one of open access, with efforts 
by a formal institution to exert some authority – but largely, as we will see, for its 
own benefit. The effective water ordering and appropriation rules in the village 
show that the WUA was not an effective company. During spring of 2001, the wa-
ter guard employed five pensioners for five days to clean the canals, which was 
the only maintenance work for the season completed by the WUA. 

Table 11.1: Transactions in the irrigation sector affected by abuse of power 

Transactions in the 
irrigation sector 

Actors involved 
actor I ↔ actor II 

Specific decisions affected by 
abuse of power 

Renting in plots 
from the coopera-
tive 

Water users ↔ cooperative 
Who gets plots at top-end posi-
tion along the canal? 

Starting an irriga-
tion turn 

Water users ↔ neighboring water us-
ers at the canal 

Who irrigates first, and who vio-
lates the water appropriation 
rules? 

Paying for irrigation 
water 

Minor water users ↔ water guard 
Major water users ↔ ISC regional of-
fice 

Who refrains from paying, or 
who pays less? 

Releasing water into 
the canal 

Water users ↔ water guard  
Water users ↔ ISC regional office 

When is the water released, i.e. 
favoring whom? 

Closing the barrage 
of a microdam 

Fish farmers ↔ water users 
For how long is water not re-
leased into the irrigation canal? 

Providing uncleaned 
irrigation canals to 
the water users  

ISC ↔ water users 
WUA ↔ water users 

How can maintenance work be 
reduced to a minimum? 

Establishing a con-
stituent committee 
to found a WUA 

Initiators ↔ water users 
Who is involved in the initiative, 
and how are operational rules 
set? 

Withholding neces-
sary documents 
needed to transfer 
water dam use 
rights to a WUA 

ISC ↔ constituent committee 
When should necessary docu-
ments be provided, and how can 
the procedure be prolonged? 

Founding a WUA Management of WUA ↔ water users 
Who is in the management, and 
how can certain water users be 
excluded? 

 
The head of the WUA took advantage of the information asymmetry that existed 
between him and the villagers. Even prior to his involvement with the WUA, he 
held a leadership position in the Youth Organization of the Peasant Party, which 
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had held governmental power in coalition with the Union of Democratic Forces 
(UDF) from 1997 until 2001. The UDF aimed to increase its political influence in 
the rural areas by supporting political adherents to found WUAs in rural areas. 
Due to his political engagement, this future manager of the WUA had access to 
various kinds of information and could participate in a course offered by the 
World Bank, in which he was trained in establishing WUAs under the Cooperative 
Law. He used his powerful position, good contacts, and supplementary knowledge 
to establish the WUA. The prestige he had earned by establishing a WUA in fact 
furthered him in his political career. He gained extra income for the collection of 
water fees and made an additional profit by not spending adequate funds for main-
tenance work. 

It became evident that the mere implementation of new formal rules – such as 
those under the Cooperative Law for founding WUAs – without respecting local 
power structures could again lead to an abuse of power by those individuals al-
ready occupying advantageous positions. Certain characteristics of irrigation 
transactions which also reflect the resource characteristics and infrastructure set-
tings can provide support for the abuse of power strategies of participants. 

11.5 Decreasing Trust and Reputation 

This section provides selected empirical evidence for decreasing trust and the de-
velopment of bad reputations, expressed as perception of corruption in Bulgaria’s 
irrigation sector. 

11.5.1 Distrust in formal actors 

Standardized questions were included in the questionnaires used in the third phase 
of field research to assess special trust in formal actors. One question was: Whom 
do you trust? A list of organizations was presented, starting with national formal 
organizations and ending with local authorities. 

Figure 11.2 shows the aggregated results of a sample of 52 interviewees repre-
senting all four villages. The generally low level of trust in formal actors is aston-
ishing. There is almost no trust in the parliament, the government, the court (0%), 
or the district administration. The average trust in local authorities is higher than 
in any of the formal authorities at the national level; nonetheless it is low. Interest-
ingly, trust in the mayor is even lower than trust in the police, both being the only 
two authorities representing the national government at village level. This gives an 
indication of the weak trustworthiness of mayors in their villages, although they 
are elected representatives. In addition, the data in sum show that a share of 46% 
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of the interviewees does not trust any formal authority at the national level and a 
share of 19% does not trust any local actor. 

Fig. 11.2: Share of local people having trust in formal actors 

11.5.2 Bad reputation 

An aspect of interest to the present analysis is the reputation of an actor, in par-
ticular, the correlation between considering someone corrupt and not trusting him, 
as shown in Fig. 11.3. Paldam explains this correlation as follows: “When people 
do not trust institutions, it is for good reasons. The best existing proxy for low 
trust I have been able to find is corruption” (2001, p. 3). This underlines why cor-
ruption should be considered in an investigation on trust. 

Thus, inquiries were made about the villagers’ perceptions of the corruption of 
various formal actors: In your opinion, how many members of the following or-
ganizations are corrupt? The scale ranged from “none,” “a few,” “many,” “the 
majority,” to “everyone,” and “I do not know”, or “no answer.” The same list of 
formal organizations and authorities was presented. The all-village distribution of 
relative frequencies of a sample of 42 interviewees revealed that the majority of 
members of the parliament, and especially of court members, are considered to be 
corrupt. With regard to the corruption of individual local authorities, 26% identi-
fied the mayor, 33% the water guard, and 43% the red cooperative manager as 
corrupt. 
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Fig.11.3: Correlation between trust and corruption 

Processing the analysis of individual local authorities, we have chosen to focus on 
the assessment of the water guard among the four single-village distributions 
along with the all-village distribution, as shown in Fig. 11.3. With the corruption 
assessment of the water guard, a major difference becomes noticeable between the 
all-village distribution and the four single-village distributions. The differences 
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among the four single-village distributions of relative frequencies are explained 
according to the heterogeneity of the local communities. In Village A, the water 
guard is known for accepting side-payments, which is reflected by the survey re-

ure indicates, nobody perceived the Village C water guard to be corrupt. He is a 
poor Russian immigrant and not in a powerful position to ask for bribe money. 
This shows that, at the local level, survey data may vary noticeable depending on 
the individual case. 

Another consideration shall be added at this stage: the fact that an interviewee 
is not sure whether a formal actor is corrupt implies that this actor can hardly be 
trusted. As shown in Fig. 11.3, the Village A water guard is the least trusted com-
pared to the other villages’ water guards and is considered to be the most corrupt. 
The Village C water guard, on the other hand, is the most trusted; none of the in-
terviewees perceives him as corrupt. Although there are variances among the four 
single-village distributions, the maximum share of 50% of local people with trust 
in the water guard is low. As described above, the water guards are the people 
who best understand the system, and most of them have long-term experience. 
Their involvement in collective action solutions for the irrigation management is 
crucial, but constrained, as they do not enjoy the confidence of local actors. 

11.6 Conclusions 

Empirical material from Bulgaria’s irrigation sector has shown that there is an ag-
gravating process between abuse of power, on the one side, and decreased trust 
and reputation, on the other, that constrains the development of collective action. 
Powerful actors misuse their positions and resource endowments for personal be-
nefits. This, in turn, further reduces the level of trust, a prerequisite for coopera-
tion, contributing to its further deterioration. 

With every new rule, the distribution of benefits and duties among various ac-
tors change. Distributional patterns and power relations have to be taken into ac-
count, as actors in fear of losing their favorable powerful positions will oppose 
new rules (Dobrinsky, 2000, p. 598). Extreme asymmetries in resource endow-
ments among actors can imperil the success of decentralization efforts (Blomquist, 
Dinar, & Kemper, 2005, p. 9). But this general statement has to be qualified in one 
respect. When scrutinizing the influence of heterogeneity of participants, one has 
to differentiate between the early stage in a process of collective action and its 
later stages (Ostrom, 2007). Some inequality of resource endowments is necessary 
to facilitate initiatives, by enabling some actors to bear the costs of taking a lead-
ership role. Those with greater endowments are willing to bear a disproportionate 
share of the initial costs of organizing institutional arrangements in order to stimu-
late movement. 

sult of 60% of interviewees assessing him as being corrupt. In contrast, as the fig-
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Concerning the transplantation of blueprints for collective action, I draw on 
Pistor (2002), who argues that the incongruity of formal and informal rules, which 
has described at length at the outset of this paper concerning Bulgaria’s irrigation 
sector, are a consequence of the laws imported into transition countries. Pistor 
(2002, p. 75) concludes that the observed weak law enforcement in transition 
countries is not due to inadequate institutions, but rather to a missing demand for 
legal rules and institutions that enforce them, and proposes three premises for ef-
fective legal transplants: First, in order to be effective, formal legal systems and 
imposed organizational forms and institutions must respond to and foster demand. 
Every formal legal system relies heavily on voluntary compliance, because state-
controlled resources are insufficient to ensure legal compliance by means of coer-
cion only. Second, there must be an alignment of formal norms with underlying 
social norms and beliefs. Third, the law or institution must, in particular, provide 
solutions for actual conflicts and take into account the various interests of actors 
behind them; otherwise, the formal institution will be ignored. 

Pistor’s description of legal transplants can be applied to Bulgaria’s institu-
tional transplant, namely the water user associations (WUAs). Disseminating or-
ganizational blueprints for WUAs throughout the world is generally inadequate for 
changing people’s incentives and behaviors. State officials frequently design the 
basic structure for farmer organizations that are formally accepted. Such designs 
are conceived as predetermined blueprints for farmers’ self-organization, but 
without considering farmers’ incentives and capabilities (Tang, 1992, p. 8). Cham-
bers (1988, p. 90), for instance, concludes that farmers cannot be organized 
through persuasion or fiat, but will only participate if they perceive an advantage. 
In particular, the success of transferring these blueprints to transition countries in 
South East Europe to facilitate rehabilitation of deteriorated irrigation systems is 
questionable. Transition societies have experienced over 40 years of socialist sys-
tems and two decades of transition, which have distinctly shaped their mental mo-
dels and action patterns, as exemplified in their low level of trust in formal actors. 

Empirical material proves that the attempts of the World Bank and the Bulgar-
ian government to establish WUAs has not been effective up to now at the local 
level in terms of successful collective action. One reason is that the heterogeneity 
of both participants’ interests and endowment with power resources has been dis-
regarded. People may ignore, oppose or take advantage for private benefit these 
institutional transplants. 

Instead of a predetermined blueprint, specific policy measures could have a 
major impact, especially by addressing the main obstacles that hamper collective 
action, particularly the transition-specific features. To limit the prospects for op-
portunism and reduce information asymmetry, governance structures should in-
crease the extent of common knowledge and facilitate information exchange. As 
shown by Hurrelmann et al. (2006), the appearance of well-educated and con-
nected leaders is necessary for starting a process of local cooperation. One way to 
overcome the cycle of opportunism and reciprocal distrust in Bulgaria’s irrigation 
sector reform might be a careful selection of the leader of WUAs. If people are 
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selected who are well respected within the village community and who have a 
high reputation, this may lead to norms of reciprocity that foster cooperation. The 
chances of finding such leaders would be higher if information asymmetry could 
be reduced, with more people having access to the necessary information needed 
for WUA foundations. The remaining question is in how far these leaders would 
start to behave in a self-interested manner, once they are in power. 
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Abstract: Global climate change and environmental degradation highlight the 
need for institutions of sustainability. In particular, there is increased interest in 
the potential of payments for environmental services (PES) to improve incentives 
for sustainable land management. Although smallholder land users can be efficient 
producers of environmental services of value to larger communities and societies, 
experience shows that the international and national institutions that govern PES 
are often designed in ways that entail transaction costs that cannot be feasibly met 
by individual smallholders. This chapter presents a conceptual framework to ex-
amine the inter-linkages between property rights, collective action, payment for 
environmental services, and the welfare of smallholder land users, examining how 
these play out in the contexts of carbon sequestration, biodiversity, and watershed 
functions. Greater consideration of the linkages between PES and other rural insti-
tutions can lead to more equitable outcomes, particularly by (1) suggesting how 
collective action can be used to overcome transaction costs and barriers to partici-
pation by smallholders and (2) identifying mechanisms through which managers 
of small private parcels or areas of common property can be rewarded for envi-
ronmental stewardship through PES. 

Keywords: Biodiversity, Carbon sequestration, Collective action, Payment for 
environmental services, Property rights 

12.1 Introduction 

Prof. Konrad Hagedorn’s work on “institutions of sustainability” is gaining in-
creasing relevance as global climate change and environmental degradation high-
light the need for sustainable management of natural resources. As the limitations 
of command and control regulatory approaches to many environmental problems 
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become apparent, there is growing attention being paid to other institutional 
mechanisms to protect or enhance the delivery of environmental services. In par-
ticular, a range of payments for environmental services (PES) are being explored 
to match the demand for services with the incentives of land users whose actions 
modify the supply of those environmental services. A range of such programs 
have been set up for carbon sequestration, biodiversity conservation, and water-
shed functions. But while there has been considerable attention given to the formal 
institutional mechanisms for PES programs themselves, there has been relatively 
less interest shown in understanding the interrelationships between PES and other 
rural institutions. In this paper we present a conceptual framework to examine 
how the function and welfare effects of PES depend on the institutions of collec-
tive action and property rights. We then examine how these play out in the con-
texts of carbon sequestration, biodiversity, and watershed functions, with particu-
lar emphasis on the involvement of poor smallholders in developing countries. 

There is considerable academic and policy enthusiasm for PES programs as po-
tential “win–win” arrangements for the farmers or other land managers and others 
who benefit from such services. The potential benefits of market-based ap-
proaches often referred to include improved resource conservation, more sustain-
able sources of conservation financing, greater environmental justice in the distri-
bution of conservation benefits and costs, and new and sustainable sources of 
income for resource-dependent communities. Because the majority of the world’s 
poor are smallholder farmers, there is further interest in the potential of such pro-
grams to reduce poverty and create sustainable livelihoods. Smallholder land users 
can be efficient producers of environmental services of value to larger communi-
ties and societies; consequently, the European Union, Japan, and the United States 
have set up numerous payment schemes that supplement farm incomes while im-
proving incentives for smallholders to increase the supply of these services (Engel, 
Pagiola, & Wunder, 2008). But experience in developing countries reveals that the 
international and national institutions that govern PES are often designed in ways 
that entail transaction costs or other restrictions that cannot be feasibly met by in-
dividual smallholders. 

PES include a range of voluntary transactions in which farmers or other land 
managers are rewarded – directly or indirectly – for practices that will continue or 
increase the provision of environmental services.1 The practical and theoretical 
case for PES in developing countries is laid out in several recent works (see Engel 
et al., 2008; FAO, 2007; Landell-Mills & Porras, 2002; Pagiola, Arcenas, & 
Platais, 2005). Van Noordwijk, Chandler, and Tomich (2004) discuss the concep-
tual basis of rewards for environmental services from various perspectives, con-
cluding that a location-specific blending of rights, obligations and rewards is 
needed as long as the essential “preconditions” for market-based payments are not 
met in large parts of the developing world. 

                                                           
1 This definition is consistent with FAO 2007, which is somewhat broader than the defini-
tion followed by Wunder, Engel, and Pagiola, (2008). 
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While the largest PES programs are government-initiated (e.g., the large Slop-
ing Lands Conversion program in China), there are also a growing number of pri-
vate transactions, many with startup financing from private foundations (e.g., 
Shell Foundation, FACE Foundation, Mercedes-Benz, Dow Company Founda-
tion) and support from multilateral or bilateral development agencies such as the 
UK Department for International Development, the International Fund for Agri-
cultural Development, and the United States Agency for International Develop-
ment. Some programs are also funded directly by the users of the services, espe-
cially for biodiversity conservation or watershed functions that benefit 
downstream water systems. 

There also has been considerable interest in PES to address global environmental 
challenges. The Clean Development Mechanism (CDM) of the United Nations 
Framework Convention on Climate Change (UNFCCC) is a PES mechanism in 
which greenhouse gas emitters in Annex A countries can meet part of their emission 
reduction targets through projects that reduce net emissions in developing countries, 
including Agriculture, Forestry and Other Land Use (AFOLU) projects. Currently, 
there is considerable global interest in an international mechanism for Reduced 
Emissions from Deforestation and Forest Degradation (REDD) (e.g., Miles & 
Kapos, 2008). The World Bank has established a number of funds to support ex-
perimental programs for carbon PES, including the BioCarbon Fund, the Commu-
nity Carbon Fund, and most recently the Forest Carbon Partnership Facility. 

While high-profile PES programs have emerged in Costa Rica and other Latin 
American countries (Pagiola et al., 2005), other developing countries, especially in 
Africa, have relatively few PES programs, particularly as a share of the global 
carbon trade (Jindal, Swallow, & Kerr, 2008). Nonetheless, there is a growing 
number and variety of other forms of compensation or rewards for environmental 
services being explored. Direct monetary payments can be considered an extreme 
form of market development, bringing together the supply and demand for specific 
environmental services. Other less direct and less specific reward mechanisms can 
also usefully be analyzed in terms of their supply and demand characteristics. In 
this paper, we analyze markets for environmental services from the perspective of 
the new institutional economics (Hagedorn, 1993, 1996; North, 1990; Ruttan & 
Hayami, 1984), focusing particular attention on institutions of collective action 
and property rights. 

The framework we present is centered on concerns about the function and wel-
fare effects of PES. The functional perspective helps to clarify the effects of col-
lective action and property rights institutions on the supply of environmental ser-
vices. The welfare perspective considers smallholders as one of several potential 
sources of supply. Using this conceptual framework can help us to postulate con-
ditions under which smallholders are likely to be able to participate in PES sche-
mes. Greater consideration of the linkages between PES and other rural institu-
tions can lead to more equitable outcomes, particularly by 
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1. suggesting how collective action can be used to overcome transaction costs and 
barriers to participation by smallholders and 

2. identifying mechanisms through which managers of small private parcels, and 
even common property managers, can be rewarded for environmental steward-
ship through PES. 

Section 12.2 below presents a brief description of the particular environmental ser-
vices considered in this paper: watershed protection, biodiversity conservation and 
carbon sequestration. We then develop a conceptual framework for linking factors 
affecting the development of markets for environmental services with the institu-
tions of property rights and collective action, and the likelihood of smallholder in-
volvement. Section 12.4 describes some of these relationships in more detail, with 
reference to experience that has been accumulated with PES in the developing 
world. Section 12.5 applies this framework to watershed protection, biodiversity 
conservation and carbon sequestration, and the final section draws implications for 
PES mechanisms to contribute towards poverty reduction among smallholders. 

12.2 Environmental Services, Land Use and Smallholder 
Farmers 

The paper focuses on three environmental services: watershed protection and re-
habilitation, biodiversity conservation and landscape restoration, and carbon se-
questration and protection of existing carbon stocks. All three services have as-
pects of “conservation” and “rehabilitation” that have consequences for the 
institutional context of reward mechanisms, leading to six different service-reward 
situations. Most of the PES schemes currently in operation cover one or more of 
these three groups of services (Miranda, Porres, & Luz Moreno, 2003). This sec-
tion presents a brief description of these services, with an emphasis on the nature 
of each service and how land use might affect it. The following sections highlight 
differences between the services that affect the function and welfare implications 
of PES mechanisms. 

Watershed protection refers to a set of land uses that preserves the integrity of a 
watershed to yield water that is relatively free of pollutants, low in sediment, and 
buffered against flash floods, relative to the pattern of rainfall and without large 
fluctuations in dry-season and groundwater flows. Watershed rehabilitation aims 
at returning a landscape to a condition where it can again provide these services 
after a period of degradation. Watershed protection is often equated with forest 
protection, based on the simple understanding that forested landscapes act as 
sponges and filters that reduce runoff, store water, and remove sediment and pol-
lutants. Many forest protection, resettlement and afforestation programs are based 
on this premise. The empirical evidence suggests, however, that the relationships 
between tree cover and watershed function are more complex. Land use types 
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other than natural forest may be able to provide these “forest functions”, while plant-
ing fast-growing trees in the foresters’ approach to reforestation is unlikely to return 
a landscape to the original forest condition. Indeed, South Africa’s Working for Wa-
ter is a PES program for clearing alien species to restore hydrologic functions (Tur-
pie, Marais, & Blignaut, 2008). At the plot scale, runoff and erosion depend on 
ground cover, soil structure, and topography, while at the landscape scale, runoff 
and sedimentation depend upon the relative location of sources, lateral flows and 
sinks of water, soil and nutrients (Swallow, Garrity, & van Noordwijk, 2002; Ranieri 
et al., 2004; Bruijnzeel, 2004; van Noordwijk et al., 2004). Land use has large im-
pact on watershed function in certain locations within the landscape, particularly in 
riparian areas, wetlands and hillside areas. Strategically located vegetative filters and 
conservation structures will often be more effective than general reforestation. In 
drier climates, water harvesting structures may have a positive impact in situations 
where general re- or afforestation programs may be counterproductive. 

PES schemes for watershed protection have emerged in all regions of the 
world. Supported by government regulations and public investments, suppliers of 
domestic and industrial water and hydropower provide incentives to land users in 
the catchment areas to adopt practices that are expected to minimize chemical pol-
lutants and sediment loads. 

Biodiversity conservation refers to the preservation of valuable ecosystems, 
plant and animal communities, and individual plant and animal species. Land use 
affects biodiversity at all of these scales. It is well known that agricultural land use 
shapes agrobiodiversity – the diversity of plants, insects and soil biota that sus-
tains agricultural production and the resilience of agricultural systems. Agricul-
tural land use and farming practices also affects wild biodiversity at the landscape 
level. Relative to monocrop agriculture, positive effects on biological diversity 
have been noted for a variety of farming practices including integrated pest man-
agement, organic agriculture, agroforestry, conservation farming and pastoralism 

have potential to foster wild biodiversity by providing corridors between protected 
areas, providing habitat conducive to wild fauna and flora, and reducing human 
pressure on protected areas (Schroth et al., 2004; Donald, 2004). Multi-strata da-
mar and rubber agroforestry systems in Sumatra, Indonesia, foster plot-level levels 
of plant diversity that rival the levels found in nearby primary rainforests (Tomich 
et al., 2001). At landscape scale, however, there are both qualitative and quantita-
tive differences in the biodiversity supported by these agroforests and the former 

Appleton (2004) and Pires (2004) describe the famous case in which New York 
City negotiated with farmers in the 8,300 square kilometer Catskills-Delaware 
catchment area to maintain the quality of water supplied to residents of New York 
City. After a series of negotiations and shared vision exercises, New York City 
agreed to provide finances for the human resource and capital inputs required to 
develop whole farm plans for reducing pollution. The resulting program was volun-
tary at the individual farm level, but required that at least 85% of farmers partici-
pate. Within five years, 93% of farmers in the catchment enrolled in the program. 

(McNeely & Scherr, 2001). Specific types of agroforestry systems, for example, 
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natural forest (Beukema & van Noordwijk, 2004). In Africa, there are several ex-
amples in which smallholder farmers have been compensated for adopting land 
uses that foster conservation of wildlife with high tourism value. Perhaps best 
known are the CAMPFIRE program in Zimbabwe (Frost & Bond, 2008), group 
ranches in Kenya, or community conservancies in Namibia (Yatich, 2007). 

Carbon sequestration is the absorption and long-term storage of atmospheric 
carbon in woody biomass and soils against some baseline situation, often restock-
ing after earlier degradation. To reduce emissions, efforts have focused on pre-
venting the degradation of carbon stocks in above-ground vegetation or peat soils, 
as carbon stocks in mineral soils tend to be more resilient. 

The Clean Development Mechanism (CDM) of the Kyoto Protocol creates op-
portunities for industrialized countries with high CO2 emissions to meet part of 
their emission reduction targets by supporting “clean development” in developing 
countries that have ratified the protocol. After protracted international negotia-
tions, CDM also covers carbon sequestration through reforestation and afforesta-
tion, with many safeguards against misuse of the mechanisms. These safeguards, 
however, tend to substantially increase the transaction costs (Climate, Community 
and Biodiversity Alliance, 2004). 

Because of cumbersome transactions and reporting requirements, payments for af-
forestation under CDM have been limited. However, pilot carbon sequestration pro-
jects with smallholder farmers outside of current CDM rules have been promoted in 
several developing countries, including Mexico, India, Indonesia, Uganda, Tanzania 
and Mozambique. The Ecosystem Marketplace (cited in Jindal et al., 2008) estimates 
that over 880,000 ha have been brought under carbon sequestration programs, with 
the majority of these under voluntary programs rather than the CDM. The Edinburgh 
Centre for Carbon Management promotes the Plan Vivo approach developed in 
Mexico for linking individual farmers with voluntary purchasers of carbon emission 
reductions (DTZ Pieda Consulting, 2000). In Indonesia pilot schemes in carbon-rich 
peat swamps have provided micro-credit for agricultural development with repay-
ment of the loan via demonstrated success in survival of trees planted. 

Relative to watershed functions and biodiversity, the carbon market is the most 
global and has most resemblance to commodity markets. Even so, the carbon “mar-
ket” shows that “demand” for emission reduction certificates strongly depends on 
the institutional framework of (voluntary, negotiated) obligations. The “supply” of 
these credits requires national institutions that guard against a predominance of ex-
ternal benefits, but that run the risk of pricing a country out of the market. 

In all the above we need to distinguish between the local demand for a demon-
strable service (e.g., clean water), concern for the public image of countries or 
companies, and the more “global” concepts of reducing overall impacts via the 
concept of “offsets”. Such offsets involve a linkage between environmental dam-
age in one location and improvement or protection against demonstrable threats 
elsewhere. Offsets depend on the supply and demand for rules in the slow process 
of institutional development. The public image depends on the highly volatile 
market of supply and demand for “feel-good” factors of affluent consumers. 
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12.3 A Framework of Function and Welfare Effects of PES 

Current PES projects and pilot schemes seek to foster the creation or expansion of 
markets for environmental services. That those markets did not exist before neces-
sarily means that there have previously been some obstacles to the operation and 
efficiency of those markets. We first describe ten factors that have been postulated 
as factors constraining the development and function of ES markets – using the 
term in a broad sense of a mechanism to match supply and demand for environ-
mental services by adjustment of the level of rewards. 

1. Legal basis and restrictions / fixed costs of market development: Most of the 
demand for carbon sequestration offset is based on legally binding commit-
ments to reduce environmental problems of development. The supply of mar-
ketable services depends upon legal baselines of “acceptable” levels of envi-
ronmental damage, as only provision above such baseline is marketable. In 
many cases, national laws and local institutions that affect environmental gov-
ernance constrain ES markets by lack of clarity of obligations for the buyers, 
lack of realistic baselines of acceptable levels of environmental damage, and 
high regulations on transactions. Such constraints are found in laws related to 
environment, agriculture, water, or local government institutions. International 
agreements, bilateral contracts, international donors, and international experi-
ence may create new opportunities for ES markets, but these do not immedi-
ately override national and local restrictions. 

2. Costs of excluding free-riders from benefit streams: Compared to conventional 
marketed goods, environmental services have a higher cost of excluding out-
siders from ES benefit streams. For example, some of the benefits of biodiver-
sity conservation accrue to people who place a value on the existence of threat-
ened species and ecosystems, whether or not they have paid for the 
conservation. Global warming and ozone layer depletion are global phenom-
ena: mitigation of greenhouse gas emissions thus generates benefits across the 
global community. This public good nature of ES has been used as a justifica-
tion for inter-governmental collective action, resource management by gov-
ernment agencies, and regulation of resource use through government envi-
ronment agencies. Mobilizing more individualized sources of finance for PES 
often requires legal and organizational frameworks that can assign and enforce 
private responsibility for environmental damage (e.g., following the polluter 
pays principle), as well as more individualized rights to the benefits of ES (al-
though not necessarily to the partner resources that generate those services). 
The buyers of environmental services may not be interested in the environmental 
services, per se, but in certification that they are adhering to government regu-
lations, or in a positive public image. 

3. Small demand for ES: Many environmental services have been characterized 
by small effective demand from the beneficiary populations. Early studies of 
the Environmental Kuznets Curve supported a hypothesis that demand for a safe 
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environment was very low for countries with low to middle income, but much 
higher for middle-to-higher income countries. This implies that ES are luxury 
goods and that economic growth is perhaps the most important solution to envi-
ronmental degradation. More recent analysis of disaggregated data suggests 
that even low-income people demand environmental services, that changes in 
environmental awareness are important, and that the structure and function of 
environmental management institutions have major effects on demand for ES 
(Dasgupta, Laplante, Wang, & Wheeler, 2002; Stern, 2004; Kuuluvainen, 
2002). Population growth and concentration also increases demand for clean 
water, and settlement of people in areas affected by floods can increase demand 
for watershed services. In some cases, people may express these demands 
through political processes that favor tighter environmental laws. 

4. Transaction costs of market function / market entry and validation of ES: Two 
major categories of transaction costs can pose major obstacles to functional 
markets for environmental services: negotiation costs and enforcement costs. 
Negotiation costs include the time, social and financial costs of organizing 
buyers and sellers into operating units, as well as the costs of establishing con-
tact, preparing necessary documentation, and negotiation between buyers and 
sellers. Enforcement costs include the costs of certification, monitoring and en-
forcement of contracts between buyers and sellers, and among groups of buyers 
and sellers. Krey (2005) has measured the transaction costs associated with 
CDM projects in India, and found very clear evidence of declining transaction 
costs per unit of carbon dioxide emission reduction, with costs ranging from 
0.47 to 0.07 $US / tonne of carbon dioxide. These costs of validating transac-
tions limit market entry, especially for smallholders. 

5. Small number of ES buyers or sellers with large share of the market: Concen-
tration in the supply or demand for environmental services could hinder or en-
hance markets for environmental services. On the positive side, single firms 
that stand to benefit from the supply or demand of environmental services may 
have greater incentive to incur the negotiation and enforcement costs associated 
with new contractual arrangements with widely-dispersed farming communi-
ties. This seems to have contributed to the development of the innovative ap-
proach to watershed management instigated by New York City. On the nega-
tive side, a high concentration among supplies of environmental services limits 
the possibility for smallholders to participate effectively. 

6. Functional relation between effort and ES supply: There is large variation a-
mong environmental services, and the knowledge base on what factors affect 
ES supplies is limited and context specific. This is particularly the case where 
there are important threshold effects and non-linear cause-effect relations. 
Among the three environmental services considered in this paper, carbon se-
questration has the most certain and linear functional relationships with re-
source use. 
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Table 12.1: Links between ES market constraints, property rights, collective action and small-
holder welfare 

Constraint to func-
tion and  
participation in ES 
market  

Link to security and  
distribution of property 
rights (PR) 

Link to collective 
action among small-
holders (CA) 

Link to conditions of 
smallholders 

1. Legal restric-
tions/ fixed costs of 
market develop-
ment 

Institutions for secure rights 
are pre-condition for ES 
market; Changing legal re-
strictions often involves the 
de facto creation of a new 
property right  

CA to lobby for / 
against institutional 
change  

Entry costs may be 
prohibitive for small-
holders; PR changes 
may benefit small-
holders 

2. Costs of exclud-
ing free-riders from 
benefit streams  

Case for public ownership &  
or management  

Public ownership / regu-
lation may spur collec-
tive opposition or nego-
tiation with government 

Many smallholders 
reside in public land 

3. Small demand 
for ES 

Little direct link  Little direct link ES demand likely to 
increase with income 
and population 

4. Transaction costs 
of market function / 
entry 

Secure rights as pre-
condition for entry into ES 
market  

CA to reduce average 
costs of transactions and 
validation 

Variable costs may be 
prohibitive for small-
holders 

5. Small number of 
ES buyers or sellers 
with large share of 
the market 

Largeholders more likely to 
have secure rights 

CA to compete with lar-
geholders or counter 
power of single buyer 

Difficult for small-
holders to compete 

6. Functional rela-
tion between effort 
and supply of ES  

Tenants and sharecroppers 
may have little incentive to 
adopt land uses that produce 
ES; Common property may 
facilitate the achievement of 
thresholds and scale econo-
mies  

CA in supply to achieve 
thresholds & scale 
economies 

Increasing returns to 
ES supply may ex-
clude smallholders 

7. Spatial specific-
ity in ES supply 

PR to high impact spaces 

specificity to places with 
weak PR may foster PR 
change 

Challenge to organize 
around high impact 
spaces 

Smallholders often 
located in high impact 
spaces  

8. Time path of ES 
production as a re-
sult of land use 
choices 

Returns far into future make 
secure PR more important 

CA facilitates pooling 
and temporal evening of 
returns 

Smallholders may 
have shorter invest-
ment horizons 

9. Time path of ES 
payments 

One-off payments may fi-
nance changes in PR but not 
recurrent costs of secure PR 

One-off payments may 
finance CA organization 
but not operations  

Smallholders may 
discount future pay-
ments highly 

10. Key partner re-
sources for ES sup-
ply 

Determines what resources 
PR are needed for; Potential 
for secure PR as a PES 

Little direct link Smallholders may 
have more secure 
rights to some re-
sources than to others 

 
7. Spatial specificity in ES supply: Some environmental services (e.g., carbon se-

questration) have many alternative sources, while others (e.g., preservation of 

may be most contested; High 
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particular habitats) are highly specific to particular sites. These differences de-
termine the size of the market of ES, the spatial specificity of markets, and the 
extent of competition to meet ES demand. 

8. Time path of ES production as a result of land use choices: Some environ-
mental services are produced through one-off actions, while others are pro-
duced through actions which must be kept in place or renewed indefinitely. For 
example, replacing a non-renewable energy source with a renewable energy 
source (such as from diesel to wind generation of electricity) produces a per-
manent net reduction in greenhouse gas emissions, while trees planted to se-
quester carbon as wood do so only as long as the wood is not burned. 

9. Time path of ES payments: Payments that regularly reward ES supply have dif-
ferent implications than one-off payments, with one-off payments better suited 
for financing fixed costs and achievement of thresholds. Of course, on their 
own, one-off payments do not address the challenge of long-term compliance 
or the possibility of reversion to previous land use. Reward mechanisms – both 
one-off payments and regular rewards – are most likely to have sustained im-
pact on farmers’ behavior if they change the overall incentive structure in favor 
of land uses consistent with ES supply. 

10.Key partner resources for ES supply: ES normally require “partner resources” 
that are necessary for supply. Resources that are most essential and tangible, 
such as land, will tend to be given special focus by the potential demanders of 
environmental services. Other partner resources are less tangible, such as ap-
propriate skills, knowledge and capacity to enter the market. 

Table 12.1 presents a summary of how those factors relate to property rights to 
environmental services and partner resources, collective action among small-
holders, and the welfare of smallholders. The following section gives more details 
and illustrations. 

12.4. Institutions and the Function of PES Mechanisms 

12.4.1 Property rights and PES 

Property rights as a necessary condition for ES markets – Environmental service 
mechanisms that link private purchasers with private or collective suppliers of 
those services are usually supported by an explicit contract that increases the ac-
countability of the suppliers to the performance of agreed-upon actions. Contracts 
usually require that the ES providers have clear and secure rights to perform the 
agreed-upon actions on that land, because this is seen as necessary to generate a 
credible commitment (Climate, Community and Biodiversity Alliance, 2004). 

Property rights do not need to be individual in order to allow environmental 
service mechanisms to proceed. Contracts with individual farmers require individual 
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property rights, while contracts with groups of farmers may be more effectively 
secured with group rights. The latter have an advantage for environmental services 
that have minimum scale and threshold effects such as biodiversity conservation. 

The requirement of secure property rights, as commonly stated in terms of land 
ownership, has the effect of excluding groups of people and even countries from 
environmental service mechanisms. For example, the constitution of Ethiopia pro-
hibits individual freehold title to land, and the majority of land in sub-Saharan 
Africa is under customary tenure, without clear titles – a factor that restricts car-
bon sequestration projects (Jindal et al., 2008). In northern Costa Rica, small-
holders who had received their land under the Agrarian Development Institute 
program for small farmers were not entitled to receive PES for watershed man-
agement. There are increasing instances where environmental service mechanisms 
even threaten the property rights of poor and marginalized populations, as in 
Bualeba Reserve in Uganda, where commercial plantations to generate carbon off-
sets threatens to evict local people from their customary rights for farming, graz-
ing, fishing, and timber collection (Jindal et al., 2008). Grieg-Gran and Bann 
(2003, p. 37) caution that if communities do not have secure rights in an area 
suited for PES mechanism, then it is possible that other people with better connec-
tions will take over from the communities. 

On the other hand, the necessity to have secure property rights has encouraged 
some agencies involved in the formulation of the schemes to secure property 
rights as an early part of the program. For example, the PAMB (Protected Area 
Management Board) program in the Philippines recognizes the need for farmers to 
be provided secure tenure in order for them to be effective partners in the co-
management of protected areas. It is issuing “tenurial instruments” to all migrants 
who have occupied the land for at least 5 years before the program was initiated. 
This covers a huge part of the Philippines (Rosales, 2003, pp. 35–45). 

Property rights and the time path of ES production and payments – ES de-
mands that are satisfied through one-off purchases of services already rendered or 
to be rendered in the near future, such as energy projects that replace non-
renewable with renewable energy sources, do not require secure property rights as 
much as ES demands that must be met through periodic and indefinite payments, 
such as carbon sequestration projects. 

Secure property rights to partner resources as a payment for ES production – 
In situations where the production of environmental services requires long-term 
commitment of land resources, land tenure security may be a very important de-
terminant of the production of environmental services. In such cases, stronger and 
more secure rights over land and other partner resources can be used, instead of or 
in addition to other payments, as a reward for environmental services. There are 
instances of this where the state claims rights over the land, and has not recog-
nized the rights of “squatters” (even those who have been using the land for gen-
erations). In Indonesia, new social forestry agreements (Hutan ke-masyarakatan in 
Bahasa Indonesia or HKm) increase security of tenure for poor upland farmers in 
exchange for their commitment to land management agreements (Suyanto, 
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Khususiyah, & Leimona, 2007). In the Maasin watershed in the Philippines, farm-
ers participating in the CADT / CALT scheme (Certificates of Ancestoral Domain 
Title / Certificates of Ancestoral Domain) were given 25 year tenure under the 
terms of a community based forest management program (Rosales, 2003; Tecsen, 
2004). Even where farmers have some recognized rights, participating in an ES 
program offers a way to strengthen their property rights. In the Virilla watershed 
in Costa Rica, people who enrolled in the program experienced more secure land 
tenure because they are protected against land incursions. Thirteen percent of par-
ticipants said that the main benefit of being involved is the reduced threat of land 
invasions (Miranda et al., 2003, p. 36). 

Functional relation between effort and supply of ES – The form of property 
rights can shape the opportunities for different types of ES and ES mechanisms. 
For example, communal tenure in Maasai group ranches is consistent with com-
munity tourism, as in Olagasali in Kenya, whereas community tourism is more 
difficult where land has been privatized (Horan, Shogren, & Gramig, 2008). 

Property rights to key resources – Some environmental services, particularly 
watershed function and biodiversity conservation, are heavily dependent upon key 
resources such as wetlands, riparian areas, corridors and buffer zones. One of the 
dilemmas of ES supply is that this high environmental value also justifies public 
ownership of those resources. If public resources are well managed, and regula-
tions enforced, then public ownership may lead to high levels of ES supply. On 
the other hand, where such public resources are poorly managed, resources tend to 
be overused and poor levels of ES produced. In such circumstances, it becomes 
very important that the public sector concentrates on key resources where it has 
comparative advantage and encourages collective and private management of 
other resources. In the uplands of Sumatra, for example, large tracts of gazetted 
forest lands no longer have any tree cover because they have been burned and 
cleared by farmers. Farmers operating on plots without secure tenure tend to prac-
tice extractive short-duration agriculture, while farmers operating on plots with 
secure private title tend to practice complex multi-strata agroforestry systems. In 
those areas, the agroforestry systems are associated with higher levels of profit, 
greater carbon stocks, and higher levels of biological diversity than short-duration 
agriculture (Tomich et al., 2001). 

PES and the creation of new property rights to environmental services – The 
creation of PES institutions itself represents the creation of new forms of property, 
with all of the tensions and tradeoffs that are entailed. As Hagedorn, Arzt, and 
Peters (2002) note, changes in institutional arrangements regarding agri-
environmental coordination entail differentiated property rights on nature compo-
nents – those cost and benefit streams that can be attributed to natural capital. For 
example, watershed protection payments create a new benefit stream related to 
land use. In a few cases ES property rights have been formally created through 
legislation, such as 1998 legislation in New South Wales, Australia that estab-
lished property rights to forest carbon services, which are defined as tradable in-
terests in the carbon sequestration potential of forests. Forestry covenants are used 



12  Payment for Environmental Services    255 

to guarantee that landholders will maintain land in forest cover in exchange for 
carbon sequestration payments (Rosenbaum, Schoene, & Mekouar, 2004). In 
1996, the Government of Namibia legally granted local communities rights of 
ownership over huntable game, revenues from sale of game products, and rights to 
tourism (Yatich, 2007). In most cases (as with most property), the rights are evolv-
ing, but careful attention needs to be given to who receives the property rights 
over each benefit stream, as that will affect the equity as well as effectiveness of 
the programs. 

The experience from other types of property rights offers important lessons for 
ES property rights. Even if laws are passed to define property rights over ES, the 
rights will not be effective property rights unless they are accompanied by effec-
tive governance structures for supervision and sanctioning (Hagedorn et al., 2002). 
Governance can come from a range of international, state, local or customary in-
stitutions. However, international bodies are unlikely to have a strong presence on 
the ground in many of the places where ES provision is most critical. Experience 
with forest, water, and rangeland management indicates that neither state nor local 
bodies are likely to be able to enforce such property rights alone, and that some 
type of co-management regime will be most effective. Cultural or religious norms 
can also come into play as enforcement institutions. For example, “sanctifying” a 
forest by dedicating it to the local deity in India invokes divine oversight, and en-
hances people’s respect for the rules or fear of punishment (Aggarwal, 2001). 
Similarly, Maasai cultural taboos on eating wild animals strengthen biodiversity 
conservation. 

Property rights are found to be most valuable, and create the strongest incen-
tives for resource management, when they are secure. But how would tenure secu-
rity of rights over environmental services be defined? Definitions provided by 
Place, Roth, and Hazell (1994) highlight the importance of breadth (the number of 
bundles of rights one holds), duration (time frame), and assurance (robustness of 
rights in the face of competing claims). Applying this to environmental service 
rights implies the need to look carefully at who holds not only rights over benefit 
streams from the resource and payment for the resource, but also who holds deci-
sion-making rights, and the extent to which right-holders can exclude others. Du-
ration implies the need to look at long-term assignment of rights, and assurance 
requires attention to enforcement institutions, as discussed above. 

12.4.2 Collective action and PES 

Collective action and the functional relation between effort and ES supply – The 
functional relation between effort and supply of environmental services affects the 
potential benefits of collective action in supply (Hagedorn et al., 2002). Services 
with a proportional or more-than-proportional observable relationship with effort 
require less collective action than services that require landscape-scale efforts or 
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involve non-negligible thresholds before they emerge. Carbon sequestration bene-
fits are approximately proportional to the amount of land involved; the contribu-
tion of one farmer growing trees on one hectare is approximately the same, 
whether or not neighboring farmers grow trees. By contrast, species counts have 
often been observed to increase at an increasing rate as the area targeted in an eco-
system grows larger. When this is true, biodiversity protection involves more-
than-proportional benefits. Other biodiversity functions have important threshold 
effects, meaning that if not adopted on a large enough area, the benefits are not re-
alized at all (Landell-Mills & Porras, 2002). For example, landscape corridors 
only play a function if they are sufficiently connected with centers of biodiversity. 
Such situations require coordination among neighbors. Water quality is a strong 
example of the necessity of full compliance and collective action, as a single 
source of pollution can make the efforts of a large number of actors meaningless. 
Collective action provides a mechanism for farmers to coordinate their actions 
over a large area to provide environmental services such as biodiversity and water 
services. 

Collective action and the costs of PES mechanisms – Even where the provision 
of the ES is not “lumpy” due to critical thresholds in supply, collective action of-
fers an important means to reduce the transaction costs of verification and pay-
ment for PES systems (FAO, 2007). Experience from around the developing 
world has shown that smallholder land users often are both important and efficient 
producers of the environmental services of value to larger social groups (Tomich 
et al., 2001; Schroth et al., 2004; McNeely & Scherr, 2003). But experience also 
shows that the international and national institutions that govern PES are often de-
signed in ways that entail transaction costs that cannot be feasibly met by individ-
ual smallholders. Economies of scale in contracting, monitoring, and making 
payments favor larger suppliers such as plantations over many individual small-
holders. However, when smallholders group together in cooperatives or other 
forms of user groups, they can achieve some of these economies of scale. Effec-
tively, the cooperatives assume the transaction costs of developing and enforcing 
contracts with individuals, so that the PES implementing agency does not have to. 
In some cases, the PES may even be channeled through producer cooperatives as a 
premium price of output for “certified” producers. For example, the premium 
price paid for fair trade, shade-grown, organic coffee provides smallholders in 
Mexico an incentive for biodiversity conservation, which is compatible with 
shade-grown coffee. The cooperatives negotiating with purchasers also undertake 
the costs of certification. 

Collective action and bargaining power in PES mechanisms – Collective action 
potentially strengthens the bargaining power of smallholders relative to other pro-
ducers of environmental services and buyers of environmental services. In the 
Sumber Jaya area of Sumatra, farmers’ groups have been very important for pro-
viding voice to upland farmers previously considered to be squatters on public 
land. In negotiations for new HKm social forestry agreements, the farmer groups 
have been effective in convincing local officials that they are concerned about the 
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environment and are willing to adopt land use practices that have been docu-
mented to produce high levels of environmental services. Farmers’ groups often 
need assistance with such negotiations, however, since they normally are formed 
for other purposes and are unfamiliar with the concept of producing environmental 
services through their farming activities. 

PES schemes affecting collective action – The nature of environmental service 
payments also influences collective action. Conventional regulatory approaches 
stress enforcement and negative penalties. Demanders have a feeling of entitle-
ment, and expect public agencies to assume the responsibility to deliver services 
or protect against negative impacts. Under a regulatory regime, collective action 
among suppliers is often to evade the rules and enforcement, rather than collective 
action to enforce the rules, especially if the rules do not have local legitimacy. By 
contrast, PES offers positive economic and other incentives for ES provision. 
These offer greater potential for collective action to enforce the rules and provide 
the service. 

Despite these potential advantages – even necessity – of collective action for 
many PES programs, especially involving smallholders, it is not a panacea. In 
many cases, the cooperation does not emerge or sustain, due to a host of factors 
related to the resource or the users (see Hagedorn et al., 2002). As van Huylen-
broeck et al. (this volume) note, the costs of coordination are often higher where 
the advantages of coordination are also greatest, because of the need for increased 
governance mechanisms. In many cases, outside groups such as governments or 
NGOs have borne a large share of the initial transactions costs to enable people to 
come together, but there is a risk of dependency or elite capture of the benefits of 
PES that needs to be guarded against. 

12.4.3 PES and the potential for poverty reduction 

As with many other “new” resources (i.e. those which have suddenly become 
more valuable, and do not yet have clearly established claims), PES has generated 
considerable enthusiasm on the part of those who hope that it might provide in-
come streams or other benefits to poor people. Yet experience to date indicates 
that this is far from assured (Landell-Mills & Porras, 2002). In general the poverty 
impact of PES will depend on whether poor people are potential suppliers of ES 
and whether they can take advantage of PES mechanisms (FAO, 2007). 
Spatial patterns of ES supply and poverty – The spatial pattern of supply – de-
mand interaction will determine how specific or general are the pools of potential 
suppliers and potential demanders for the service. The consumers of some envi-
ronmental services demand ones that can only be provided by potential suppliers 
living in specific locations, while consumers of other environmental services de-
mand ones that could be provided by suppliers from almost anywhere in the world. 
Potential demanders are more likely to be willing to incur the higher transaction 
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costs of working with smallholders for services that are specific to locations where 
smallholders form a majority of the population. In many parts of southeast Asia 
and Latin America, the areas with highest value for biodiversity conservation and 
watershed protection tend to populated by relatively poor people. Traditional ap-
proaches to conservation and land classification may be partially responsible for 
these situations. Escobal and Torero (1999) show that the high levels of poverty 
that exist in the highlands of Peru are largely explained by their low levels of pri-
vate and public assets. In Indonesia, Thailand and the Philippines, most upland ar-
eas have been designated as forest domain that should be reserved for the genera-
tion of environmental services and not settled for farm production (Fay & Michon, 
2003). The tens of millions of people who have settled (illegally in some cases) in 
such areas have deliberately not been provided with public infrastructure or 
services. 

Viewing the upland poor as providers of environmental services thus requires a 
significant paradigm shift away from traditional approaches to environmental 
regulation. Traditional approaches generally try to enforce the approach of segre-
gation: exclude people from areas important for environmental services, and do 
not expect areas with high numbers of people to produce environmental services. 
While in some instances certain environmental services are indeed provided effi-
ciently through the segregation of people and protected areas, other environmental 
services are provided by the integration of agricultural and non-agricultural land 
uses (van Noordwijk, Tomich, de Foresta, & Michon, 1997). For example, flooded 
rice fields provide habitats for migratory waterfowl, and natural vegetative strips 
in the Philippines create habitats for wild flora and fauna (McNeely & Scherr, 
2003). On the other hand, conservation of mega-fauna, like tigers, gorillas and 
elephants, often requires designating certain protected areas and working with 
farmers in the buffer zones to provide connectivity and reduce pressure on the pro-
tected area. 

Resources of the poor to participate in ES mechanisms – One factor that con-
strains the ability of the poor to participate in environmental service mechanisms 
is lack of access to sufficient resources to devote to environmental service provi-
sion. Smallholders facing subsistence constraints face high opportunity costs in 
setting aside substantial portions of their land, which they need to live on. For ex-
ample, in the Virella watershed in Costa Rica, Miranda et al. (2003) found that 
only people with large land holdings were willing to dedicate part of their hold-
ings to conservation. Large disparities in land holdings and security of tenure are 
likely to exacerbate the bias against smallholders. Wherever effective control over 
land is the basis of environmental services, very specific agrarian interventions 
will be needed to achieve “pro poor” impacts. However, where labor or effort is 
involved, pro-poor mechanisms are more easily envisaged. For example, South 
Africa’s Working for Water program produces improved hydrologic functions by 
contracting with unemployed people (rather than with the land owners) to restore 
public or private lands (Turpie et al., 2008). 
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Empowerment or exclusion of the poor through PES mechanisms – Environ-
mental service reward mechanisms generally entail some shift in attitude toward 
rural people whose resource uses affect the environment. Traditionally, rural peo-
ple living in or near protected areas have been viewed as troublesome squatters; 
evicting them or sharply curtailing their land use activities (through “fines and 
fences” approaches) were seen as the best way to improve land management. Re-
wards for environmental services represent a fundamental shift in perspective, 
with rural land users treated as land stewards who should be compensated for pro-
viding positive externalities. Giving rewards for environmental services builds on 
the idea of creating goodwill with residents of environmentally sensitive areas and 
takes the additional step of providing those residents with incentives to protect the 
landscape. However, there is also the very real possibility that, if PES mechanisms 
are very remunerative, they will create an incentive for elites to take over the land 
(FAO, 2007, Grieg-Gran & Bann, 2003). Thus, for PES mechanisms to address 
poverty, safeguards need to be included to guard against elite capture. 

12.5 Characterization of Environmental Services 

The interactions of PES with property rights, collective action, and poverty reduc-
tion differ between types of environmental services. The nature of the environ-
mental services will influence the scale and type of collective action needed, the 
bargaining power of smallholders, and the investment or reinvestment require-
ments, which in turn affect the ability of the poor to invest. Table 12.2 presents a 
characterization of watershed protection, biodiversity conservation and carbon se-
questration services according to key factors related to property rights and collec-
tive action. 

While there will clearly be differences from site to site even within a broad 
category of ES, this analysis helps to identify key tendencies. 

Because of the long time frame of carbon sequestration and the preference for 
one-time payments, secure property rights over land resources are likely to be very 
important for carbon PES mechanisms. However, this is a two-way relationship: 
land rights being required as a condition for participating in PES, but secure tenure 
also being a potential incentive mechanism for ES in itself. Because both land and 
tree resources are relatively immobile, defining property rights is easier than is the 
case when the key resources are mobile or fluctuating. The linear and observable 
nature of carbon sequestration means that collective action is not necessary for 
provision, though it can reduce transaction costs for payment. Although small-
holders are very appropriate suppliers of carbon sequestration, the lack of differen-
tiation among suppliers means that any purchaser can go to many alternative sup-
pliers; hence the bargaining power of any particular smallholder or group is likely 
to be low. 
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Table 12.2: Characterization of environmental services by the ten factors affecting reward 
mechanisms 

Factor Carbon sequestration Biodiversity Watershed function 

1. Legal restric-
tions/ fixed costs 
of market devel-
opment 

Countries that have rati-
fied the Kyoto protocol 
are eligible for CDM, 
but need to harmonize 
with other domestic 
policies 

Highly variable across 
countries, depending on 
conservation and wild-
life policies and pro-
grams  

Many countries are ex-
perimenting and enacting 
new water laws to facilitate  

2. Costs of exclud-
ing freeriders from 
benefit streams  

The CDM facilitates this  Very problematic, ex-
cept for tourism 

Moderate 

3. Small demand 
for ES 

Demand for carbon se-
questration under Kyoto 
protocol amounts to 
about $1 billion per year 
in 2004/5, likely to grow 
in the future 

In developing countries 
there is more concern 
with functional and 
ecotourism value of bio-
diversity than the exis-
tence value of particular 
species 

Growing due to water 
shortages and changes in 
settlement patterns 

4. Small number 
of ES buyers or 
sellers with large 
share of the mar-
ket 

Many buyers and inter-
mediaries at global 
scale, segmented by 
concerns for small-
holders; Normally a sin-
gle buyer at local scale  

Large number of tour-
ists, but otherwise lim-
ited 

Generally mediated 
through hydro-electric or 
municipal water supply 
agencies 

5. Transaction 
costs of market 
function/ market 
entry /validation 

High but clear under 
CDM at present time 

High but clear for tour-
ism; Uncertain other-
wise 

Uncertain 

6. Thresholds & 
increasing returns 
to effort in ES 
supply  

Linear, relatively ob-
servable, with risks as-
sociated with perma-
nence 

Non-linear, with impor-
tant thresholds, uncer-
tainty about the function 
of complex ecosystems 

Non-linear with important 
scale effects and high un-
certainty in cause – effect 
relations  

7. Spatial specific-
ity in ES supply 

Source matters little in 
competitive markets, but 
more in voluntary mar-
kets, where demanders 
are seeking good public 
image through the 
mechanism; Small-
holders manage the 
largest areas appropriate 
for Kyoto afforestation, 
with little differentiation 
among smallholders 

Smallholders seen as 
major threat to wild bio-
diversity; Poor small-
holders often reside in 
buffer zones; Some 
types of biodiversity 
conservation are more 
site specific than others; 
Higher value for sites 
that are more visible and 
accessible;  

Supply limited to certain 
areas, but may be other 
more cost-effective ways to 
achieve the same service; 
Public agencies are major 
alternative sources of sup-
ply, particularly in hotspot 
areas such as riparian ar-
eas, hillsides and wetlands  

8. Time path of 
ES production as a 
result of land use 
choices 

Produced slowly over 
time and needs to be 
maintained indefinitely 

Produces current and fu-
ture values, which de-
pend on relative scarcity 

Produces current and future 
values, which depend upon 
downstream exposure to 
risks 

9. Time path of 
ES rewards 

Buyers prefer one-time 
payments with long-
term assurance  

Mixture of one-time and 
recurrent payments 

Mostly recurrent payments 
associated with water use 

10. Key partner 
resources for ES 
supply 

Land, trees Land in areas with high 
value for biodiversity 
conservation. 

Land in riverine areas, wa-
ter, vegetation in riverine 
and hillside areas, wetlands 
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Like biodiversity, watershed functions produce current and fluctuating future 
values. While land is certainly a key resource, vegetation and water play key roles, 
and these fluctuate considerably. This combination of factors often leads to recur-
rent payments, which means that long-term property rights over land may not be 
as essential as decision-making rights over the land, vegetation, and water flows. 
The supply of watershed ES is non-linear; there are important scale effects, but 
also differentiation in the importance of different types of land within a watershed. 
Thus collective action is important, but not all land or farmers are equally impor-
tant. Certain areas, like streambanks, steep hillsides, and wetlands, may be more 
important than others. Nor do all watersheds generate equal value; those upstream 
of major cities, industries, hydroelectric facilities or other critical water users are 
more likely to receive attention. Smallholders may be able to benefit from water-
shed PES if they live in such critical areas, but public agencies are important al-
ternative sources of supply, and regulation is more common than rewards. 

12.6 Conclusions 

Demand for environmental services will continue to grow, especially for carbon 
sequestration and water quality services in highly populated catchments. Attempts 
by the state to meet this demand through regulatory approaches and excluding us-
ers from upland watersheds, forests, and biodiversity hotspots have demonstrated 
their limitations, both in terms of effectiveness in delivering the resource and the 
high human welfare costs of the “fines and fences” approaches. Whether this in-
creasing demand will be met by increasing supply from smallholders depends 
largely on the design of appropriate institutions. 

Rewarding land users for delivering environmental services off-site is a prom-
ising approach for protecting natural resources. It offers improvements over past 

As complex as creating PES for carbon sequestration may be, the challenges 
are even greater for biodiversity. The fluctuating nature of the genetic resources 
(particularly animals, but also plants), the generation of current and future values 
(Balmford et al., 2002), and the need for recurrent investment leads to a combina-
tion of one-time and recurrent payments, so long-term property rights over land 
are not as essential; rewarding tenants might be just as important as rewarding 
land owners. On the other hand, because of important threshold effects, collective 
action is much more important for provision than in the case of carbon. Small-
holders occupy many of the global biodiversity hotspots, but this does not auto-
matically give them bargaining power. In many cases smallholders’ livelihoods 
are perceived as being in conflict with biodiversity, and public agencies are seen 
as an alternative supplier. Thus, in some cases, for example the CAMPFIRE pro-
gram in Zimbabwe, poor people have been able to benefit from biodiversity con-
servation, but in many other cases they have lost access to land and livelihoods 
through eviction and creation of protected areas. 
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command and control systems, which created enmity between local people and 
the authorities without achieving great success. There is also a great deal of in-
terest in such mechanisms as a way of supplementing the incomes or enhancing 
the welfare of poor land users. However, emerging experience suggests that 
there are several major challenges that limit the ability of smallholders to benefit 
from PES mechanisms. 

Our conceptual framework helps to identify the conditions under which small-
holders are likely to be able to participate in environmental service reward 
schemes. In particular, we maintain that greater consideration of the linkages be-
tween environmental service mechanisms and other rural institutions can lead to 
more equitable outcomes. 

One important area of linkage relates to how collective action can be used to 
overcome transaction costs and barriers to participation in environmental service 
reward schemes by smallholders. Environmental service rewards will be viable as 
a significant source of income for smallholders only if smallholders can be proven 
to be a large, effective and credible supplier of services. Currently, millions of 
smallholders sequester carbon, shelter biodiversity, and manage landscapes in 
ways that benefit downstream water users, but the costs of identifying such users 
and developing and enforcing contracts for specific environmental services means 
that they do not receive payments to maintain or enhance those services. Realizing 
this potential requires successful pilot projects, generalizable design principles, 
cost-effective monitoring, and multi-disciplinary approaches to assessment. 

Environmental service mechanisms in themselves represent the development of 
a new form of benefit stream, and the allocation of that benefit stream represents 
the emergence of a new kind of property rights. The vital question is whether this 
new form of rights will bypass the poor or enhance their livelihoods. 

Linkages between environmental service reward mechanisms and property 
rights over the partner resources (especially land, water, and biodiversity), offer 
both constraints and opportunities for poor resource users to participate, depend-
ing on the institutional design. Identifying mechanisms through which managers 
of small private parcels, common property managers, and even resource users 
without state-recognized title to resources can be rewarded for environmental 
stewardship through environmental service rewards is critical for these reward 
mechanisms to enhance the welfare of poor resource-dependent communities. Al-
though current mechanisms tend to require land ownership as a prerequisite for 
participating in reward schemes, the creation of new mechanisms for smallholder 
environmental services has the potential to generate more secure property rights 
and effective collective action for environmental services and partner resources 
(land, water, and genetic resources). These new approaches also allow the expan-
sion of carbon sequestration or other environmental benefit programs, especially 
in Africa, where much land is not titled. 

One of the greatest benefits of environmental service reward systems may lie 
not so much in the payments themselves, but in stimulating a change in attitude 
toward poor smallholders in environmentally sensitive areas: a shift from the state 
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as protector to the smallholder as steward. An environmental services perspective 
requires the understanding of spatial inter-relations, property rights over key re-
sources, and a degree of consistency with social relations. A deeper understanding 
of the underlying differences in institutional, economic and social contexts be-
tween the various parts of the world is urgently needed, as direct extrapolation has 
not been successful. 
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Abstract. The area of leased land in The Netherlands has decreased from roughly 
50% of all agricultural land in 1966 to about 27% in 2005. In 1995, the Dutch 
government introduced two new types of lease contracts in order to prevent the 
decline from continuing. The new types of lease contracts implied the possibility 
of transferring a smaller part of the bundle of property rights from landowner to 
tenant. However, the trend towards decreasing lease area did not stop. In 2007, a 
new reform was introduced implying, again, less restrictions on formal leasing 
(the so-called liberalised lease). According to contract theory, transferring fewer 
property rights from a landowner to a tenant-farmer will lead to an institutional 
change for land leasing. For policies regulating land leasing, it is therefore impor-
tant to recognise the characteristics of contractual arrangements and the parties in-
volved. In this paper we analyse contract choice using a Trivariate probit model 
and taking into account the type of landowner and farmer characteristics. Results 
show that an official contract is more likely to be chosen if public organisations 
are involved. In contrast, when farmers exchange land among themselves, they are 
more likely to use less explicit contracts in which trust and reputation play an im-
portant role for coordination. 

Keywords: Contract choice, Formal rules, Land use, Lease contracts, Trust and 
reputation 

13.1 Introduction 

Leasing land implies that a landowner transfers a part of or almost his entire bun-
dle of property rights to the tenant on a contractual basis, for a given period of 
time. The bundle of property rights transferred by means of a lease transaction 
varies with the type of contractual arrangement. Lease contracts belong to a larger 
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category of land transactions, including selling and buying land. Land transactions 
take place when a set of rights to land is transferred from one individual to another 
(see also Hurrelmann, 2002, p. 43). This paper focuses on situations in which only 
a part of the bundle is transferred. 

The area of leased land in The Netherlands has decreased from roughly 50% of 
all agricultural land in 1966 to about 27% in 2005. Explanations for the decrease 
in area rented until 1997 are mostly couched in terms of relatively low returns for 
the landowner and the oppressive nature of the totality of the tenant’s rights due to 
the Lease Law. These rights consist, for example, of priority rights for the tenant 
in case of sale and continuation rights, meaning an almost automatic lease re-
newal. Moreover, the Land Tenure Board exerts considerable influence over the 
official lease contracts. For example, the Board has the right to intervene directly 
in the private contractual arrangements. The Lease Law of 1995 introduced two 
new forms of contract for land leasing which can be characterised as short-term 
lease contracts (maximum of 12 years) and imply the transfer of fewer property 
rights from the landowner to the tenant when compared to the traditional lease 
contract. In the beginning of this new period (1995–1999), the total area leased 
remained about 30% of all agricultural land due to these new contract types. How-
ever, at the beginning of the present century the total leased area decreased fur-
ther. After a discussion lasting about seven years, the Lease regulation of 2007 – 
coming into force in September 2007 – adopting a more liberalised form of lease. 
However, during the policy debates very little attention was given to the institu-
tional economic aspects of the lease reform. 

Land leasing has attracted the interest of researchers for the past several years 
(see for instance Dasgupta, Knight, & Love, 1999 or Allen & Lueck, 2002). The 
literature on contract choice is often focused on the choice between cropshare con-
tracts and cash leases, examples being studies of Datta, O’Hara, and Nugent 
(1986); Eswaran and Kotwal (1985); Allen and Lueck (1992); and Janssen et al. 
(2002). Factors explaining contract choice include risk preferences and risk char-
acteristics, differences in transaction costs (e.g. Allen & Lueck, 1993), farming 
experience, property rights (Barry, Escalante, & Moss, 2002, p. 2), soil character-
istics, and financial security (Patterson, Hanson, & Robison, 1998, p. 8). Several 
studies conclude that risk is of secondary importance in leasing arrangements rela-
tive to transaction costs and property rights (Barry et al., 2002, p. 1). Related to 
our study is the work of Hurrelmann (2005), who investigated the role of the insti-
tutional environment and the properties of transactions on land lease contract de-
sign in Poland. Contract type is important for adopting soil conservation measures 
(Lichtenberg, 2007, p. 294 and Soule, Tegene, & Wiebe, 2000, p. 993), which also 
provide public benefits in terms of water quality and other environmental charac-
teristics (Soule et al., 2000, p. 1004). It is also suggested in the literature that land 
use should contribute to the maintenance of landed estates of cultural, historical 
and landscape interest as well as the quality of land and wildlife (Slangen, Polman, 
& Oskam, 2003, p. 8). 
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The first question this paper addresses is what determines the choices made be-
tween different contract types with respect to differences in farm characteristics. 
Understanding the factors behind contract choice is not only relevant for both ten-
ants and landowners, because they can certainly use this knowledge when making 
contracts, but also for policy makers. Contract choice linked to contract design is 
important for the policy maker because, in many countries, land leasing is regu-
lated by the government. The second question of this paper refers to what is the 
role of the type of landowner for contract choice. In this paper, we focus on differ-
ences between public landowners – including the Service of Public Lands1, Na-
tional Forestry Service and other nature conservation organisations – and other 
farmers. 

Our study contributes to the existing literature by paying attention to the 
choices available among different cash lease contracts and the role of specific in-
vestments. In order to investigate this problem, a formal model focusing on con-
tract choice is developed. Insights about the relation between contract design and 
contract choice is relevant for both farmers and landowners in order to sign a suit-
able contract. Furthermore, government views on contract design and contract 
choice are important because of the role the government plays in regulating land 
leasing. Moreover, unadapted regulations and their blind implementation, moti-
vated more by ideological prejudices than by sound comparative analysis, may se-
riously endanger structures that have emerged as adequate answers to the organi-
sations involved and their transactions (Ménard, 1998, p. 417). The result of such 
maladaptations can be a shift toward less efficient institutional arrangements for 
land leasing. 

The paper is arranged in the following manner: Section 13.2 gives an overview 
of the use of different types of leases in the period 1995–2005. Next, it analyses 
the characteristics of lease contracts in the Netherlands. Section 13.3 theoretically 
examines contractual arrangements and different contract types as well as the role 
institutional factors play concerning the choices made between different contract 
types. Section 13.4 discusses the empirical model and gives an overview of the 
data. Section 13.5 assesses the results concerning the analysis of contractual ar-
rangements, the estimated results and their interpretation. The paper finishes with 
a summary and conclusions in Section 13.6. 

13.2 Land Lease Contracts in the Netherlands 

The total area of leased land in the Netherlands has sharply declined over the 
course of time. Table 13.1 provides an overview of the developments during the 
period 1950–2005. In the period 1995–2005 the percentage of regular land leasing 
is still on the decline. Even with the one-cultivation-cycle lease and the single-

                                                           
1 The Service of Public Lands is an important organization for leasing out public land to 
farmers. 
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term lease introduced with the Lease Law of 1995, the total area of leasing has 
been further decreasing since 1999. The hereditary lease – which is not included in 
Table 13.1 – decreased from about 4% in 1995 to 2% of the total agricultural area 
in 2005 (LEI/CBS, 2007, p. 35). However, the hereditary lease does not fall under 
the Lease Law Regulation. 

Table 13.1: Distribution of land use (excluding hereditary lease and grey lease) 

% lease 
Year 

% Owner-
ship Total Regular lease One-cultivation-cycle lease Single-term lease 

1950 44.1 55.9    

1959 47.6 52.4    

1970 51.9 48.1    

1979 59.9 40.1    

1983 61.4 38.6    

1985 63.0 37.0    

1990 67.5 32.5    

1995 70.3 29.7    

1997 71.0 29.0 22.7 1.6 4.4 

1998 70.7 29.3 21.7 1.8 5.4 

1999 70.1 29.9 21.5 1.8 6.1 

      

2003 72.7 27.3 21.5 1.7 4.0 

2005 73.3 26.7 20.9 1.9 3.9 

Source: LEI/CBS 2007 and other volumes (figures between 1999 and 2003 are not available) 

After the modification of the Lease Law in 1995, the following three types of legal 
lease existed in the Netherlands: 

1. Regular lease contracts 
These contracts have a term of 12 years for farmsteads and 6 years for plots of 
land. Important characteristics of these contracts include: price control by lease 
rent-standards, continuation rights for the tenant, and priority rights for the ten-
ants for sale and purchase of land. In the period 1997–2005 the area of regular 
lease contracts was on average about 22% of total agricultural area. 

2. One-cultivation-cycle lease 
These contracts for a plot of land have a term of 1 or 2 years, with no price con-
trols, no continuation rights and no priority rights for the tenants. In the period 
1997–2005 the area of one-cultivation-cycle lease contracts was on average 
about 2% of total agricultural area. 

3. Single-term lease 
These one-time only (non-repeatable) contracts for plots of land range between 
a minimum of 1 and a maximum of 12 years, with no price controls, no 
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continuation rights and no priority rights for the tenants. In the period 
1997–2005, the area of single lease contracts was, according to Table 13.1, on 
average about 5% of the total agricultural area. 

These three types of lease contracts were regulated by the 1995 Lease Law. This 
implied that they had to be approved and registered by the Grondkamer (Land 
Tenure Board), which checked whether the contracts adhered to the Dutch regula-
tions. However, for the one-cultivation-cycle lease, only registration by the Land 
Tenure Board was required. 

In addition to these formal lease contracts (i.e. based on the Lease Law regula-
tion), there is also the grey lease: one which not approved and not registered by 
the Land Tenure Board and is often used as an alternative to single-term and culti-
vation-cycle leases. In the period 1995–2005, the total area under grey lease has 
increased from about 150,000 ha (= 8% of the total agricultural area in the Nether-
lands), to about 190,000 ha, or almost 10% of the total (Berkhout & van Bruchem, 
2007, p. 128). In terms of area, the three most important of types of land lease 
were – in descending order – regular, grey and single term. 

The 2007 Lease Regulation introduced two types of liberalised leases for plots 
of land (Ministry of Agriculture, Nature and Food Quality, LNV, 2007, pp. 9–10). 
Both replace the single-term lease. The remainder of the Lease Regulation has not 
been changed. One important difference between the two types of liberalised lea-
ses is their duration: less than 6 years or longer than 6 years. For land lease 
agreements of 6 years or less, the regulation requires: 

1. no continuation or priority rights for the tenant; and 
2. registration and approval by the Land Tenure Board is compulsory. 

For a liberalised land lease longer than 6 years, the regulation requires: 

1. no continuation or priority rights for the tenant; 
2. registration, approval by the Land Tenure Board is compulsory; and 
3. price control by the Land Tenure Board is compulsory. 

Table 13.2 summarises the characteristics of the land lease contracts. From Table 
13.2 it follows that liberalised lease of 6 years or shorter is comparable to single 
term lease. Liberalised lease longer than 6 years can institutionally be located be-
tween regular lease and single term lease. 

Farmers and landowners are free to choose any of the possible institutional ar-
rangements or not to lease at all. In other words, the closing of a lease contract is a 
voluntary exchange. Because it is voluntary, it is only accepted if the expected re-
sult of the agreement appears to be individually and mutually advantageous for 
both parties (Milgrom & Roberts, 1992, p. 127). Second, contracts contain a coor-
dination mechanism, an important part of the contract governance structure. In this 
section we analyse the coordination mechanisms used in Dutch land lease con-
tracts, especially those types which will be empirically investigated in Section 
13.3. The coordination mechanism determines what needs to be coordinated and 
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how it is achieved. In other words, the type of coordination mechanism will make 
some contract types more likely and others less likely to be adopted. 

Table 13.2: Summary of the characteristics of Dutch lease contracts 

Liberalised lease 
Characteristic 

Regular 
lease 

One-
cultivation 

lease 

Single-
term lease > 6 year ≤ 6 year 

Grey 
lease 

Continuation 
rights  

yes no no no no no 

Priority rights  yes no no no no no 

Price controls  yes no no yes no no 

Approval by 
Land Tenure 
Board required 

yes yes yes yes yes no 

Registration 
with Land 
Tenure Board 
required 

Yes yes yes yes yes no 

Duration in 
years 

12 or 6 1–2 1–12 > 6 ≤ 6 open 

Operational in 
2008 

Yes yes no yes yes yes 

 
Figure 13.1 gives an overview of four coordination mechanism groups. Coordina-
tion can take place via one of the four groups or a mix of them. On the left side, 
we have the ‘invisible hand’ group. The coordination mechanism here is price, 
which coordinates the governance structure ‘spot market’. As explained above, in 
a land lease contract, purchase and delivery (quid and quo) do not take place at the 
same moment. For that reason the pure spot market can not be the sole coordina-
tion mechanism for lease contracts. 

At the bottom of Fig. 13.1, we have the so-called handbook group. The hand-
book – as a coordination mechanism – is often applied in the ‘contracts’ govern-
ance structure, particularly for detailed contracts. Contracts often also contain 
price as a coordination mechanism. In such cases, contracts consist of a mix of the 
‘handbook’ and ‘invisible hand’ coordination mechanisms. In general, the type of 
contract determines which coordination mechanism will prevail and what the role 
of price will be in the relationship quid pro quo. 

For regular land lease contracts, the coordination mechanism consists of rules, 
directives and safeguards based on the Lease Law regulations. This means that the 
coordination mechanism for regular lease contracts emphasises the ‘handbook’, as 
provided by the regulations. Important characteristics of these contracts include: 
fixed duration – 12 years for farmsteads and a term of 6 years for plots of land; 
price controls through lease price standards; continuation and priority rights for 
tenants. Because of price controls by regional lease price standards – monitored by 
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the Land Tenure Board – price plays a minor role as a coordination mechanism. 
The lease price is limited by these lease price standards, reducing its influence as a 
coordination function. It should be pointed out that the lease price standard is a fi-
xed monetary price per ha. 

The modest role of price as a coordination mechanism also holds for liberalised 
lease contracts of longer than 6 years, because of the price testing to lease price 
standards by the Land Tenure Board. However, continuation and priority rights for 
the tenants are lacking. This is an important difference compared to a regular lease 
contract. Consequently, such contracts rely less on the handbook as compared 
with regular leases. 

The single-term and the one-cultivation-cycle lease have no price controls and 
no continuation or priority rights for the tenant. However, single-term leases have 
to be approved – whereas one-cultivation-cycle leases need only be registered – by 
the Land Tenure Board. While both make use of the handbook approach, they do 
so to a lesser degree than regular lease contracts. The absence of price controls in-
creases the role of price as a coordination mechanism. The lease price is therefore 
also higher than for regular lease contracts. For liberalised leases of 6 years or 
less, we may expect the same mix of coordination mechanisms as for single-term 
leases. The mix of coordination mechanisms of these contracts differs from regu-
lar lease contracts and liberalised lease contracts of longer than 6 years. 

 

Fig. 13.1: Coordination mechanisms (adapted from Borgen & Hegrenes, 2005, p.12) 

At the right side of Fig. 13.1, we have the ‘visible hand’ group used in firms and 
organisations that are based on a hierarchy, by which we mean that the positions 
in a firm are ranked: higher order levels command lower ones. In this case, coor-
dination will be carried out by authority or direct supervision. The ‘visible hand’ 
group of coordination mechanisms is not relevant for contracts in general, and es-
pecially not for lease contracts. After all, landowners have their own businesses 
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and are not vertically integrated with the tenant-farmers. Both parties – the land-
owner and farmer-tenant – retain their separate external identities. 

At the top of Fig. 13.1, we have the ‘handshake’ as a coordination mecha-
nism, important elements of which are common values and norms, mutual ad-
justment, and the identities of the involved persons. Common values and norms 
(based on repeated interaction promoting solidarity, consensus and trust) and 
codes of conduct can serve as a co-ordination mechanism among groups of peo-
ple. Mutual adjustment refers to the co-ordination achieved by informal, hori-
zontal communication. 

As explained above, the grey lease also involves a certain amount of continuity 
in the relationship between tenant and landowner, meaning that the identities of 
the parties matter. The ‘handshake’ is often used as a coordination mechanism for 
such types of lease contracts, complemented by price. The coordination mecha-
nism for the grey lease is, thus, a mix of the ‘handshake’ and the ‘invisible hand’. 
Grey lease contracts can be verbal or written, the content is open and not officially 
regulated or disclosed. This is an important difference from the regular lease con-
tract. A liberalised lease with a duration of 6 years or less also means a shift to the 
‘handshake’ as a coordination mechanism, because price testing to lease rent stan-
dards is not required. This can imply a shift to the invisible hand as coordination 
mechanism. However, for a liberalised lease of longer than 6 years, price testing is 
compulsory. 

The third property of contracts is that they contain a motivation element 
(Milgrom & Roberts, 1992, pp. 126–127). The motivation elements are not the 
same for regular, single-term, one-cultivation-cycle and grey leases. Motivation 
can be driven by external motives, such as lease regulation or financial incen-
tives, and by internal motives, like the pressure or feeling to do one’s work well, 
trustworthiness and having or building up a good reputation. However, there can 
be a trade-off between these two kinds of motivation, such that too much em-
phasis on external motivation can drive out internal motivation (Le Grand, 2003, 
pp. 53–55)2. 

The fourth characteristic of lease contracts is that the set of agreements made 
therein are explicit. This especially holds for regular leases. For the single-term le-
ase, liberalised lease with a duration of 6 years or less and one-cultivation-cycle 
lease, contacts are less explicit. They have no price controls and no continuation 
or priority rights for the tenants, but the single-term lease and the liberalised lease 
of 6 years or less have to be approved by the Land Tenure Board. One-cultivation-
cycle lease contracts only need to be registered. Liberalised leases of longer than 6 
years lie between regular lease contracts and single-term leases. 

Grey lease contracts have often the character of implicit contracts: no formal 
record of the terms and conditions agreed upon by the parties. Such contracts are 
enforceable by the reputation-mechanism (Milgrom & Roberts, 1992, pp. 139, 259). 

                                                           
2 A more detailed analysis of the role of motivation is available upon request from the 
authors) 
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However, a party with a short-term horizon is less willing to invest in a reputation 
than a party with a longer-term horizon. Similarly, investing in a reputation at the 
beginning of a game is more attractive than at the end. However, in order to build 
a reputation, the game has to be played several times. As indicated above, for grey 
lease contracts a certain degree of continuity needs to exist in the relationship be-
tween tenant and landowner. 

The fifth characteristic of lease contracts is that – given the definition of a con-
tract – the relationship between parties involved is often more important than in a 
market transaction (Milgrom & Roberts, 1992, p. 131). However, lease contracts 
are incomplete contracts. To limit the consequences of this implication, regulation 
principles are required. In the current leasing system in the Netherlands, the lease 
regulations, the Land Tenure Board and the Agricultural Land Tribunal determine 
these principles. However, these regulation principles reduce the flexibility of 
lease contacts. Especially in regular lease contracts, flexibility is hardly present or 
is greatly limited. Legal principles also limit the opportunistic behaviour of tenant 
and landowner, while hold-up and lock-in problems. Single-term leases and one-
cultivation-cycle lease contracts have more flexibility. However, both together are 
less important than grey lease contracts, which contribute significantly to flexible 
land-use. Apparently, parties prefer the grey lease above the single-term or one-
cultivation-cycle lease. It is expected that the two types of liberalised lease will 
also contribute to flexible land use. 

Based on the arguments above, it can be concluded that one of the most impor-
tant characteristics of regular lease contracts is the ‘handbook’ as a primary coor-
dination mechanism and the restricted role of prices as a factor of adjustment. The 
use of the handbook as coordination mechanism is a result of Dutch leasing regu-
lations. The legal principles underlying the leasing regulations and related gov-
ernmental services are meant to limit the consequences of the asset-specificity of 
land, buildings (barns and sheds) and land-bound investments, such as drainage 
and soil improvement. 

13.3 Contract Choice for Land Leasing 

Parties to a contractual arrangement will choose to contract or to renew a contract 
if the expected gains from doing so are greater than those of organising the trans-
action in some other way (Masten, 1996, p. 47; Masten & Saussier, 2002, p. 274), 
or formally, 

 
* i i j

j i j

, if V V , and
, if V V

G G
G

= >
= ≤

 (13.1) 
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where Gi represents contract type i, Gj an alternative contract type j, V i and V j (the 
farmers beliefs about) the corresponding values of contract type i and alternative j, 
and G* represents the contract type actually chosen. 

For this paper we focus on three different contracts types: 

1. regular lease contracts (G1); 
2. single-term lease contracts (G2); and 
3. grey leases (G3). 

Because the returns farmers expect from governing their land lease transactions in 
different ways are difficult to observe, a testable theory of contracting requires 
that the theory relate the benefits and costs of contract types to observable features 
of the transaction (Masten & Saussier, 2002, p. 275). Therefore, the following re-
lations are added to Equation (13.1) 

 i i
i( , )V V x e=  (13.2) 

 j j
j( , )V V x e=  (13.3) 

where x represents a vector of observable attributes affecting the gains from using 
a contract type3. In Equation (13.2), ei and ej represent error terms that may reflect 
either variables omitted or misperceptions on the part of the contracting parties 
about the true values of Vi and V j. This means for the case of land use that con-
tracting parties choose a specific lease contract type if the gains from doing so ap-
pear to be greater than those from another contract type. Besides the choice of an 
institutional arrangement for land use (organisational mode), it also needs to be 
decided whether a transaction should be carried out based upon the characteristics 
of the farm (technology mode). The technology and organisational modes ought to 
be treated symmetrically within modelling; they are decision variables whose val-
ues are determined simultaneously (Williamson, 1985, p. 89). Factors used as in-
dicators for production motives are: farm type; farm size, age of farmer, agricul-
tural education, and the presence/lack of a successor. 

The observable attributes of a land lease transaction (vector x in Equation 13.2) 
will be derived from transaction costs economics, according to which there are 
three key transaction dimensions that are directly involved in determining transac-
tion costs: asset specificity, uncertainty and frequency (Williamson, 1985, p. 52, 
1996, p. 45; Ménard, 1996, p. 173; Williamson, 1998, p. 36; Saussier, 2000a, p. 
381). Asset specificity refers to the degree to which an asset can be redeployed for 

                                                           
3 The choice for concluding land-leasing contracts on a farm is a revealed preference that 
can be observed. However, alternative contract types (institutional arrangements) that are 
not chosen are not observable, as are the transaction costs of alternative institutional ar-
rangements. Thus, even if the transaction costs could be adequately measured, the costs that 
would occur if the same transaction were governed under an alternative arrangement cannot 
be observed (Masten, 1996, p. 45). Therefore the choice for managing farmland has to be 
related to observable dimensions of a (potential) transaction. 
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alternative uses, and by alternative users, without sacrifice of productive value 
(Williamson, 1996, p. 105). The basic logic is that higher levels of uncertainty and 
higher degrees of asset specificity, particularly when they occur in combination, 

13.3.1 Specific investments 

Depending on the level of specific investments (or sunk costs) made by the differ-
ent parties to institutional arrangements, parties become to varying degrees 
‘locked-in’ after concluding the contract. Specific investments cannot easily be 
transferred to service alternative partners, so they are less valuable if the relation-
ship is discontinued. Depending on the degree of asset specificity, the expropria-

According to transaction costs economics, the benefits of a contracting ar-
rangement are expected to increase with the value of relationship-specific invest-
ments. Higher levels of asset specificity make the market less attractive as an insti-
tutional arrangement. This means that the design of a contractual arrangement 
(contract type) should be tailored to the transaction the landowner and farmer-
tenant want to conclude. Asset specificity is difficult to measure and proxy vari-
ables are often used in empirical research (Shelanski & Klein, 1995, p. 338). For 
this paper we use specific investments of farmers in leased land as the attribute of 
the transaction explaining contract choice. 

13.3.2 Uncertainty and incompleteness 

Contingent on the set of transactions to be affected, the basic proposition follow-
ing from transaction costs economics is that institutional arrangements differ in 
their capacities to respond effectively to uncertainties (Williamson, 1985, p. 56). 
Greater uncertainty could take either of two forms (Williamson, 1996, p. 116). 
One is that the probability distribution of disturbances remains unchanged, but 
more numerous disturbances occur. The other is that disturbances become more 

result in a more complex contracting environment and a greater need for adjust-
ments after a relationship has begun and commitments have been made (Hölmstrom 
& Roberts, 1998, p. 76). The frequency of a transaction matters because, the more 
often a transaction takes place, the more widely the fixed transaction costs of estab-
lishing a non-market governance structure are spread (over different transactions). 
The following three key dimensions will be analysed in more detail. 

tion of the residual income of one party by the other is quite conceivable (hold-up 
problems). The question is whether the contractual safeguards protecting spe-
cific investments of tenants are large enough to protect these investments 
against potential ex post expropriation of the residual income. The same is rele-
vant for farmer-tenants: protecting investments against expropriation of residual 
income by landowners. 
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consequential: due, for example, to an increase in their variance. Uncertainty of a 
strategic kind is attributable to opportunism; Williamson (1985, p. 58) refers to 
this kind of uncertainty as behavioural uncertainty. An example of uncertainty 
with respect to the choice of a type of land lease contract is the way a contract 
partner will behave during the contractual relationship. 

It is expected that farmers are more likely to use a grey contract when they are 
more familiar with their contracting partner, because they are less uncertain about 
the way the partner will behave within the relationship. They will take the reputa-
tion and the trustworthiness of the contracting partner into account. On the other 
hand, it is less likely that farmers will be able to conclude a grey contract with a 
public agency, but for different reasons: (i) public agencies are required to con-
clude a formal contract and (ii) they often seek to regulate land use, sometimes via 
detailed contracts. 

Most contracts are more or less incomplete, in that they usually do not try to 
take into account all future contingencies. Since we have incomplete foresight 
about what the future may bring, that makes it impossible to take all future possi-
bilities into account when writing a contract. Writing and accepting incomplete 
contracts means that the costs and benefits are equal at the margin, because there 
is a trade-off between the marginal cost of writing a more complete contract, and 
writing a more incomplete contract. The advantages for the contract partners of 
writing more complete contracts for land leasing include given the involvement of 
specific investments, a reduced exposure to the opportunism of the other party and 
savings on repeated renegotiating costs (Saussier, 2000b, p. 193). This implies that 
the parties to a contract are exposed to more opportunism in contracts involving 
more specific investments, compared to contracts with less specific investments, 
assuming a contract with the same institutional design. The more the contract 
specifies the transaction, the smaller the probability that the contract will be rene-
gotiated (Saussier, 2000b, p. 193). 

According to Saussier (2000b, p. 192) in his definition of feasible complete-
ness, one contract is more complete than another if it gives a more precise and 
complete definition of the transaction and of the means to carry it out. An upper 
limit can be imagined as a complete contract that specifies how to perform the 
transaction in every conceivable case. The degree of incompleteness for lease con-
tracts depends on the contract type. Regular contracts are more complete as com-
pared to single-term contracts, for example, because more contingencies of the 
transaction are prescribed: 

1. the contract price is bound to a maximum; 
2. the way contracts are renewed is regulated; 
3. what to do when one party wishes to terminate the contract is regulated; 
4. conflict resolving mechanisms are given by the government; and 
5. how landowners can sell their land it is partly regulated. 

In this sense, single-term contracts are more complete than grey contracts, because 
they have to be approved and registered by the Tenure Law, and the enforcement 
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mechanism is – just like with regular contracts – the Agricultural Land Tribunal. 
This means that parties with a regular lease or a single-term lease can always fall 
back on the lease regulations. 

In contrast, the grey lease contracts have no formal lease regulations. The mo-
tivation to comply with such agreements comes from elements such as reputation 
and trustworthiness. Parties with a grey contract can not, for example, make use of 
the enforcement mechanisms of the Agricultural Land Tribunal. Therefore, the 
reputation mechanism and the quality of trustworthiness are very important for the 
enforcement and renewing of such contracts (compare Theesfeld in this volume). 

Private enforcement is normally considered to require ‘hands tying’ through the 
posting of a ‘hostage’, that is, the creation of an offsetting vulnerability affecting 
the party who would otherwise be tempted to practice hold up and capture appro-
priate quasi rents (Dnes, 2003, p. 318). If it is not possible to rely on the court to 
enforce the original terms, or if it is desirable to avoid court costs, the hostage may 
be an alternative enforcement mechanism, which works by ensuring that the pro-
missor has more to lose by cheating than by sticking with the original terms, thus 
deterring opportunistic renegotiations (Dnes, 2003, p. 319). The penalty for cheat-
ing needs to be at least as large as the benefit that could be derived thereby. Allen 
and Lueck (1992, p. 422) show that the variation in contracts is largely determined 
by the costs of enforcing the contracts in various situations. In order to assess in-
completeness of contracts we analyse the use of standard contracts, negotiations 
and reasons for contracting in more detail. 

13.3.3 Frequency 

The third dimension, frequency, involves repetition of the same transaction. The 
frequency of a transaction can be recurrent, occasional or one time (Williamson, 
1985, p. 72). The frequency of repeated contracting is important, both because it is 
repetition which generates transaction-specific knowledge and because infrequent 
contracting would not warrant the development of an expensive institutional ar-
rangement (Ricketts, 2002, p. 49). The costs of specialised institutional arrange-
ments are easier to recover for large transactions of a recurring kind (Williamson, 
1985, p. 60). In the case of specific investments, recurrent transactions result in 
the building-up of reputation capital, which serves as a safeguard against ex post 
opportunism. 

The regular lease contracts offered by landowners have a fixed duration that is 
known to both parties when the contract is concluded. Furthermore, the lease regu-
lation for regular lease contracts gives the farmer the opportunity to put his suc-
cessor in place. This is not the case for the single-term lease. The duration of a 
contractual relation can be analysed as an optimisation process in which costs and 
benefits of additional length are traded-off at the margin (Saussier, 1999, p. 5). On 
the one hand, a long-term contract involving investments in specific assets by one 
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party leads to reduced exposure to the opportunism of the other party. On the other 
hand, a tenant-farmer would have no incentive to avoid degradation of soil, natural 
features, or landscape characteristics that have effects on the quality of the attrib-
utes of a parcel of land beyond the lifetime of the lease. As a result, he supplies 
the optimal amount of his own inputs, but overutilises any inputs supplied by the 
landowner (Allen & Lueck, 1992, p. 401). This means that the tenant-farmer has 
an incentive to overuse the unpriced attributes of the land (Allen & Lueck, 1992, 
p. 409). 

Many farming practices that cause long-term degradation of soil, natural fea-
tures, or landscape characteristics cannot be monitored at reasonable cost. How-
ever, such degradation may also be caused by unobservable random factors, such 
as locally severe downpours, so that tenants’ use of degrading farming methods 
cannot be inferred from the condition of the land at the end of the lease period 
(Lichtenberg, 2002, p. 1). Further, a long-term contract leads to savings on nego-
tiation costs. On the other hand, long-term contracts lead to a greater risk of being 
trapped in a bad contract. This problem is more serious the greater the uncertainty 
concerning the transaction. Short-term contracts can create more flexibility, but 
hold-up problems concerning investments in the quality of land and buildings are 
more likely to occur. Furthermore they do not solve the incentive problem in terms 
of overuse of the unpriced attributes of the land. Frequency will be analysed below 
by focusing on contract duration and contract renewal. 

13.4 Empirical Model and Data 

We use a trivariate probit model that allows the three decision equations jointly 
estimated. (Cappellari & Jenkins, 2003; Greene, 2003). Since the outcomes are 
treated as binary variables, any combination of contracts is possible, and the con-
tracts can be complements rather than just substitutes. The multivariate model ap-
plies when several decisions may be interdependent or may depend on a common 
set of explanatory variables: 
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 (13.4) 

 
Where v1, v2 and v3 are binary variables; X1, X2 and X3 are explanatory variables; β1, 
β2 and β3 are regression coefficients; and ε1, ε2 and ε3 are error terms. 

This three-equation model is featured by correlated disturbances, which (for 
identification reasons) are assumed to follow a normal distribution (variance is 
normalised to unity). That is: 
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where ρ is a vector of correlation parameters denoting the extent to which the er-
ror terms co-vary. Should covariation be the case, we need to estimate the three 
equations jointly, following a trivariate normal distribution: 

 { } ( )1 2 3 3, , 0,0,0,1,1,1,ε ε ε φ ρ= . (13.6) 

As long as we are interested in simultaneous decisions, we need to define their 
joint probability. For example, the probability of observing the three decisions tak-
ing place at the same time, v1 = 1, v2 = 1, v2 = 1, would be: 
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As in the standard probit model, observations contribute some combination of 
Pr(vk = 1) for k{1,2,3}, depending on their specific values for those variables. The 
log-likelihood is then just a sum across the eight possible contracting variables, 
that is, eight possible combinations of successes (vk = 1) and failures (vk= 0) times 
their associated probabilities (Greene, 2003). These probabilities may be drawn 
from Equation (13.7) as well. The most relevant coefficients estimated in the 
model are β1, β2, β3 and ρ(ρ1,2,ρ1,3,ρ2,3). The latter, if significantly different from 0, 
will evaluate to which extent each pair of decisions is interrelated. The Geweke-
Hajivassiliou-Keane simulator (GHK) is used to approximate those integrals4. 

Lease level data are often difficult to collect because lease agreements are de-
termined by private negotiation between tenants and landowners in localised mar-
kets, which are often unique (Rainey, Dixon, Ahrendsen, Parsch, & Bierlen, 2001, 
p. 1). Especially data at the transaction level are often not available. For this paper, 
two sources for data are used: (1) from the Dutch Farm Accountancy Data net-
work (FADN) and (2) a mail survey among tenants. The survey was developed to 
deepen and complement the findings from the FADN data in a more qualitative 
way. 

 

                                                           
4 See Cappellari and Jenkins (2003) and Greene (2003) for a brief description of the GHK. 
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Variable Description Mean Std. Err. 

Dependent variable    

Regular lease 

Single-term lease 

Grey lease 

Dummy indicating a regular lease contract 

Dummy indicating a single-term contract 

Dummy indicating a grey lease contract 

0.53 

0.33 

0.61 

 

Independent variables  

Contracting partners     

Farmers Dummy landowner is farmer =1, else 0 0.38  

Public agencies  Dummy landowner is public agency =1, else 0 0.64  

Specific investments    

Specific investments in 
land 

Dummy if investments in leased farmland = 1, 
else = 0 

0.16  

Farmer characteristics    

Economic size of farms Economic farm size (Dutch Size Units5) 120 72 

Intensity of farms Economic farm size per ha  3.29 3.91 

Farmland owned Farmland owned (ha) 26 26 

Year of birth Year of birth farmer 1947 11.0 

Agricultural education Dummy if agricultural education = 1, else = 0 0.92  

Successor present Dummy if successor present or uncertain = 1, 
else = 0 

0.87  

Source: FADN data 

For the trivariate probit model, data on farm structure was available from FADN 
and is used for estimating the multivariate probit model. The FADN data on Dutch 
farmers covering the period 1995/96–1999/00 are from a stratified sample of 
farms keeping accounts on behalf of the Dutch Agricultural Economics Research 
Institute (LEI) farm accounting system. The stratification is based on economic 
farm size, age of the farmer, region, and type of farming. In the sample (very) 
small farms are not represented. The data set used for estimation is built up of 
farms that leased land in the period 1995/96–1999/2000. Table 13.2 gives an over-
view of the data used for estimation. 
                                                           
5 The size of the farm (‘business size’) is measured by the Dutch Size Units (DSU). The 
DSU is roughly comparable to the European Size Unit. The DSU is based on the standard 
gross margins (SGM), which are calculated by deducting related specific costs from the 
gross returns per hectare or per animal. The SGM is expressed in Euro (current prices). On 
the EU level, the size of farms is not measured in SGM, but in the more workable European 
Size Units (ESU). The DSU is recalculated frequently in such a way that the average farm 
size in DSU corresponds to the development of the volume of the added value of the aver-
age farm (Berkhout & Bruchem, 2003, p. 24). Some examples (on the basis of the DSU, 
2004): 1 ha winter wheat = 0.84 DSU; 1 ha sugar beet = 1.72 DSU; 1 dairy cow = 1.27 
DSU; 1 sow = 0.25 DSU. 

Table 13.3: Data for the average farm in period 1995/96–1999/2000 (number of observations 
= 782) 
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Table 13.3 shows that farmers’ tenants use more than one type of contract si-
multaneously. Public landowners include the Service of Public Lands and nature 
conservation organisations, like the State Forest Commission. Investments cover 
investments made by the farmer. The farming type ‘grazing animals’ is the most 
important farming type in the set. Farms own on average about 26 ha. The average 
farm size is about 47 ha. On average the percentage of the farm leased is about 
45%. The average age of the farmer was about 53. The majority of the farmers did 
have a successor as well as an agricultural education. 

Another data source for this research is the mail survey among tenants in the 
Netherlands, carried out in the second half of 2002. In the middle of 2002, the ad-
dresses of 1,200 farmers were traced by using information from the government 
and farmers’ organisations. By using several sources and by consulting experts, 
the non-coverage error was reduced. The survey was sent to the selected tenants at 
the beginning of October 2002. A small financial compensation (lottery) was 
promised to encourage tenants to fill out the questionnaire. A letter reminding the 
tenants of the questionnaire was sent in mid-November 2002. The response-rate 
was 29% (number of completed interviews from responding tenants/number of 
mailed tenants mailed to). The survey will be referred to as ‘questionnaire data’. 

13.5. Results 

The results of the multivariate Probit model are reported in Table 13.4, based upon 
the theoretical considerations given in Section 13.3. 

If the landowner is a public organisation, this has a positive impact on the 
probability of having a regular or single-term contract. An explanation is that the 
Service of Public Lands mostly used regular lease contracts for leasing land to 
farmers, whereas if the landowner is another farmer, regular contracts are not 
likely. 

From the survey results, it follows that the most frequently mentioned reason 
for using regular contracts is that they have already used the contract type for sev-
eral years (about 62%). This reason is less important for the other two contract 
types. For a single-term contact this can be explained by the fact that these con-
tracts have only existed from 1995 on. For the single-term contracts, often the 
landowner takes the initiative for the contractual relation (about 40%). The quality 
of the land and farm practices play a minor role as reasons for concluding a regu-
lar or single-term contract. Looking at contracting parties for farmers, several 
categories of landowners can be distinguished: family, farmers (non-family), other 
private persons, public organisations, private legal organisations, and wildlife and 
landscape preservation organisations. These categories are given in Table 13.5. 
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Table 13.4: Results of multivariate Probit model for choice of lease contract 

Independent variable 
Regular

lease
 

Single-term
lease

 
Grey  
lease 

 

Constant –2.09  –2.57  5.2  

Contracting partner  

Farmers –0.48 ** 0.27 ** 1.08 *** 

Public agencies  0.34 *** 0.93 *** –0.20 * 

Specific investments 

Specific investments in land 0.61 *** –0.43 *** –0.55 *** 

Farm characteristics 

Economic size of farm 0.0024 *** –0.00082 *** 0.0032 *** 

Intensity of farm –0.033 * –0.12 *** –0.017  

Farmland owned –0.010 *** 0.0043  –0.0061 ** 

Year of birth 0.00098  0.00094  –0.0027  

Agricultural education 0.16  0.11  –0.078  

Successor present 0.13  –0.090  0.10  

Log likelihood = –1263.34; Wald-test of the model 
2χ (27) = 324.15, p = 0.0000. 

* variable significant at .10 level, ** variable significant at 0.5 level *** variable significant at 
0.01 level. 

Table 13.5: Institutional arrangements for the oldest and most recent contract, categorised by 
contracting party (%), 2002 

 Contract type 

Contracting partner Regular Single-term Grey 

Family 12 5 18 

Farmers (non-family) 4 10 29 

Other private persons 29 24 30 

Public organisations 20 27 9 

Private organisations 22 11 5 

Wildlife and landscape preservation organisations 8 13 4 

Other 5 9 5 

Total 100 100 100 

Source: Questionnaire data 

From Table 13.5, it follows that grey contacts are relatively more frequent be-
tween farmers and family, other farmers and private persons. This confirms 
the model that the contracting partner plays a role in selecting an institutional 
arrangement. 
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The official term of the (formal) contract does not give information about the 
length of the relationship between the landowner and tenant. The average duration 
of the contractual relation differs for the distinguished contract types. Table 13.6 
gives an overview of average contract duration, area contracted and number of 
landowners. 

Table 13.6: Duration of contractual relation or the time elapsed between contract conclusion and 
the day of the mail survey, 2002 

Contract type 
 Average duration 

(years) 
Average area con-

tracted (ha) 
Average number 

of landowners 

Regular  Oldest 30 24 

 Newest 10 40 
2 

Single-term  Oldest 7 7 

 Newest 2 10 
2 

Grey Oldest 10 6 

 Newest 2 6 
2 

Source: Questionnaire data 

The oldest regular contractual relations have existed on average 30 years, which 
implies a long-term relationship. Given the official term of 6 years for farmland, it 
means that these contracts have been renewed several times. Single-term regular 
and grey contracts were on average concluded for, respectively, 3 years (standard 
deviation: 3.3) and about 2 years (standard deviation: 4.7). These contracts were 
renewed several times. However, in contrast to regular contracts where the lease 
regulations coordinate the renewal of contracts; the partners could have faced re-
negotiations, given the average duration of the contractual relation. The plots con-
tracted with regular contracts were on average larger compared to the plots con-
tracted with single-term or grey contracts. On average, tenants have had 
contractual relations with two landowners. Contracts could be drawn by the 
farmer, the landowner or jointly. Table 13.7 highlights this aspect of the contrac-
tual relation between farmer and landowner. 

Table 13.7: Responsibility for drawing the most recent land lease contract (%), 2002 

Contract type 
Formulated 

Regular Single-term Grey 

Landowner 69 67 21 

Negotiations and drawing together  13 18 37 

Not known because relation has lasted a long time 10 3 13 

Other 8 12 30 

Total 100 100 100 

Source: Questionnaire data 
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Based on our survey it was the landowner who wrote down most of the official 
contracts. Often standard contracts were used (about 80% of the respondents men-
tion the use of a standard contract). In the Netherlands, a few types of ‘standard 
contracts’ are used which can reduce transaction costs. As Table 13.7 shows, ne-
gotiations are more frequent for grey contracts, compared to single-term and regu-
lar contracts. 

Many farmers were involved in contractual relations with more that one land-
owner (about 40%) in addition to using multiple contract types simultaneously. 
This implies that, within cash leasing, different contract types are chosen for land 
use. Table 13.8 gives an overview of the reasons for concluding contracts. 

Table 13.8: Reasons for concluding a contract in percentage, with more than one reason being 
possible per farmer, 2002 

Contract 
Contract type 

Regular Single-term Grey 

I have already leased this land for years 62 23 34 

Quality of land 1 2 9 

Location of land 14 26 29 

The land was offered to me by the land-
owner 

19 42 34 

Land is needed for expansion of my farm 9 9 20 

Land is needed to fulfil manure regulations 8 28 27 

Crop rotation 2 4 13 

Other 12 12 7 

Source: Questionnaire data 

From Table 13.4, it follows that economic size has a negative sign for the single-
term lease and a positive sign for the grey lease. Farmers who owned more land 
were also more often involved in a single-term lease contract. If farmers leased a 
large share of their farm, it is likely that they would use regular or single-term 
contracts and the coefficient would not be significant for grey leases. More inten-
sive farms were less likely to use the contracts mentioned in Table 13.4, but rather 
used other types of contracts for flexible land use. 

From the estimations, it follows that if farmers wanted to make investments 
they were less likely to choose a grey lease contract. This is in line with hold-up 
theory. Concerning physical asset specificity the main question is whether farmers 
need to buy special equipment for land leasing that cannot be used for other pur-
poses. The assets can be distinguished with respect to the degree of asset specific-
ity. For instance, fencing posts and wire can only be removed at a certain cost. 
About 40% of the tenant-farmers invested in farmland that was leased. Important 
categories of investments in the survey were draining (about 40%); levelling out 
land (about 10%); fencing off, maintenance of paths and renewing grassland 
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(about 5%). Table 13.9 gives an overview of the level of investments by tenant-
farmers in farmland. 

Table 13.9: Investments (€) in farmland under lease contract (%), 2002 

Percentage of farms 
Category 

Percentage Cumulative percentage 

0 61 61 

0–500 27 88 

500–1,000 5 93 

1,000–1,500 3 96 

1,500 and more 4 100 

Source: Questionnaire data 

Many of these investments were sunk in the contractual relation, because they 
could not be moved to another plot. This means that these investments are loca-
tion-specific and that the farmers would have been vulnerable to possible oppor-
tunistic behaviour by the landowner if their investments had not been secured 
through a contract that guaranteed the tenants could recapture the residual income 
from their investments. Landowners invested less often in farmland (about 6% of 
the landowners) compared to tenant-farmers. This means that tenant-farmers 
would be relatively more dependent on the continuation of contractual relations 
due to the level of specific investments. 

We find evidence of correlations between the contracting decisions: the error 
terms between regular leases and single-term leases ρ12 are positively correlated 
and the error terms between regular leases and grey leases ρ13 are positively corre-
lated. Also, the error terms between single-term leases and grey leases are posi-
tively correlated (ρ23). The correlation coefficients are, respectively, –0.65, –0.33 
and –0.39, with all coefficients being statistically significant at the 0.01 level. The 
likelihood ratio test statistics suggest that ρ12 = ρ13 = ρ23 can be rejected at the 1 
percent significance level (LR–χ2= 214.32). 

13.6 Summary and Conclusions 

The results of this study provide insight into land lease transactions and the factors 
that influence the choice of contract type, particularly with regard to the Nether-
lands from 1995 to 2005. The results indicate that land leasing is not a standard 
transaction within a fixed format. Tenants can be partners in a number of contract 
types simultaneously. The reasons for leasing land are different, thereby affecting 
choice of contract type. For instance, tenants often use single-term contracts in or-
der to fulfil the manure regulation. Larger plots are leased using regular contracts, 
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whereas smaller plots are more frequently leased with grey contracts. This means 
that tenants and landowners tailor the contract type to the reasons for leasing land. 
Renegotiation of contracts is likely, because contractual relations tend to last 
longer than the official duration of each written contract. Contracts for regular 
leases can be renewed automatically. However, tenants indicated that negotiation 
about the institutional content of written contracts were not common. In practice, 
parties to official land lease relations choose from a number of standard contracts, 
with the landowner often taking the initiative in selecting a contract type. 

Tenant-farmers conclude contract types for different purposes with several 
landowners. The results of a multivariate probit model show that the contracting 
partner and farm characteristics were important for the probability of using spe-
cific contract types. The results also showed that the choice of a contract type is 
dependent on the contracting partner. Contracting decisions among different con-
tract types are not taken independently. Farmers who own more land make more 
use of liberalised lease contract types for increasing their land area. 

Specific investments were also important for contract choice. Contracting part-
ners want to protect these investments through long-term contracts, because short-
term contracts can lead to hold-up problems related to investments like drainage. 
With a shift in lease regulations allowing more short-term contracts with less regu-
lation (the so-called liberalised lease), specific investments by farmers are less 
likely. These developments could be negative for sustainable land use. Parties use 
different coordination mechanisms for different contracting relations. 

For contracting with other farmers, farmers use the handshake as the main co-
ordination mechanism (grey leases). Public organisations are more in favour of us-
ing the ‘handbook’ as the coordination mechanism (regular or single-term leases). 
The introduction of a more liberalised lease system is less relevant for farmers 
leasing land to other farmers, because they prefer the grey lease, for which trust 
and reputation are most important. This is expressed by the handshake as the co-
ordination mechanism. 

The foregoing analysis is subject to some qualifications. First, we only mod-
elled a limited number of different contract types and contracting partners. In ad-
dition, the contracts consist of groups of similar contracts which have different 
characteristics. This could have led to aggregation errors. Second, other factors not 
included in the model, for example preferences about contract terms like contract 
duration and payment levels, might play a role in contract choice. 

Despite these qualifications, the approach discussed above contributes to the 
existing literature because it makes it possible to determine farmers’ choices be-
tween different contract types. Given farm-specific/contract-specific outcomes, 
the survey and model can help to better understand some reasons why farms use 
different contract types. This information is relevant for understanding the results 
of the recent changes in land lease regulation in the Netherlands. 
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Abstract. This paper is about how to facilitate sustainability, arguing that it is im-
portant to undertake changes in the institutional structures governing economic ac-
tivity. The basic question concerns which logic or rationality is fostered by pre-
vailing institutions and which changes in these should be facilitated. Two 
integrated arguments are put forward: Sustainability demands a shift from separat-
ing to integrating institutions and away from institutions exclusively fostering in-
dividual rationality towards those supporting cooperative rationality. The neces-
sity for such a move is argued on the basis of the characteristics of the problems 
humanity are facing. Concerning the possibilities for making the proposed institu-
tional changes, a wide variety of literatures from different fields looking at human 
motivation and the relationship between motivation and institutions is evaluated. 
The paper also sketches some alternative ways through which an increased em-
phasis on integration and cooperative rationality could be facilitated. 

Keywords: Integrative institutions, Individual rationality, Separating institutions, 
Social rationality, Rationality contexts, Resource regimes 

14.1 Introduction 

The present paper develops the argument that the problems humanity faces from 
environmental degradation to poverty alleviation seem very hard to solve without 
undertaking substantial institutional changes. I will especially emphasize the need 
for achieving some basic transformations of the existing motivation structures of 
the economy. In relation to that, I offer some concrete ideas concerning how this 
could be done, the main suggestion being to build institutional structures which 
facilitate integration and cooperative behavior, hence reducing the contemporary 
emphasis on competition and economic growth as the driving forces of economic 
and social development. 

Current trends are worrying. Global warming is challenging the present func-
tioning of our environmental base. The same goes for biodiversity loss, as the two 
processes are strongly interlinked. These trends seem, moreover, to restrict our 
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options for future poverty alleviation. It is both the scale and form of our activities 
that is causing these problems. Our economic system is characterized by its capac-
ity to expand. Moreover, as long as growth demands expanded use of material re-
sources – matter and/or energy – human impact on our environmental resource 
base will increase. Ecological footprint measurements (Rees & Wackernagel, 
1996) indicate that we already consume more resources than can be sustained. 
Analyses made of net human appropriation of biological primary production (He-
berl, Krausmann, & Gingrich, 2006) point in the same direction. Certainly, there 
are many problems related to the accuracy and ultimate meaning of these kinds of 
estimates. Nevertheless, they emphasize the need for concern about present devel-
opments. 

Many argue, however, that growth is the cure, not the problem. Growth is just 
the result of human ingenuity, and the more intelligent we are, the more the econ-
omy will grow, even with less use of resources. Certainly, the basic problem is not 
growth per se, but resource use. So far, however, growth has implied increased 
material use, despite the observation that the use of material resources per unit of 
GDP is declining. The ‘rebound effect’ has been pervasive. Moreover, we live in 
times where we must evaluate very critically any expansion of the economy. The 
use of natural resources should most probably be reduced, not increased, to main-
tain the integrity and vitality of natural systems and their dynamics. Instead, we 
have presently been on a path implying that the world economy will grow more 
than ten times in the coming hundred years. While the present financial crisis has 
created some uncertainty concerning future trends, the growth so far in the 21st 
century has been above the average of the previous one. This is, if we measure in 
relative terms, and it is an order of magnitude higher measured in absolute terms. 
It is very hard to see how this can actually come about parallel to a reduction in 
physical impact. 

There are certainly also some grounds for hope. As an example, several recent 
studies show that beyond a certain level of economic development well-being 
does not seem to increase. People do not seem to get much happier as GDP per 
capita increases beyond $10–15,000 (Layard, 2005). Hence, directing develop-
ment in rich countries towards other aims than increased consumption of goods 
does not seem problematic, even concerning immediate well-being. Given present 
economic institutions, however, it is not advisable. Low growth levels tend to pro-
voke crises. Hence, while continued growth in poor countries is socially and eco-
nomically very important, the importance of growth in rich countries seems rather 
related to keeping the system functioning well. It is a lubricant, securing positive 
expectations concerning future revenues and, hence, a consistent will to invest. 
The reactions to the present financial crisis is a vivid illustration of this. So while 
governments, bankers and representatives of corporations on the bridge of col-
lapse are dependent on recreating the belief in future growth, the long-run effect of 
this on sustainability is, if successful, highly problematic. 

Hence, we reach the conclusion that sustainable futures demand some funda-
mental institutional change. While the present institutional changes seem to point 
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in other directions, there are also some cause for hope. Research over the last few 
decades indicates very strongly that motivation structures are flexible. They are 
not given once and for all, but are rather influenced by prevailing institutional 
structures. Hence people can act both egoistically and other-regardingly. They can 
both compete and cooperate. What is happening at a given moment rests very 
much with the kinds of institutions available. 

In building my argument, the paper is divided into three main parts. First, I 
define more specifically the characteristics of the sustainability problem and how 
it relates to present institutional structures. In the next section, I present a series of 
empirical findings concerning the relationship between institutions and rationality. 
Different interpretations of the findings are discussed and the ‘institutions-as-
rationality-context’ hypothesis is put forward. In the final section I develop a set 
of ideas concerning institutional changes that should have the capacity to foster 
sustainability. 

14.2 The Sustainability Problem 

The sustainability problem concerns providing the necessary conditions for human 
wellbeing in the long run. Normally, definitions of sustainable development in-
clude three dimensions: environmental, social and economic. My argument is that, 
under present conditions, it is impossible to secure sustainability along all of these 
dimensions. There is a fundamental inconsistency between our economic institu-
tions demanding growth and the demands for sustaining environmental and even 
to some extent social opportunities. 

14.2.1 Weak and strong sustainability 

The various existing perspectives regarding sustainable development depart con-
cerning the views on the substitutability between natural and human-made capital. 
Hence, the distinction between of weak as opposed to strong sustainability pre-
vails (Toman, Pezzey, & Krautkraemer, 1995). Taken as extreme positions, the 
former is based on the assumption that natural capital and human capital are sub-
stitutable along all their dimensions. The latter implies that there is no opportunity 
for substitution between the two. 

None of these extremes offer a reasonable understanding of the actual capaci-
ties of the two groups of resources or capitals. Another way is to focus on the con-
cept of critical natural capital (Nöel & O’Connor, 1998), which implies that, while 
there are options available for substitution, they are restricted. Examples of non-
substitutable resources include those that are necessary for biological growth, such 
as oxygen, nitrogen, carbon dioxide, phosphorous and water. Lack of substitution 
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possibilities may not create problems if the actual resources are all abundant. Of 
the above-mentioned, the greatest future restrictions have to do with phosphorous 
and fresh water. In the case of phosphorous, production is estimated to peak at 
about 2040 (European Fertilizer Manufacturers Association, 2000). This repre-
sents a very serious problem, as phosphorous is so fundamental to all food produc-
tion, and it cannot be substituted for in the process of photosynthesis. Certainly, as 
matter can only be degraded, not lost, scarcity at this level can be seen as relative 
only to the availability of energy. As an example, phosphorous can be extracted 
from sea water, but then at a very high energy cost. 

Moreover, the most fundamental type of critical natural capital does not consist 
so much of the various compounds themselves, but rather the functioning of the 
biosphere and its various life support systems. The biosphere is a very complex 
system in which matter cycles and various life forms are interlinked through a 
high number of processes. While the biosphere is a variable system, it is still char-
acterized by a large set of negative feedback loops that keeps it within certain 
bounds. While these bounds change over time – as species go extinct, new ones 
appear, the climate changes etc. – there is also a remarkable degree of stability if 
we look at the system from the perspective of single species survival. 

Concerning the human species, our ingenuity has given us the power to alter 
ecosystems tremendously. Due to system’s resilience, this seems not to have very 
much influenced the macro-adaptability of the system until recently. Though local 
collapses have certainly been experienced over and over again (e.g., Diamond, 
2005), at the global scale it is perhaps only over the last 200 years that humankind 
seems to have set in motion processes which have the capacity to change the 
motion of the system. Given ‘full information’ – that is, complete knowledge 
about the laws of motion of the natural system – we could be able to impact the 
system in ways increasing opportunities in the short run, without running the risk 
of future backlashes. Under such assumptions, substitution possibilities would be 
more abundant. Hence, part of the problem is also our inability to fully understand 
the complexities of interlinked natural processes – the biogeochemical underpin-
ning of the productivity of the biosphere. 

14.2.2 Separation or integration? 

The basic problem, from the perspective of human behavior and governance, is that, 
while the environmental system we depend on is a system of interlinked processes, 
we have over the years become dependent upon an institutional system where de-
linking or separation – that is, dividing up decisions and responsibilities – are the 
dominant characteristics. This has been very productive for the economy and a 
main driver behind the rapid growth we have observed over the last couple of cen-
turies. Evaluated against the dynamics of the system, however, these separations 
are fundamentally arbitrary. Hence, a system has evolved that is ill fitted to the 
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dynamics of the environment on which the economy so fundamentally rests. This 
was perhaps a minor problem when economic activity was at a low level com-
pared to the scale of environmental processes. But humanity now impacts several 
natural cycles, not only at measurable levels. In fact, some cycles have doubled in 
magnitude due to human activity: the N cycle being a prominent example. 

As emphasized by Hagedorn (2005), to find a balance between ‘segregative’ 
and ‘integrative’ institutions is the greatest challenge for future institutional devel-
opment. The historical process has so far weakened the integrative capacity rela-
tive to the forces of segregation or separation, which have of course been an im-
portant impetus to economic growth. Dividing up resources, by establishing a 
formal identity between the extent of a certain (piece of a) resource and the execu-
tion of decision power over it, established a motivational situation whereby invest-
ing in the productivity of the specific resource became more interesting. While in-
dividual property has not been the only mechanism behind growth – we must also 
add the importance of, for example, markets, the money institution, state power, 
welfare state programs, education and research – it has played an important role, 
as emphasized by the work of North (1981, 1990). Linking decision power to 
clearly separated units with legally defined and protected rights to act on their own 
behalf has been an important factor behind establishing the security necessary to 
foster investment and, hence, growth. 

This unity between resource delineation and resource use can, however, only be 
nominal. As nature is foremost a set of interlinked processes, it is clear that the flow 
of influences across the ‘fictitious’ borders established can become tremendous as 
each resource is more intensively used. Given that institution-building is focused on 
separation, our power to coordinate human influence on natural processes is weak. 
Rather, the fundamental structures established create an environment where deciding 
about these influences – building integrative institutions – becomes very difficult, as 
such processes must operate in opposition to the fundamental dynamics created by 
separation. 

There are three important issues involved here. First, we have separation in 
space creating high transaction costs – that is, the costs of integrating across sepa-
rated units. These costs have, in a sense, been maximized by splitting up available 
resources into pieces. The more units, the more borders between units and, hence, 
the more costly it becomes to transact over the matter flows (= flows of uncom-
pensated costs) across borders of decision units as they operate (Kapp, 1971; 
Bromley, 1991). 

Surely, state regulations like environmental taxes may be a way to reduce 
transaction costs as compared to individual bargains between separate entities. 
Hence, more externalities can become Pareto relevant. Nevertheless, holders of 
individual properties may have good reasons to oppose such policies. This takes 
us to my second point. Separation also represents a separation of interests, or ra-
ther the creation of separated interests. The common interest in conserving the 
dynamics of the integrated resource system is weakened by the asymmetry estab-
lished between the costs and gains of integration from the perspective of each unit. 
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The costs of integration hit each agent directly, while the gains are more thinly 
distributed across many/all agents, due to the common-pool characteristics of most 
natural resources. 

These difficulties are finally compounded by the time lags of the system. 
Subsequently, the third point is separation in time between when the physical 
interferences across the nominal borders take place and when their consequences 
become visible. This is also a great obstacle. The capacity of the natural system to 
counteract the effects of changed matter or energy flows is in many senses a good 
thing, creating a more stable environment. The negative side of that coin is that the 
stability of such systems operates within thresholds, and when some of these are 
finally passed, returning to the previous stability domain is very difficult, if at all 
possible. 

Moreover, the cost of doing anything with the ‘externality’ will – due to the 
time lags between acts and consequences – be defined by investments etc. under-
taken under the presumption that no future harm would be caused. When, in the 
end, harm is still observed and proven, the system may be locked into a path from 
which it is very costly to deviate. The present ‘carbon lock-in’ is a good illustra-
tion. The future costs of CO2 emissions have not been a factor considered when 
making investments in energy use and transport systems until maybe recently. 
Such emissions have, however, been generated for a couple of centuries now. The 
important point is that the cost of ‘path dependency’ is very much a systems’ fea-
ture (Vatn, 2002). Other systems where stronger focus on potential long-run side 
effects of economic activity is included into the institutions of the economy could 
create less dependency on unsustainable paths. 

The most powerful unit of separated decision making of the modern world is 
the corporation. Its history – its emergence, fall and later rise ‘to the skies’ – can 
be read not only as a tale of how separation won out over integration (Veblen, 
1904; Commons, 1924; Polanyi, 1944/1957; Bakan, 2004), but also as a reminder 
that the corporation’s presently strong position is neither a necessity nor a natural 
outcome of the rationalization of society. It illustrates rather how difficult it has 
been to stick to integrative solutions when the short term gains from separation 
and exclusion have been so readily available. 

Parallel to the separation of the power to act is the separation of interest. As in-
dicated above, this separation relates both to time and space. Some would argue 
that this is not a question about institutional structure, but one of what humans are 
like: We are fundamentally egoistic, and what institutional systems do is simply to 
canalize these external forces. 

Over the last the last two to three decades, a tremendous amount of research 
has been undertaken that heavily challenges this presumption. The alternative hy-
pothesis is evolving that preferences are endogenous to the system. Actually, there 
is evidence that institutions may best be understood as rationality contexts. While 
separating decisions fosters individual rationality, social rationality may be sup-
ported by integrative institutions. So, while separation promotes individual ration-
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ality and increases transaction costs, integration may not only reduce transaction 
costs, but also favor social rationality or consciousness. 

14.3 Institutions and Rationality 

The ability and willingness of people to cooperate has been documented across a 
wide variety of disciplines. We see this in many anthropological studies (e.g., 
Murdoch, 1967), it forms a whole tradition in sociology (e.g., Etzioni, 1988) and it 
is evident in very much of the research on common pool resource management 
(e.g., Ostrom, 1990, 2005). Certainly, this literature does not say that cooperation 
or social rationality is the only capacity in the human repertoire. What it does is to 
emphasize that this capacity exists and is evident in very many situations. 

A large amount of supplementary insights are now available from the experi-
mental literature in economics and psychology. While one should be careful and 
remember the limitations of experiments, they are interesting as they offer control 
over many variables that no real life observations can give. The value of the re-
search is enhanced by the fact that it seems to strongly support conclusions ob-
tained in the field (e.g., Gintis, Bowles, Boyd, & Fehr, 2003; Ostrom, 1998). 

14.3.1 There is not only selfishness 

The experimental literature shows that human motivation is much more complex 
than that described by the standard model of rational choice – the rationality as 
maximizing individual utility (RMIU) model. People are willing to share in many 
situations. They may choose to cooperate even though defecting is the individually 
rational to do, or they may retaliate against non-cooperators even in settings where 
that this is not offering any gains to the retaliator. 

The literature on this issue is now quite large, including the findings observed 
in the ultimatum and dictator games, in public goods games and various wage ex-
periments. The presentation here will have to be brief. Encompassing overviews 
are found in Gintis (2000a), Ostrom (1998, 2000), Fehr and Falk (2002), Gintis et 
al. (2003), Bowles (2004), and Vatn (2005). 

In the ultimatum game a proposer is given a sum of money, which she must di-
vide between herself and an unknown respondent. If the respondent accepts the 
split, both players get the money as divided by the proposer. If the respondent 
turns the offer down, the two participants get nothing. Over the years a large series 
of studies have been published within this area (see, for example, Roth, Prasnikar, 
Okuna-Fujiwara, & Zamir, 1991; Hoffman, McCabe, Shachat, & Smith, 1994; 
Camerer & Thaler, 1995; Henrich et al., 2001). Gintis (2000a) concludes that the 
dominant split is 50–50, while respondents often turn down offers of less than 
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30%. These refusals are difficult to explain on the basis of the traditional RMIU 
hypothesis. Offering more than the minimum might, however, be individually 
rational if the proposer fears refusals of low bids.1 

The related dictator game looks into this. Here the respondent must accept the 
bid. Proposers now make reduced offers when compared to the ultimatum format. 
Nevertheless, a large fraction of the proposers still makes positive offers. In a pio-
neering study, Forsythe, Horowitz, Savin, & Sefton (1994) found that 80% of the 
participants in their game wanted to share. In this case the modal offer was a split 
70–30. Compared with findings from the ultimatum game, this suggests that a 
fraction of what is given in this game follows from the fear of being punished. 
Nevertheless, average offers do not fall to zero. Later studies accentuate among 
other issues the effect of variations in context (e.g., Hoffman, McCabe, Shachat, & 
Smith,. 1996; Frohlich, Oppenheimer, & Kurki, 2004). 

In public goods games cooperation pays for the group as a whole, while defec-
tion is individually rational. Nevertheless, substantial levels of cooperation are ob-
served. After reviewing the literature, Biel and Thøgersen (2007) conclude that 
even in one-shot public goods games 40–60% of participants cooperate. It should, 
however, also be noted that, in repeated games without opportunities to communi-
cate or punish, cooperation tends to gradually break down, whereas if the option to 
communicate and/or punish is available, the level of cooperation is substantially 
increased (e.g., Ostrom, Gardner, & Walker, 1994). Moreover, opportunities to 
punish non-cooperators are often utilized even though the retaliators may not gain 
from doing so – for example in games where groups are recomposed (Fehr & 
Gächter, 2000). 

Moving to the wage experiments, these typically include employers and em-
ployees contracting over wages and expected efforts. Of special interest here are 
experiments where delivered effort is not monitored by the employer. Neverthe-
less, employees deliver an effort that on average is a large fraction of what was 
contracted (Fehr, Kirchsteiger, & Riedl, 1993; Fehr, Gächter, & Kirchsteiger, 
1997; Fehr, Kirchsteiger, & Riedl, 1998; Fehr & Falk, 2002). Fehr and Falk (ibid.) 
characterize this kind of behavior as ‘reciprocity-driven voluntary cooperation’. 

Having observed this, we must also acknowledge that many experiments exist 
that support the RMIU model (for example, Holt, Langan, & Villamil, 1986; Da-
vis & Holt, 1993). While behavioral ‘errors’ have been observed,2 many experi-
ments confirm the individual rationality assumption quite nicely. Typically, mar-
ket settings are created and participants are asked to trade a certain good. As a 
case in point, in a study by Holt et al. (1986) a market was set up for selling and 

                                                           
1 Which s/he should not, though, given the RMIU model. 
2 This is especially the case when risk is involved, e.g., preference reversal (Grether & 
Plott, 1979; Tversky & Kahneman, 1986). It is of course emphasized by many that humans 
do not have the capacity to (always) calculate what is best; see, for example, the work of 
Herbert Simon on bounded rationality. This position has many merits. The point here is, 
however, not the issue of lacking capacities, but what motivates the individual when choos-
ing, whether boundedly or not. 
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buying chips. The market was constructed such that there was partly excess supply 
and partly excess demand. The results of this experiment followed the expecta-
tions of the RMIU model quite well. After a few rounds, people found the equilib-
rium price and quantities of their own accord. 

An interesting development within this line of research is based on the idea 
that by constructing favorable institutions, one can help people avoid making 
‘behavioral errors’. By forming the right kind of institutions, people can be en-
abled to act ‘rationally’. Shogren (2006) emphasizes that markets create rationality 
in the population by putting a cost on irrational behavior. He offers a series of 
examples showing this and emphasizes that through intelligent institutional design – 
making the cost of what he terms irrational behavior large enough – we can make 
people act rationally in the RMIU sense. 

This idea could, however, be generalized to also explain the very different ob-
servations presented above. Institutions not only help people to act ‘in accordance 
with’ the RMIU model. They may also have the capacity to help people distin-
guish between different rationalities and help people operate ‘within’ these differ-
ent logics. Before I engage in discussing this hypothesis, I will, however, present 
briefly a set of models explaining also non-selfish acts on the basis of individual 
utility considerations. 

14.3.2 Interpretations based on maximization of individual utility 

There are three dominant types of explanations in the literature that are of interest 
to us: the Folk Theorem, the various models of expanded utility functions, and fi-
nally the theory of individual types. Concerning the Folk Theorem, it is based on 
standard RMIU and formulated within non-cooperative game theory. If games are 
repeated infinitely (or with an unknown stopping point), cooperation within for 
example public goods games may be sustained if people are sufficiently patient 
(Romp, 1997). While the Folk Theorem may explain cooperation in some games, 
it is unable to explain cooperation in one-shot games and games with a known 
stopping point, positive offers in dictator games and offers beyond a minimum in 
ultimatum games. 

Another type of explanation is based on expanding the utility function. An oth-
er-regarding act is interpreted as rational in the RMIU sense if the act itself pro-
duces a ‘feeling of being good’ that is greater than the cost of acting nicely. The 
model of the ‘warm glow of giving’ (Andreoni, 1990) is typical of this class of 
explanations, as are the ‘intrinsic motivation’ (Frey, 1997) and ‘self-image’ 
(Brekke, Kverndokk, & Nyborg, 2003) models. 

A third category of explanations concerns the idea that people are of different 
types. Gintis (2000b) distinguishes between homo economicus (the standard 
RMIU type), homo reciprocans (acts reciprocally), homo egualis (prefers equal-
ity) and homo parochius (distinguishes between insiders and outsiders). Gintis 
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puts most of his effort into developing the type homo reciprocans, which ‘exhibits 
a propensity to cooperate and share with others that are similarly disposed, even at 
personal cost, and a willingness to punish those who violate cooperative and other 
social norms, even when punishing is personally costly’ (Gintis, 2000b, p. 262). 
He includes institutions into his understanding by emphasizing that reciprocity is a 
type of norm. He does, however, seem to understand the effect of norms in utility 
terms. 

Ostrom has also pursued the idea that variations in observed behavior can be 
explained by variations in individual types, distinguishing between ‘norm-using’ 
players, ‘conditional cooperators’ and ‘willing punishers.’ In her work together 
with James Walker, she has been especially engaged in the study of trust as an im-
portant factor explaining cooperation in games where the Nash equilibrium is de-
fection (e.g., Ostrom & Walker, 2003; Walker & Ostrom, 2003). They observe 
that many are willing to forego the gains of defection if there is enough trust es-
tablished concerning the participants’ willingness to cooperate, emphasizing 
moreover that some people – some types – are more trustworthy than others. Vari-
ations in the level of cooperation can then be explained by differences in how easy 
it is to build trust.  

While Ostrom and Walker put much emphasis on how institutions may help 
people to establish insights both concerning the issues at stake and the character of 
other agents, they still seem to see agents’ behavior as being based on a utility cal-
culus. Ostrom’s work on ‘second-generation models of (bounded) rationality’ is 
prominent here. This model includes norms and assumes that they are effective 
only through influencing the perceived costs and benefits of the different acts. In 
Crawford and Ostrom (1995), a delta parameter is included in the individual’s util-
ity function reflecting the influence of the norm. Depending on the act, an extra 
cost (shame) or benefit (pride) is added to the utility calculation, making the mod-
el analogous to Andreoni’s in this specific sense. Andreoni does, however, not see 
a warm glow (= pride) as being institutionally influenced. 

Actually, the explanations of both Gintis and Ostrom are different from An-
dreoni’s. The former authors involve two kinds of factors when explaining varia-
tion across types. One is genetic/personal and the other is institutional or cultural. 
The genetic explanation refers to differences in capacities to, for example, be ob-
servant or build trustworthiness. The cultural aspect refers to variations in how we 
are raised, covering variation both within and between cultures. 

14.3.3 The institutions-as-rationality-contexts (IRC) hypothesis 

One may ask, is the only capacity of institutions to form individual types? As al-
ready indicated, an alternative or supplementary role is to see institutions as also 
influencing the logic or rationale of a certain setting. The basis for the institutions-
as-rationality-contexts (IRC) hypothesis is that people have the capacity to be both 
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individually and socially rational. Individual rationality is understood along much 
the same lines as the RMIU model: it is ‘I’ rationality. Certainly, information and 
transaction costs make it impossible to define optimal solutions (Knudsen, 1993), 
and hence individual (as social) rationality must in some way be bounded. Never-
theless, individual rationality is about what is best for the individual. 

Social rationality is about what is best for the group or for ‘the other’. It is, re-
spectively, ‘We’ rationality (Etzioni, 1988) and ‘They’ rationality. The We form is 
expected to appear where behavior is understood as interdependent: when the be-
havior of one is seen as influencing the opportunities for others. Interdependencies 
can take the form of prisoners’ dilemma situations or public goods games. In such 
situations, cooperation achieves the best result for the group, while the individu-
ally rational logic – the Nash strategy – results in lower pay-offs, even for each in-
dividual to the extent that everybody follow this logic. The idea is that norms may 
have the capacity to cut through this dilemma and establish the cooperative solu-
tion as the expected one. Of course, if no retaliation options exist, free-riding 
might be tempting for the more individualistically inclined types involved. Hence, 
the development of reciprocity norms including that of retaliation against non-
cooperators should be expected given the existence of so many interdependencies 
in human lives. 

‘They’ rationality concerns only the needs or interests of ‘the other’. In princi-
ple it can, furthermore, encompass the whole of humanity and even animals. Cer-
tainly, ‘the other’ may also be part of a group that one defines oneself to belong to. 
Thus, it may be very difficult to draw a strict line between We and They rational-
ity. If it can be brought back to the symmetry ‘if I help you today, you will help 
me tomorrow’, it is rather a form of We rationality.3 

The above reasoning is based on the idea that there is a plurality of rationalities 
fitting well the distinction between separation and integration. Moreover, the idea 
is that institutions define which rationality is expected. Certainly, as the issues 
vary, what We rationality implies may also vary substantially. The group involved 
will differ, and the structure of the problem will vary, demanding variations in the 
structure of norms and the like. 

14.3.4 Empirical support for the institutions-as-rationality-
contexts (IRC) hypothesis 

To prove which model is best – that of expanded individual utility functions, dif-
ferent individual types or institutions-as-rationality-contexts – is not a simple task. 
As Sober and Wilson (1998) have emphasized, as soon as a model includes an ‘in-

                                                           
3 While the Andreoni and also Ostrom type models of ‘warm glow’ and ‘delta parameters’ 
could be termed selfish altruism, We and They rationality could be labeled solidarity and 
pure altruism, respectively. See also Crowards (1997). 
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trinsic’ reward, it can in principle be reformulated to fit whatever observation one 
wishes. Moreover, existing research has not been focused on comparing and test-
ing the different models outlined above. Each model refers by and large to its own 
‘type cases’. It is also true that, to date, few studies have varied institutional 
frames so as to test the IRC hypothesis. Hence, my argument here will have to be 
built on a reinterpretation of already existing analyses undertaken predominantly 
for other purposes. There are three different types of analyses helpful in assessing 
the IRC hypothesis: 

1. experiments where institutions shift, while pay-offs are kept unaltered; 
2. simultaneous shifts in payoffs and institutional context, where the change in 

pay-offs is very small; and 
3. the existence of incommensurable values. 

Examples of experiments where institutions shift and pay-offs/external rewards 
are kept constant are fairly few. Ross and Ward (1996) document a public goods 
game with identical pay-offs, but with different naming of the games, alluding to 
different institutional contexts. Calling the game the ‘Wall Street Game’ as op-
posed to the ‘Community Game’ resulted in significantly lower levels of coopera-
tion. A similar result was found in Hoffman et al. (1994), where in an ultimatum 
game the proposers were asked to ‘divide’, respectively ‘exchange’, when splitting 
the offered sum. Again it was only the naming of the setting that was different, re-
sulting in significantly different splits. 

Experiments with varying opportunities to communicate (e.g., Ostrom et al., 
1994; Cardenas, 2000; Cardenas & Ostrom, 2004) also belong to this group with 
changed institutions, but unaltered rewards. These experiments are typically 
formed as repeated public goods games, where communication is included after a 
certain number of rounds. Opportunity for face-to-face communication may be in-
cluded once or, for example, after each consecutive round. The findings are quite 
consistent. Communication results in substantially increased cooperation. This is 
the case even for series where only one communication opportunity is offered. 
While pay-offs are constant throughout the series of games, one could argue that 
communication offers an opportunity to ‘punish’ others, in the form of stating that 
those cooperating dislike non-cooperative behavior. This could be seen as a way 
to change the pay-offs by making people feel bad. In the experiments referred to, 
there was, however, no opportunity to mete out external punishments or to identify 
who were defecting. Moreover, analyzing the arguments used during the commu-
nication phase and the behavior following it, Ostrom et al. (1994, p. 168) conclude 
by stating: ‘1. Communication did provide an opportunity for individuals to offer 
and extract promises of cooperation for non-enforceable contracts. 2. Communica-
tion did facilitate the boosting of prior normative orientations.’ 

What then about experiments where institutions are changed simultaneously 
with small changes in pay-offs? The expected consequences given the RMIU 
model would be minor changes in peoples’ behavior. The IRC hypothesis would 
imply, however, that more substantial changes may appear. It could even imply 
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that just small changes in external rewards – such as including low payments or 
fees – could shift behavior substantially. This would not happen because of the 
amount of money received or paid, but rather because a shift from a We to an I 
rationality is established by including a payment. The implication would be a shift 
from norm-following to calculating what is individually best. 

 Examples of such behavioral shifts are among others found in Titmuss (1971) 
and Gneezy and Rustichini (2000a, 2000b). I also include Frey’s (1997) research 
on crowding-out as an example of this effect. The Titmuss case is about blood do-
nation: going from a situation where blood was donated without compensation to 
one including some pay reduced the amount of blood donated. Gneezy and Rus-
tichini (2000a) refer to a case where including a small fine for coming late when 
picking up one’s children from a day care center resulted in a doubling of in-
stances of lateness. They also document (2000b) an experiment where high-school 
students were engaged in a donation experiment. Collecting donations without re-
ward resulted in the highest effort by students. Paying 1% of the obtained donation 
as compensation for the students’ effort reduced the amount of collected money 
substantially. Increasing payments to 10% of what was collected increased the to-
tal amount gathered relative to the 1% reward structure, but not to the level of the 
‘non-incentive’ case. 

The above examples all show that shifting from a setting without pay to one 
with pay results in lower supply. In the case where higher levels of pay are also 
involved, delivery is increased again. This is exactly what would be expected, as 
we now are in a situation where individual rationality is supported. Certainly, one 
should expect that if pay was high enough, supply could be brought above the ‘no 
incentive’ situation. Hence Gneezy and Rustichini (2000b) name their paper ‘Pay 
enough or don’t pay at all’. 

From the IRC hypothesis perspective, what happens in all the above cases is a 
shift from the logic of doing the right thing – supporting community values, fol-
lowing a norm of voluntary cooperation etc. – to calculating what is best for the 
individual. By including incentive payments, the logic is shifted, and if payments 
are low, the calculation comes out in favor of doing less. 

Certainly, other explanations could be established. In the literature these typi-
cally refer to ‘intrinsic motivation’. This is the solution offered by Frey (1997) 
discussing Titmuss’ and his own findings. Gneezy and Rustichini, on their hand, 
emphasize that in the daycare example contracts between parents and owners are 
incomplete; parents may wonder, for example, whether the owner is soft or 
though. In the case studied by the authors, the small fine could help reveal that the 
owner is soft. Hence, the expected cost to the parents of coming late to pick up 
their children is reduced by acquiring new information. The authors do, however, 
also offer an institutional type explanation which is based on norms and is quite 
congruent with the IRC hypothesis. 

While I do find much support for the IRC hypothesis in the above references, 
none of them offer conclusive backing. Additional evidence for IRC comes, how-
ever, from the literature on plural or incommensurable value dimensions and the 
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related observations of blocked trade-offs. Both philosophical and empirical ana-

Such an observation goes against RMIU both in its standard and expanded 
forms. It goes against the continuity axiom and supports the fact that human deci-
sions are not based on a single type of reasoning. A similar argument comes from 
a very different source: modern brain science. The main finding in this literature is 
that the brain is a compartmentalized structure and that different types of activities 
or decisions involve different parts of the brain (e.g., Tancredi, 2005). Similar ar-
guments are found among evolutionary psychologists (e.g., Clark & Karmiloff-
Smith, 1991; Manktelow & Over, 1991; Oaksford & Chater, 1994). They empha-
size that the human brain is characterized by a domain-specific capacity for rea-
soning. When undertaking deontic reasoning, people check for violations, cheaters 
and so on, whereas when reasoning about the truth of empirical information, they 
tend to use a confirmation strategy. 

The final piece of argument for plurality I present here is delivered by Sober 
and Wilson (1998). Their work is related to understanding why people may act al-
truistically. They observe that Andreoni type explanations with an expanded util-
ity function may have explanatory power. Using an evolutionary argument, how-
ever, they propose that true altruism is the most plausible explanation. If the 
ability to cooperate has been important for the survival of the human species – a 
premise they find very reasonable – it would be better if care for others was a goal 
in and of itself. This is the most secure way of establishing cooperative behavior. 
In short, their argument is that in this way helping others/the group is not depend-
ent on the exactness of an intermediate variable, like the feeling of pleasure or 
pain. 

From the above, the fact that people are able to take the interests of others into 
account seems hard to deny. It also seems hard to defend the idea that decisions 
are based on a uniform type of utility calculation (i.e. the expanded RMIU). I 
agree with Sober and Wilson that as soon as intrinsic motivation of the Andreoni 
type is included in the utility function, a final proof for either model is hard to de-
liver. Nevertheless, the sum of the above pieces of evidence points strongly to-
wards the existence of a plurality of preferences and of rationalities. 

14.4 Resource Regimes for Sustainability 

I started this paper by emphasizing that separation, while supporting economic ex-
pansion, is a problematic strategy when the issue of sustainable development is 
taken into account. Separation is built on the idea that humans maximize individ-

lyses offer strong support for the existence of incommensurable values (e.g., 
Walzer, 1983; Sagoff, 1988; O’Neill, 1993; Fiske & Tetlock, 1997; Spash, 2000; 
Aldred, 2006). Walzer generalizes by emphasizing that across societies there ex-
ist several ‘spheres of justice’ which are characterized by different rules con-
cerning which issues should be prioritized and how they should be treated. 
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ual utility and that, by doing so, the highest social gain should also be attained. 
This is a sensible conclusion only if both choices and forms of wellbeing across 
individuals are independent. The old formula of Adam Smith does not hold when 
interdependencies dominate – when ‘externalities’ are pervasive. In the present 
situation, handling various ‘externalities’ well may be more important than ex-
panding ‘internalities’. Hence, one may need to start thinking about how to build 
institutions where the basis is to treat interdependencies between human action, 
rather than to continue creating nominal independencies to foster economic 
growth. 

Developing the principles for integrative institutions at the level we are talking 
about here is no easy task. Surely we can recognize that humanity has created 
many cooperative institutions. Common property regimes are of this kind and 
have proven successful. They exist, however, mainly for management of local re-
sources and involve rather small groups of people (National Research Council, 
2002). Expanding solidarity beyond the local level is a great challenge. I find it 
nevertheless urgent to start thinking along these lines, since some kind of integra-
tive cooperation must be established to secure the future of our civilization. We 
must change structures to preserve dignity and wellbeing. 

I propose consideration of two fundamental changes of the economic system. 
First, we should consider changing the operating principles of the basic unit of the 
economy: ‘the firm’. Second, we must consider building a 2nd order governance 
structure that is able to communicate between these reorganized economic units in 
ways that both facilitate their pursuing of sustainability and link decisions at dif-
ferent levels of impact. Some issues can be decided upon locally, while in cases 
where higher-scale processes are influenced significantly, higher level involve-
ment is necessary. 

Concerning principles for linking decisions at different levels, a core aspect is 
to create complementarity between actions. Recently, there is increased attention 
to this issue (e.g., Berkes, 2002; Young, 2002a, 2002b). In some of the literature, 
the state is seen more as part of the problem than as a part of the solution. There 
are certainly many occasions where states are corrupt and where state property has 
had very negative influences on resource use. Local interests and needs may be 
overridden. I do not disagree with this claim. Nevertheless, I support Paavola 
(2007) in that the state must constitute a core level in the hierarchy, and what is 
needed is not simply to move decisions down to the lowest level possible. The 
very structure of the hierarchy is just as important. Instead of viewing the state as 
something different from other cooperative structures, we should utilize its poten-
tials to coordinate activities at lower levels. The state is a public body, and state 
property could be viewed, hence governed, as a form of common property, espe-
cially regarding which rules and rationales are to be instituted at this level. While 
local users have much better capacities to evaluate consequences of various use 
and preservation strategies at the local level, coordinating between different local 
and sub-national decision-making units is also a very important task. Here we 
need to involve structures like the state. The challenges for the future are twofold. 
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First, the accountability of states towards its citizens must be strengthened. Sec-
ond, finding ways of linking state decisions through facilitating cooperation is 
paramount. One way forward here is to expand the ideas of common property 
management to the level of the global commons with states as primary actors 
(Vatn, 2007). 

Turning next to the way we organize economic activity, we observe that these 
activities take place within various structures: from the family firm, non-profit or-
ganizations, and locally owned stock holding companies to large, multi-national 
corporations. At present, it is the corporate organization that represents the great-
est challenge for sustainability, because it has accumulated great power and is led 
by principles that are quite contradictory to those that are demanded by sustainable 
development. It is therefore hard to envision sustainability without a reform proc-
ess aimed at including integration, social rationality and responsibility also at this 
level. 

What could a reform of the corporate sector look like? Two different ways in 
which social rationality and multi-dimensionality could be instituted at the heart of 
economic life could be envisioned. First, one could reduce the direct power of the 
corporation by embedding it within socio-political structures built on social ra-
tionality. Secondly, one could institute social rationality within the firms them-
selves. While the latter would in effect remove the corporation as an economic en-
tity from the scene, the former would imply changing its power and dynamics. 

The first option could imply reinventing some of the contexts in which the cor-
poration operated in its youth, such as, reverting the rule of restricted responsibil-
ity, limit the geographic domain of the corporation to secure community ties, and 
restrict its existence in time (Bakan, 2004). The latter point would be a core ele-
ment here, possibly involving for instance a contract between the firm and society 
including goals to be attained concerning social and environmental standards. A 
full public assessment of the corporation could take place every ten years demand-
ing the firm to demonstrate how it had met the terms set by society. While its bot-
tom line would still be that of maximizing profits, the firm would have to abide by 
a wider set of explicit demands to survive such a check. There is a danger for op-
portunistic behavior. To avoid this, corporations could be held legally responsible 
for setting aside funds to take care of contracted responsibilities including support-
ing its employees for a defined period of time if the contract with society was not 
renewed. 

The second option, that of instituting social rationality within the firm, could 
take several directions. One alternative is to institutionalize a triple bottom line 
along the three dimensions of sustainability: one including market revenues and 
costs, one including social goals and finally one related to environmental impacts. 
Ownership would be distributed along these three dimensions, implying that indi-
viduals could still hold shares, but that proceeds would depend not only on market 
revenues and costs, but the ability to fulfill social and environmental goals as well. 
Actors representing the social and environmental interests could, as an example, 
be empowered with the right to block remuneration of shareholders if the delivery 



14  Sustainability, Institutions and Behavior    309 

of social and environmental output was not acceptable. Certainly, many details 
need to be worked out to make such a system functionable. A core issue to be 

Finally, one could envision that beyond a certain size, and within certain sec-
tors like water and energy, the public should own the firms. The dominant form of 
ownership would be either state or community based, the latter making it poten-
tially more like a co-operative or common property regime. Public or community 
ownership offers an interesting alternative to the solution of a corporate triple-
bottom-line-firm because it also offers more flexibility. An aspect standing out 
when looking at the operation of common property regimes is their ability to adapt 
as new challenges or problems appear, without getting ‘stuck’ in all types of for-
mally protected rights that must be compensated for. Because of the large influ-
ence of human activity on the dynamics of ecosystems, the future is highly uncer-
tain. This demands establishing institutional structures securing very high levels of 
flexibility. Common property systems can offer this capacity. Certainly, the adap-
tability implied can be a source of abuse. This does not seem to be a great problem 
for these regimes, though. Rather they seem to foster community values like fair-
ness and reciprocity, most probably because they would otherwise collapse. 
Hence, while common property regimes have a rather substantial flexibility to 
change rules and responsibilities as new challenges appear, they can do so also in 
ways accepted as fair. 

None of the above structures depend on institutionalizing social rationality as 
the only principle. Rather, they are combinations of individual and social rational-
ity. Moreover, none of the above changes would demand abolishing markets. 
Some markets would, however, disappear, like the stock market in some propos-
als. Furthermore, the role of markets would partly be changed, as broader evalua-
tions than monetary assessments and exchange would increase in importance as 
compared with the situation of today. 

14.5 Conclusion 

This paper has acknowledged the interdependencies of human choice in a world of 
pervasive physical interconnections. Moreover, it has emphasized a range of prob-
lems that have resulted from instituting separation and individual rationality as the 
fundamental principle of organizing human decision making. The subsequent 
creation of disjointed interests and the separation of choices in time and space are 
seen as creating severe problems. So, while on the one hand fostering economic 
growth, our institutions have simultaneously been found to constitute a severe ob-
stacle against fostering sustainable development on the other. 

Similarly, this change would have to be reflected in the role of the board, which in the 
end would be responsible for balancing the different values and interests involved. 

decided upon would be who should represent the social and environmental interests. 
Another would be whether they should have the right to block the shareholders. 
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As the solution to this problem must be found in changing existing institutional 
structures, the paper has proposed to institute social rationality at the operative 
level of the economy – the firm – and to establish a hierarchical decision structure 
above this level that is able to coordinate decisions in time and space. While the 
first change is a way towards creating or strengthening common interests within 
the basis of the economy, the latter is to be founded in order to ensure coordina-
tion between these still disjointed entities. 

The above ideas have been laid out in the form of rough sketches. They are 
built on the idea that institutions act as rationality contexts and that instituting so-
cial or cooperative rationality is a viable option. The idea has been to illustrate 
possible directions to go. Institutional changes cannot, however, be made in the 
drawing-room. Ideas can be developed there, and they can be taken further 
through cooperative efforts among scholars. The process will, nevertheless, de-
pend on interaction with practical life, implying experimentation and reflexive 
learning. It will have to be a step-by-step process where theory and practice inter-
act. 

It is a problem that we have until now rarely seriously engaged these issues. 
Yet, the growing understanding of the interrelation between institutions and moti-
vation – the existence not only of individual and myopic interests, but also of co-
operative will and social engagement – offers a chance to rethink the way forward. 
While demanding, it also opens up a whole new area of opportunity, not only for 
academic research, but for the future of our civilization. 
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Abstract. Paavola and Adger (2005) claim that ecological economics could bene-
fit from institutional economics when analysing environmental governance. One 
aspect they focus on is the discussion about motivational and cognitive assump-
tions in institutional economics. This paper deepens this focus, explaining in theo-
retical terms what it means to include cognition in our institutional analysis and 
presenting the main theoretical approaches on this topic within institutional eco-
nomics. A short comparison is made between two approaches, one by Douglass 
North and the other by Daniel Bromley. The paper argues that, even if tradition-
ally the differences between the old and the new institutionalisms have been sub-
stantial, in relation to recent developments they are becoming a lot closer. Espe-
cially if we compare the role of mental models as seen by Douglass North with the 
arguments made by Daniel Bromley about sufficient reason, the two approaches 
can be seen as complementary and could fructify each other. Particularly if we 
draw the methodological implications of these two theoretical approaches, we see 
that both require the use of qualitative data in order to understand mental models 
or forms of sufficient reason. Some qualitative data is used to demonstrate what it 
means to apply the approaches empirically. 

Keywords: Cognition, Ecological economics, Institutional economics, Mental 
models, Sufficient reasons 

15.1 Introduction 

During the early years of ecological economics, only a few links were made be-
tween ecological and institutional economics (e.g., Constanza, 1991). Ecological 
economics as an interdisciplinary science was linked more closely to the natural 
than the social sciences (Siebenhühner, 2001, p. 7). However, the links between 
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the two have grown stronger over the years. The person linking the two traditions 
for the longest amount of time is Daniel Bromley (e.g., Bromley, 1991). Within 
the last few years, the amount of publications linking the two fields has risen con-

oriented towards the New Institutional Economics (NIE) (Bleischwitz, 2003; 
Dedeurwaerdere, 2005; Paavola & Adger, 2005). According to Berkes and Folke 
(1994), this closeness is also a result of work emerging in the field of common 
property, which is, in part, closely linked to NIE (Johnson, 2004) while, at the 
same time, dealing with issues at the centre of interest of ecological economics. 

There are many reasons why institutional economics are used more and more 
within ecological economics and why this seems to be appropriate. Ecological 
economics is based on the normative claim of wanting to help build a more sus-
tainable society (Common & Stagl, 2005). If this is one of the central goals of an 
inter-discipline, then it is obvious that the question about (sustainable) institutions 
is of great importance. Paavola and Adger (2005) see essentially three reasons 
why institutional economics should become more important for ecological eco-
nomics and, particularly, why institutional economics is better suited than main-
stream economics as a tool for ecological economics. First of all, there is the joint 
understanding between ecological and institutional economics that the problems 
emerging in economic exchange are not well described as being due to external-
ities, but are rather a problem of interdependence (p. 354)1. Interdependence as a 
guiding concept understands economic exchange according to its systemic proper-
ties and does not allow for atomisation and disintegration, which occur if we un-
derstand most environmental problems as arising from externalities (raise the op-
timal Pigouvian tax and we can let the economic process develop with rational 
utility-maximising individuals). According to Paavola and Adger, the second im-
portant issue which institutional economics can elucidate for ecological economics 
is that of transaction costs, which was already raised very early by Coase in 1937 
(p. 357). They rightly claim that policy-oriented ecological economics is well 
advised to take the issue of transaction costs for policy alternatives seriously. It 
otherwise risks giving recommendations which are far from any realistic appli-
cability. 

The third reason mentioned by Paavola and Adger why ecological economics 
should incorporate more insights from institutional economics is the latter’s pre-
occupation with cognitive aspects of the economic choice process (p. 358). Since 
neoclassical economics has taken over and become a synonym for economics as 
such, the choice process of the individual has been black-boxed (Lindenberg, 

                                                           
1 See also Vatn’s contribution in this volume. 

stantly. Vatn (2005a) even recently wrote a textbook, Institutions and the envi-
ronment, which links the two perspectives. Institutional economics is itself divided 
into two different traditions (Hodgson, 1998), the old and the new, each with its 
own distinct features. Traditionally, scholars within ecological economics have 
been associated much more with the old institutionalists (Kant & Berry, 2005; 
Vatn, 2005a; Bromley, 2006a), however, there are also many works now emerging 
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1985, p. 75). Individuals and their preferences have been taken as given and are 

This different view on the economic process will be explored a little bit further 
on in this paper, which is itself structured in the five following steps. First, I ex-
plain, why it is wise, particularly from the perspective of ecological economics, to 
go into more detail about the cognitive process of human beings when they make 
economic decisions. This holds especially true when economic decisions on the 
rules of the game are made. Therefore, it seems obvious that ecological and insti-
tutional economics have a common interest in cognition. Second, I explain the un-
derstanding of institutional economics on the cognitive process and its importance 
for institutional choice, looking mainly at two different approaches, one more as-
sociated with the new institutionalism and the other more associated with the old 
institutionalism, arising out of the works of Douglass North and Daniel Bromley, 
respectively. I have chosen those two approaches for a variety of reasons. One has 
the impression reading the literature that ecological economics would need to de-

famous “mental model” approach of Douglass North, probably being more famous 
simply because of its belonging to the “mainstream” institutional economics ap-
proach (Hodgson, 2007, p. 12). Meanwhile, on the other side we have the “suffi-
cient reason” approach, which comes from Daniel Bromley, obviously more 
closely related to ecological economics. These two different world views have 
been central in much work coming out of Konrad Hagedorn’s “workshop”, and I 
am myself puzzled as to how far one needs to be either on the one or the other 
side. Is there a fundamental non-compatibility between the two approaches? In a 
third step various aspects of the approaches are compared as I argue that they are 
“getting closer” to each other and that their differences might result from their 
epistemological starting points as well as their main foci of interest, therefore 

                                                           
2 Choosing means having alternatives; the neoclassical human does not choose, due to the 
assumption that the alternative that must be taken is already determined (Bromley, 2006, 
p. 69). 
3 See also the contribution of Blomquist in this volume, where he points out the importance 
of complexity and uncertainty when dealing with institutions regulating eco-systems. 

outside the interest of the economist (Hodgson, 1993b). It was institutional 
economists who realised that for understanding choice processes in economics, it 
does not make sense to take the individual and its preferences as given, thus un-
derstanding it as a mechanistic utility maximiser which does not actually choose 
anything (Siebenhühner, 2001, p. 124)2. It is necessary to have a closer look at the 
choice process, they argued, something which is now taking place. Obviously we 
can see various rationalities at work at the same time: people, for example, use dif-
ferent behavioural heuristics in families or in markets (Vatn, 2005a). These as-
pects are addressed when we look at cognition and its implications for the choice 
process. Elucidation of the choice process is of particular importance when we 
look at non-trivial choices, such as new institutional arrangements (Denzau & 
North, 1994)3. 

cide which approach to adhere to (Vatn, 2005b). On the one side, we have the more 
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making the two approaches complementary rather than substitutable. Additionally, 
it is argued that, if one takes a “pragmatic” approach – here the word pragmatic is 
used in a colloquial sense and not in the sense of philosophical pragmatists (as 
Daniel Bromley would describe himself) – and is interested from an empirical per-
spective in the questions of emergence and change of rules governing the envi-
ronment, then “on the ground” the two different understandings of cognition 
would make no difference. 

We want to know what a greater emphasis on cognition would signify for our 
way of doing scientific, applied empirical research – the main field of work by 
scholars associated with Konrad Hagedorn. Therefore, in a fourth step I explore 
the methodological implications of focusing more on cognitive aspects of institu-
tional change in the field of the environment. After a methodological discussion, I 
explore what it would mean to investigate the role of mental models and sufficient 
reason in an explorative empirical study, using data from a study about institu-
tional change in the forestry sector that was accomplished recently. Due to its 
great uncertainly and long time horizons, forestry provides a good example where 
mental models are of particular importance for the understanding of institutional 
change (Schlüter, 2007). However, due to space restrictions, the empirical exam-
ples are only used for illustration purposes about the significance of mental mod-
els and not for an entire analysis of institutional change. In a fifth step some con-
clusions are drawn. 

15.2 Cognition Within Institutional Economics and Its 
Relevance for Ecological Economics 

One of the main reasons why ecological economics should focus on the cognitive 
process is linked to the argument of complexity. There seems to be a more or less 
unanimous opinion that the easier the choice process is, the more we can rely on a 
simple actor model: the rational person, which is used basically in neoclassical 
economics. When we deal with simple choice processes, where the relevant pay-
offs are clear; the system dynamics are understood simply, or do not exist (as with 
trivial choice); and there is no interdependence, then we might be able to work 
with the simple model of the rational actor (Denzau & North, 1994; Ostrom, 1998, 
p. 3; Ostrom, 2005). 

But, the more complex the choice situation is, the more we use heuristics, cog-
nitive frames, institutions, positive and normative models on how we believe the 
world is and how it should be, to help us in the choice process (Wilson, 2002). 
Most of the decision processes humans face in day-to-day life are of the latter 
type. Wilson (2002, p. 337), for example, makes clear how even games that are 
relatively simple in comparison to reality (the number of rules is relatively small 
and therefore easily remembered) largely exceed our “rational” abilities and we 
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must consequently rely on patterns and rules of behaviour when playing them4. 
The same is true when looking at choice situations, either in our institutional set-
tings when they need to be altered, or in terms of dealing with the ecological envi-
ronment, which, with all its system dynamics, is very complex5. Therefore, under-
standing the cognitive models people use for making decisions in this field is 
necessary if we want to understand their choice processes. 

In addition, much experimental and empirical research has discovered that hu-
man beings employ different rationalities, depending on the context, or even 
within one context; they do not employ one or the other rationality in its pure form 

choice, to which an individual is exposed, determines, at least partially, its behav-
iour. Placing an agent into an extremely competitive neoclassical-like market en-
vironment will lead to a behaviour (not in its purest form, but close to it), which is 
very similar to the behaviour of neoclassical rational ideal (Ostrom, 2005)6. As 
many environmental goods cannot, and in the eyes of many citizens should not, be 
regulated by the market, we can expect that in the field of the environment many 
other forms of rationality7 than the homo oeconomicus, will be relevant for our 
understanding. Homo reciprocans, homo sustinens (Siebenhühner, 2001), homo 
behaviouralis (Vanberg, 1994, p. 35) – a rule-and patterns-guided individual – will 
all be of importance. If the assumption of such diversified modes of behaviour is 
justified, then a deeper understanding of the individual, group and context sur-
rounding the choice process is needed (Holland, 2002). The understanding that 
human beings behave differently than rational individual utility maximising actors 
is central for ecological economics (Beckenbach, 2001, p. 22). 

One of the important questions in ecological economics is how to properly 
regulate the environment via the provision of (normative) policy advice to deci-
sion makers. But how can we give such advice without knowing how the actors 
we regulate behave with regard to particular incentives given through our recom-
mended regulations? Paavola (2002) points out how important it is for the regula-
tor to understand the reasons (the mental models) of the regulated, to be able to 
predict their behaviour after a certain rule has been changed. He exemplifies this 
with the help of an imagined scenario concerned with change in legislation on 
animal welfare. If, for example, we try to influence vegetarianism, we need to 
know the reasons why people would choose to be vegetarian: do they not eat meat 
due to faith reasons; do they not eat meat because its expensive; do they not eat 
                                                           
4 See also Vanberg (1994) for a discussion on where we should use rational and where rule-
following behavior. 
5 See the fascinating description of institutional emergence in East Africa’s rangeland by 
Mwangi and Ostrom in this volume. 
6 However, game-theoretic experiments have shown that even in a game under the rules of 
a competitive neoclassical market, people often behave differently than the models predict 
(Siebenhühner, 2001, p. 131) 
7 See Schlüter and Phillimore (2005), where the various rationalities employed by the peo-
ple living in a petrochemical town are shown. 

(Ostrom, 2005, p. 69; Vatn, 2005a, p. 113). The institutional setting, the context of 
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meat due to animal welfare considerations; or do they not eat meat due to consid-
erations concerning their own health? If we have not understood the underlying 
reasons behind the range of actions of different people, we will not be able to give 
policy advice. Or, even worse, if we unjustifiably assume a neoclassical rational 
human being, we might destroy a significant potential for self-regulating environ-
mental governance (Spash, 1995, p. 275; Frey, 1997; Bowles, 1998; Vatn, 2002, 
p. 154)8. 

Considering the above-mentioned aspects, it seems clear that ecological eco-
nomics and institutional economics need to consider the process of cognition more 
carefully, in order to develop a more comprehensive picture of the human choice 
process (Söderbaum, 1999, p. 164)9. 

15.3 Cognition, Mental Models and Sufficient Reason 

The basic idea of looking at the cognitive process is that the human choice proc-
esses will never be understood if we don’t consider the processes taking place in-
side the brain. If we define economics as the theory of choice (Samuelson & 
Nordhaus, 1998), then we need to understand how humans make decisions and, 

look at institutions (particularly in the field of the environment) where non-
monetary aspects play such a crucial role (Loasby, 2002). It is obvious that institu-
tional theory needs to think about cognition because the two aspects are so closely 
linked: mental models as “internal routines of the brain appear to perform similar 
functions to the external phenomena of institutions” (Loasby, 2002, p. 12). 

In most choice processes, human beings are not able to understand the data 
they observe as such; rather, the data needs to be interpreted and understood. 
Thus, heuristics are needed to help us make decisions in a complex world. Many 
of our choice situations cannot be characterised by a cost-benefit analysis, or the 
cost-benefit analysis cannot be understood as a simple process of summing up, for 
example, monetary values. Holland (1996) has described this process as a process 
of induction which every individual goes through while the brain and mental abili-
ties develop. The void individual – similar to the optimal researcher described in 
inductive research/grounded theory (Glaser & Strauss, 1967) – makes empirical 
observations and is able, due to those observations, to develop certain mental 

                                                           
8 A similar understanding can be found in North (1992, p. 46), where he writes that an im-
portant effect of ideology is to reduce the free-riding problem in a society and has, there-
fore, a positive, transaction-cost-reducing role to play. Ideologies make people think differ-
ently than the neoclassical model of individual utility maximisation would predict. 
9 Konrad Hagedorn has long ago pointed out that “Interpretationssysteme”, which would 
translate into something in between North’s terminology of ideologies and mental models, 
are crucial for an understanding of policy choice in the field of agriculture in Germany 
(Hagedorn, 1992, 1996, p. 429–449). 

therefore, need a cognitive theory (Hodgson, 1993b). This is even more so if we 
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structures. These structures and patterns enable the individual to detect regularities 
and start to make predictions, which then help the individual to make choices. 
Whenever an individual as a “pattern matcher” (North, 2005, p. 27) observes 
something which does not match an expected pattern, she then corrects her model, 
thereby improving it (Handlbauer, 2000). It is these models that allow the individ-
ual to act (Holland, 1996, p. 281). We do not need to develop our models and pat-
terns on our own – as a true inductive learner would, because they always start 
from an “empty” unbiased brain; rather, we take the patterns, routines and models 
from others who surround us. These are the mental models we acquire through our 
culture (North, 2005). From this perspective, one would probably replace the idea 

models and half-baked theories in our mind, and we constantly feed them with 
empirical information. If a particular pattern is not matched by new data, we 
search for the reasons why they conflict and we might adapt our model to be more 
in accord with this specific situation10. 

This influence of the past shows that the starting point of the cognitive process 
cannot be the individual alone, but the individual which is formed and shaped by 
the society in which it grew up. The recognition of path dependencies (North, 
1990) in the more individual-oriented approaches within institutional economics 
seem, to my understanding, to also recognise the fact that no individual exists out-
side of a society (Hodgson, 2007, p. 14). Knight and North (1997, p. 217) reject 
the presently dominant approaches within economics, which use individual psy-
chological approaches for understanding the importance of cognition. According 
to them, “rational decisions are the product of beliefs that are instantiated in social 
institutions and in other cultural symbols” (p. 218). An approach from cultural an-
thropology is therefore needed. 

According to North, mental models do not only consist of positive elements, 
which try to understand on how the world works, but also involve a normative 
element on how the world should be (North, 1994, p. 363)11. From North’s de-
scription, I find it unclear whether the normative aspect enters into the model of 
cognition because of the complexity of reality, which makes it unavoidable to 
make normative decisions and value judgments, or if it’s because he believes hu-
man beings are volitional creatures (similar to Bromley, 2006a). However, on 
practical grounds it does not make any difference whether (normative) mental 
models are used, because one does not know what would be, for example, utility 
maximising or because there is a volition, an ethic to be considered. In both inter-
pretations, we need to consider those models if we want to understand institutional 
change. 

                                                           
10 See Mwangi and Ostrom in this volume, describing such a process of learning, based on 
culture and new experiences. 
11 This distinction is similarly made by Bromley (2006, p. 14), where he distinguishes be-
tween volitional and epistemic premises. 

of an inductive learner by an abductive learner (Hodgson, 1993a). We have our 



322    Achim Schlüter 

The cognitive process heavily influences the institutional choice process taking 
place. According to Denzau and North (1994), we do not immediately perform a 
cost-benefit analysis and then choose the institutional solution that maximises our 
individual pay-off. We need our models, our beliefs12, and our filters, in order to 
interpret the data and be able to then adopt the solution the individual considers to 
be the wisest at that particular moment in time (in Bromley’s words, there are suf-
ficient reasons). This circle, as described in Fig. 15.1, is gone through a number of 
times during an institutional learning process. 

 
Fig. 15.1: Mental models and institutional change 
Source: Adapted from Denzau and North (1994, p. 18) 

The process of selecting one of the various institutional solutions proposed is un-
clear in North’s explanations. It is a spontaneous order of selection, in which 
competition plays an important role (North, 2005, 59). However, if ideologies 
(“incorrect”13 representations of reality; normative aspects) play an important role 
in this process, which they always will, the selection mechanism does not allow 
for any predictive theory. 

Bromley (2006a, 2006b) describes a conceptual scheme (see Fig. 15.2) which 
is, on a first view, similar to that of North. Human beings have certain beliefs (in 
North’s words a mental model) about how the world works and how they want it 

                                                           
12 Bromley explicitly uses the word “beliefs”, indicating that although there in an under-
standing of many social phenomena, there is no ultimate truth. Knight and North (1997, p. 
212) also think that “beliefs determine the strategic choice of the actors”. 
13 Incorrect is in quotation marks to indicate that there is no correct representation, or at 
least nobody would be able to identify one, when thinking of institutional phenomena 
(Searle, 2005). 
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to work. However, the important situations for institutional change are when the 
“irritation of doubt” arrives, so important for the process of abduction.  

 
Fig. 15.2: Sufficient reason and institutional change 
Source: Own drawing 

A particular phenomenon occurs which the current models either cannot explain 
or the current arrangement delivers an unsatisfactory result for, and therefore we 
want a change. Consequently, we start searching, similar to a doctor who detects a 
disease in his patient, for a diagnosis (Bromley, 2006a, p. 96) and a possible medi-
cation we could prescribe. This is the cognitive process of changing our beliefs, 
during which we use the “toolbox” of all our old patterns (settled beliefs) and try 
do adapt them. It is a creative, abductive process of recombination of old beliefs, 
which results in the creation of new beliefs and reasons. We may use the knowl-
edge and opinions of experts – warranted beliefs (Bromley, 2006a), in other words 
scientific theories14 – to underpin our arguments for a particular position. As voli-
tional creatures, having our own will and not just being “rational” machine like 
maximisers, we use normative statements (valuable beliefs) in formulating our ar-
guments. At this point it seems necessary to indicate that the distinction between 
warranted beliefs and valuable beliefs (positive and normative elements of mental 
models in North’s terms) is somehow impossible to draw if we deal with social 
phenomena. What is important in Bromley’s argument is that in this process, 
launched by the “irritation of doubt”, we try in discussion with others to accumulate 

                                                           
14 Denzau and North (1994, p. 25) also ascribe an important role to science as being a par-
ticularly approved mental model. 
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“sufficient reasons” for a particular change, which we then propose and attempt to 
negotiate on. Similar to the case of North (see above), the bargaining process 
(Bromley, 1989), or the collective action process (Bromley, 2006a), which leads 
to the selection of a particular institutional solution is not explained in detail by 
Bromley. But, to a certain degree like a deus ex machina, the most reasonable so-
lution for which there is “sufficient reason” is selected in a collective action proc-
ess (Bromley, 2006a, p. 75). However, this shortcoming of the two approaches 
should not concern us too much here, because our focus is on the description and 
understanding of the cognitive process and not the selection process of the particu-
lar medication (Bromley) or the selection of the mental model, which then be-
comes the shared mental model (North). 

15.4 Mental Models and Sufficient Reason: What is Different? 

Some authors find it important to draw a clear line between the old and the new 

1999; Bleischwitz, 2003; Paavola & Adger, 2005). Daniel Bromley gave a guest 
lecture in Freiburg in 2006 (Bromley, 2006a), where the question was raised con-
cerning what the differences are between his approach and the approach devel-
oped over the years by Douglass North, who deals extensively with the issue of 
cognition. I did not find the answer given at the seminar to be satisfactory, which 
acted as another motivation for the present paper15. The rejection of the approach 
of new institutional economics, particularly those aspects of it represented through 
the ideas of North, has been one of the most important issues in Daniel Bromley’s 
writings for a long time. The main arguments against the new institutionalism are 

which cannot be solved if we do not give up as the final reason for any institution 
the rational individual, which remains – according to the new institutionalism – as 
the basis for any institution-building process. In the beginning there is a rational 
individual, who, after making a cost-benefit analysis, thinks that establishing an 
institution is more useful. This idea is most clear when looking at the early North 
and his theory of the state (1988, p. 20). Bromley and others continue to stress the 
point that making this cost-benefit analysis cannot be done in an institutional vac-
uum because costs and benefits are always tied to a particular institutional setting 

                                                           
15 In Schlüter (2001), the theories I applied to the privatization process in Czech agriculture 
were mainly those of Douglass North. Daniel Bromley commented on my work at that 
time, rejecting a good part of my argumentation with the justification that it was based on 
the tautological arguments of North. Parts of this criticism have been understood by me, 
other parts have not. However, this is certainly one of the other reasons (apart from the 
seminar experience mentioned) why I would like to further explore the fundamental differ-
ences between the two approaches. 

the tautology (Bromley, 1989) or the infinite institutional regress (Vatn, 2005a), 

institutionalists (Hodgson, 1993b; Vatn, 2005a). In other contributions, the demar-
cation line between the two does not seem to play a particular role (Söderbaum, 
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(Vatn refers to this as the chicken and the egg problem)16. Knight, who is no doubt 
a new institutionalist and has often published with North, writes “that culture’s 
place in the cognitive process is to provide the substantive content of individual 
thoughts” (2000, p. 18). With this understanding, there cannot be a culturally-
contextually “unbiased” choice. Therefore, starting then from the rational calculus 
is a solution of the chicken and egg problem, but does not negate the problem of 
infinite regress, which is unsolvable. “This recognition of social influences on in-
dividuals places North very close to the old institutionalist tradition”, says Hodgson 
(2007, p. 14). 

North, following Holland, Holyoak, Nisbett, and Thagard (1986), Holland 
(1996), describes our learning process as more of an inductive process17. Brom-
ley’s (2006a, p. 96) and Hodgson’s (1993) descriptions of it favours an abductive 
process, in which the already existing models and theories we have from society 
play a larger role. This might be explained by the fact that the former came from a 
strongly methodological individualist tradition and the latter, being old institution-
alists, have a more nuanced understanding However, North recognises in many 
ways that culture, the inheritance of the past, is crucial for the understanding of the 
choices made by the individual (North, 2005, p. 33)18. Holland (1996, p. 282), on 
whom North bases his explanation of learning, clearly indicates that the experi-
ence-based process of induction unavoidably requires the context, history, and 
past19. From an epistemological perspective, there is an important distinction to be 
made between an inductive and an abductive process (Reichertz, 2003; Bromley, 
2006a), and what is described by North might be better put with the term abduc-
tion. However, if it comes to the description of how individuals come to adopt 
their mental models or beliefs, the word seems to be different but the process of 
adaptation seems to be the same. Individuals see a mismatch between their current 
model and the empirical result and, depending on their previous models/beliefs, 

                                                           
16 Reading Denzau and North (1994), one gets the impression that for them the question of 
chicken or egg is not of central importance; rather, they are interested in finding out what 
different degrees of rationality do to our cognitive process. 
17 The methodological discussion regarding grounded theory, which strongly emphasizes 
induction, clearly showed that it is impossible to do inductive research without any theo-
retical understanding prior to the research (e.g. Siebenhühner, 2001, p. 41). This is not only 
true for scientific reasoning, but also for everyday reasoning, which is not possible without 
existing cognitive concepts (Lakatos, 1982). 
18 There, North rejects a pure methodological individualism in favour of a certain form of 
constructivism, quoting Hutchins (1995, p. 354): “culture, context, and history … are fun-
damental aspects of human cognition and cannot be comfortably integrated into a perspec-
tive that privileges abstract properties of isolated individual minds.” Also see Dequech 
(2006), who makes the same argument about Knight and North. 
19 Inductivism (and having a theoretical void) was one of the main criticisms directed to-
wards the historical school within the Methodenstreit. The historical school can be seen as 
the predecessor of the old institutionalists. Perhaps this connection leads the old institution-
alists to try to avoid any proximity to inductivism. To my understanding, taking a pragmatic 
position, the difference between what Holland and Bromley describes is not fundamental. 
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they might come up with different solutions. The only difference might then be 
that the one focuses slightly more on the individual and the other more on the 
context. 

This difference might result from the fact that the main empirical foci of the 
two authors are quite different. Daniel Bromley looks, nearly exclusively, at insti-
tutions and property rights dealing with the environment (Bromley, 1992, 1996). 
They are always at the intersection between the environmental and the economic 
sphere. Due to the complexity argument mentioned above, one cannot rely on a 
“simple” utility maximising logic; instead, reasons, beliefs and mental models 
shaped by culture must be more prominent. It is obvious that in this field a non-
market logic, one which does not place the individual in the centre of interest, 
plays an important role. It has been always the society which has had to decide 
how we deal with and treat our environment (Bromley, 2001). 

North, on the other hand, mainly emphasises institutions governing economic 
exchange less influenced by interdependencies with the environment. Looking at 
more directly market-influenced institutional change, it is apparent that one puts 
the individual and the expected benefits of his actions into the centre of the analy-
sis. Markets favour this rationality (Vatn, 2005b, p. 126). 

In both explanations there is insufficient description of how the selection of a 
mental model or a belief takes place on its way to becoming either a shared mental 
model or being perceived as providing “sufficient reason”, as being relevant for 
institutional choice. Nevertheless, there is in fact a difference in the two selection 
processes that seems to be relevant. North believes that competition plays the cen-
tral role in selection. Different institutional designs compete with each other, and 
the more successful (efficient) one survives in the long run. Obviously, Bromley is 
strongly opposed to the idea that the efficient solution exists (Bromley, 1989). He 
sees a process of collective action as being crucial for selection. Differently opin-
ionated groups try to persuade each other with what they consider to be the most 
reasonable suggestion20. This difference in the selection mechanisms might also be 
explained by the kinds of institutions that they have focused on. Environmental 
legislation is, at least in some areas, exposed to economic competition, for exam-
ple between various nation states. However, the predicted outcomes of this institu-
tional change would often not be very desirable, if a competitive process for eco-
nomic advantages is always assumed. Additionally, complexity is often too high 
to indicate either one or the other alternative as being clearly superior (and supe-
rior for whom?). The competitive pressure, when looking at institutions closer to 
business actions, is probably higher and the role of competition therefore more 
central. 

This may at least partly explain the greater emphasis on volition in Bromley’s 
account. North comes from a neoclassical and evolutionary background, where the 
will of the individual human being does not play an important role. In the neoclassical 

                                                           
20 See Hotimsky, Cobb, and Bond (2006) for a classification according to selection mecha-
nism. 
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world, human beings behave in a mechanistic way (Bromley, 2006a, p. 24). In an 
evolutionary world, human beings do not behave like machines, but their elbow 
room is considerably reduced due to the selective pressures they face (Alchian, 
1950). However, there is no doubt that North recognises the considerable room for 
choice which remains. There are complex areas in the economy where cognitive 
differences will endlessly persist and, therefore, selection of the most “efficient” 
set of institutions will probably never take place (Denzau & North, 1994). 

One gets the impression that North and Bromley understand the malleability of 
mental models or reasons differently. One gets the idea when reading North that 
mental models are, at least in the short run, rather static. Changing a model takes 
time. They are rooted in our culture (Denzau & North, 1994; North, 2005)21. It is 
more a process of a spontaneous order type, which cannot be influenced by the vo-
litional individual. Reading Bromley, one thinks that many of the problems we 
face are new and, therefore, we need to adapt and change our models substantially. 
There is then, in his world, more scope for change in finding the appropriate rea-
sons. Therefore, the difference might also be due to the different processes primar-
ily focused on. 

This paper does not want to argue that there are no fundamental differences be-
tween old and new institutional economics; otherwise the different authors would 
not try to distance themselves from each other. The same applies to a comparison 
between Bromley and North. There are differences in their assumptions on how 
human beings behave. But one could imagine a continuum of all the various as-
sumptions, and neither author would place himself at one or the other extreme. 
Assumptions are, at least in this field of social science, more a question of belief 
or faith: we find, for example, much evidence of selfish behaviour, but also of al-
truistic behaviour (see e.g., Chapter 3 in Ostrom, 2005). The arguments regarding 
assumptions are therefore as old as the social sciences, and a definite answer to 
them will never be found. 

What is very similar indeed in the two understandings compared here is the 
central role they put on cognition for understanding processes of institutional 
change. For the one this is called mental models, for the other “sufficient reason”. 
Both imply that in order to understand institutional change and the processes 
which lead to it, we need to understand the reasoning (others would call this dis-
courses) of people. Therefore, one should not be dogmatic and argue about the dif-
ferences, but rather step ahead, join interests, and try to better understand the cog-
nitive processes of human beings. Institutional economists might then learn jointly 
from other sciences. 

                                                           
21 O’Neill (2004) sees an incompatibility between evolutionary approaches based on 
Hayek, who does not believe in humankind’s ability to steer development, and ecological 
economics, which traditionally has a strong faith in the possibility of volitional human be-
ings guiding economic processes. Lenger (2005) sees no fundamental incompatibilities, but 
rather suggests mutual fertilization. 
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To demonstrate the central similarity of the two approaches in their understand-
ing of cognition, here a quote from North, which could likewise have been written 
by Bromley: 

A bare-bones description of the process of economic change is straightforward. 
The “reality” of a political-economic system is never known to anyone, but hu-
mans do construct elaborate beliefs about the nature of that “reality” – beliefs that 
are both a positive model of the way the system works and a normative model of 
how it should work. The belief system may be broadly held within the society, re-
flecting a consensus of beliefs; or widely disparate beliefs may be held, reflecting 
fundamental divisions in perception about the society. The dominant beliefs-those 
of political and economic entrepreneurs in a position to make polices-over time re-
sult in the accretion of an elaborate structure of institutions that determine eco-
nomic and political performance. (North, 2005, p. 2). 

If there is a consensus on the central role of cognition for understanding institu-
tional change, then this has clear methodological consequences, which are the 
same for the two approaches. We cannot black-box the individual anymore; we 
need to understand her reasoning, we need to understand the mental models she 
employs. For getting at those mental models, we need qualitative data. We need to 
understand how actors involved frame phenomena relevant for institutional 
change. These methodological questions are of particular importance, if we want 
to apply both of those theories to empirical situations. Therefore, a possible em-
pirical approach is laid out in the following section. 

15. 5 Methodological Implications: Investigating Mental Models 
and Sufficient Reason 

If we take the above seriously, that cognition plays an important part in under-
standing institutional change in the field of the environment, we must get at the 
mental models used by people to give sufficient reasons for their planned actions. 
According to Holland (2002, p. 18), Loasby (2002, p. 8) or Knight (2000, p. 21), 
using an experimental setting for analysing cognition and institutional change has 
not been getting us far, because a context-free environment will not lead to an ap-
propriate understanding of institutional change. There is certainly no scope for any 
methodological fundamentalism, because reality is often so complex that it is wise 
to also observe the situation from the opposite angle: a relatively simple experi-
mental setting in the lab can give us further insights into human rationality 
(Ostrom, 1998, 2005). A similar argument as between “cognition in the wild” 
(Hutchins, 1995) and cognition in an experiment could be made in relation to the 
qualitative/open versus the quantitative/standardised divide. In an explorative 
phase of research, where the emphasis is on understanding the relevant mental 
models existing, certainly a qualitative approach would need to dominate (see be-
low). In other phases of research, where the emphasis is on determining what is 
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the “shared” (Denzau & North, 1994), and therefore most relevant, mental model 
for institutional change, a more standardised approach is adequate. The argument 
here would be in favour of a methodological pluralism (Poteete & Ostrom, 2004, 
2005; Hotimsky et al., 2006). However, here I make an argument in favour of a 
qualitative approach, as in (agricultural) economics this approach has been long 
neglected. 

Knight (2000, p. 21), referring to Hutchins (1995), believes it necessary to in-
vestigate “cognition in the wild” in order to understand the cognitive process 
which leads to institutional change. We need sufficient contextual information and 
“thick description” (Geertz, 1987), as can only be delivered by case studies 
(Hiedanpää & Bromley, 2002). We need the reasoning of individuals and groups, 
as can be delivered by “open” (Lamnek, 1995) interviews and participatory obser-
vation. Adger et al. (2003) make this argument for ecological economics, stating 
the need for “‘thick’ analysis” to understand environmental decision making. 

For understanding the mental models/reasons of people who are making an in-
stitutional choice, and thereby promoting institutional change, we need to have 
qualitative data, the discourses of people: how they argue in favour of one or the 
other institutional proposition. In-depth analysis of the verbal statements of indi-
vidual actors will help us to understand the mental models and reasons that then 
lead to institutional choices being made. Which type of data analysis technique we 
use, for example, content analysis or grounded theory, depends on the particular 
question we are focusing on. Obvious is that we need to consider qualitative data, 
which is not very common either in ecological or in institutional economics. 

Bromley argues that it is a process of discussion, a gathering of sufficient rea-
son for a proposed change, making clear that we are dealing with a group process, 
and the analysis of an individual discourse is not enough. Also with North, it is not 
the mental model, but the shared mental model that ultimately drives institutional 
change. Above it was argued that both approaches do not fully explain how we 
pass from the individual mental model or reason to the shared mental model or the 
sufficient reason, which finally attains conviction about the necessity of a change. 
However, on methodological grounds, it would be participatory observation which 
allows us to observe how a joint understanding of a particular choice situation is 
formed, how the individual mental models are influenced by each other. So, the 
method of choice for understanding cognition in a process of institutional change 
would actually be the case study approach. 

In the following, I use some qualitative data from a project which I am part of 
that analyses institutional change in the forestry sector22. It is not about political 
change; rather, we analyse contractual and organisational changes on the local 
level. With the help of new contracts or new forms of organisation, property rights 
                                                           

22 Over a period of a year and a half, 46 schedule-based interviews were conducted with the 
various actors involved in a region of Germany (Allgäu) and participant observation was 
undertaken. The data was transcribed and analysed with the help of MaxQDA, a qualitative 
data analysis software. For more information see: www.zufo.de. 
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are distributed differently. One can imagine that such processes of redistribution 
are of great significance for the way in which the resource is managed and, there-
fore, the subject is germane to ecological economics. Examples of these changes 
are contracts for standing timber instead of harvesting through the owners, or the 
question of who gets the right to determine when and how much is actually har-
vested. All involved parties (saw mills, forest owners, forest associations) have re-
alised that a change seems to be needed and, therefore, have an interest in this 
change. For the purpose here, where I just want to show what it would mean to 
analyse mental models and the reasoning of actors involved in a process of institu-
tional change, the details of the process and the arguments are not important, of-
fering only some snapshots about the process. Important to remember is that these 
actors are promoting and determining the institutional change currently under way 
through the mental models and reasons described below. 

I underline the role of mental models or sufficient reason with the help of two 
sets of quotes, the first of which shows what a singular mental model would be 
and what it means to observe such mental models “in the wild”. The second set of 
quotes, where I present two lines of argument, shows how a bundle of mental 
models provides sufficient reason for arguing in favour of the one or the other in-
stitutional choice. The first argument is in favour of a contractual choice, which 
leaves all responsibilities and work with the forest owner, even if from an effi-
ciency point of view a contracting of service providers would be more reasonable. 
The second argument supports the choosing of a new contracting partner. It is 
against new service providers which are associated with the big saw mill industry. 

The following, first, set of quotes show a few “competing” mental models in 
relation to the question of whether small saw mills, and therewith their contractual 
arrangements, should still be supported or not. Only if we consider these mental 
models will we be able to understand why a particular institutional choice is taken. 
Many forest owners, as the first quote below indicates, say that they would sacri-
fice a few of Euros without difficulty, in order to secure the survival of the small 
and medium-sized saw mills. They speak like volitional, wilful beings (Bromley, 
2006a). Supporting regional development and small businesses, which create em-
ployment in the region, is a prominent discourse. Others (2, 3) seem to argue in 
favour of the survival of the small and medium-sized saw mills because it secures 
a condition of long-term competition instead of a cartel, demonstrating the use of 
“warranted beliefs” (Bromley, 2006a)23. The cognitive models of quotes two and 
three resemble a type of rudimentary economic theory of competition24. A manag-
ing director of a forest association (4) has a neoclassical understanding of the 

                                                           
23 The role of warranted beliefs can also be perceived when looking at another module 
within the project referred to in this paper. Its aim is to give advice towards improving the 
actors’ network-building process. Views from scientific community representatives are 
used to back up and underline the opinions formed in the module. 
24 One could distinguish even further: quote two represents a structure-based understanding 
of competition, found in old theories of competition, whereas quote three seems to have a 
more modern and dynamic understanding of it. 
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process. If the price is lower, then it will obviously be selected – the invisible hand 
will do its job. The last two forest owners have a view similar to spontaneous or-
der/evolutionary approaches. The first combines it with a value judgment, saying 
he dislikes this selection process, while the second sees it as a natural process. 

1. Forest Owner: No, to me that’s not worth it, because I agree with the tradi-
tional way of doing things. I think that it’s more reasonable to have several of 
them, some smaller and medium-sized ones – they don’t have to be really 
small – but I like the medium-sized and small ones better. I could do without 
a few Euros so that these people could continue to exist. 

2. Forest Association Manager: All in all, it’s not a bad thing when the structures 
can be kept the way they are, that we keep small, medium and large ones, and 
not just large ones that eventually destroy all the small ones. That’s always the 
problem. The resulting competitive situation is probably what has been respon-
sible for the price increase. 

3. Forest regulator: Naturally, it’s definitely going to lead to an acceleration of 
the dying out of medium-sized saw mills, this is clear – it’s certainly tough 
competition. But I mean, then that’s the way it is, just like it is elsewhere too. 
There are some big ones, a few niche providers, a couple of family businesses 
and the rest. The rest is gone now and so this development is going to proceed 
faster than it would have before. Altogether though, it’s clearly keeping the 
timber demand in this area alive. But how long this is going to last, and to what 
extent price arrangements and contacts might eventually lead to some kind of 
oligopsony, remains to be seen. But it’s not going to be easy [for the firms to 
maintain the oligopsony], because such a plant is there to treat timber, not to 
not treat timber, so I’m therefore rather confident. 

4. Forest Association Manager: This is bad. I believe that we want the small ones 
to stay, but we don’t have the timber25, so when the market price is 80 Euros, I 
can’t just tell the one sawyer that, because of his significantly higher break-
even point, he can get it from me for 70 Euros – that just doesn’t work. Either 
he comes through, because he’s found some kind of niche, or he’s gone. … Be-
cause the local carpenter, who always bought the wood from him, he says to 
the sawyer that he needs to offer his goods for a good price too, so he needs the 
wood as cheap as possible, it doesn’t matter how well they know each other 
when the wood is more expensive. And the consumer doesn’t care, he just 
wants it cheap. 

5. Forest Owner: That’s how, in principle, the whole economic system works. 
Whether it’s the sawyers or the farmers, it’s the same principle. Always more 
of the bigger ones and the smaller ones disappear, whether that’s in agriculture 
or, like we used to say, “Aunt Emily’s Shop” – they aren’t around anymore. 
The big discounters built on the green field, and yeah, that’s how it is with the 
sawyers too. Actually, I don’t agree with this principle. Neither in agriculture, 

                                                           
25 A member of the forest association is not obliged to sell her timber to the association. 
She can also look for better opportunities. 
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nor with the discounters, nor with the saw mills, because so much is being real-
ised in one concentrated area, and the machines are so optimised that more and 
more jobs are disappearing. And with the high unemployment rate, it would ac-
tually be much more logical to have better smaller ones with more jobs, instead 
of a lot of unemployed workers. 

6. Forest Owner: No, because that’s the way it always is. It was already like that 
50 years ago. I know, because my father was also affected by it, he was a 
miller. There used to be a mill in every village, but it’s not like that anymore – 
we can’t even imagine it. I think that the small sawmill – the kind you think of 
in the country, to which the farmer directly brings his logs – it just can’t work 
economically. I also think that there’s only one market, maybe even one world 
market. And timber is simply a commodity. It’s clear to me, that it has to be in-
dustrialised and profoundly automated. And there’s absolutely no reason to 
make this [seem like] a bad thing. 

The excerpted quotes from above can certainly not be understood as providing 
“sufficient reason” for one or the other institutional solution. They are rather 
fragments of larger arguments, which would need to be joined together in order to 
see the whole chain of arguments that finally result in sufficient reasons. They are 
rather various (competing) mental models which argue either in favour of or 
against a certain choice, for example: choosing small saw mills as contractors will 
secure competition, which in the long run will favour the position of forest own-
ers. 

The second set of quotes below links a chain of mental models, providing a 
first idea of what could be a sufficient reason for an institutional choice. Obvi-
ously providing “sufficient reason” needs a long thread of arguments, which 
would make a paper in its own right26. Therefore, I just want to present two short 
chains of arguments which indicate what type of analysis would be needed for un-
derstanding the process of change. The first example is a narrative of a forest 
owner, who explains why he sticks with the old form of contract he has with his 
forest association, under which he is now doing all the work in the forest on his 
own or better said with his sons, even if from a transaction cost or efficiency per-
spective there is no doubt that a more integrated form of contract would be a lot 
more advisable. 

Forest Owner: Yes, I know that [a kind of service contract] exists, but I’ve never 
considered it. It might be because I find this relatively small forest still kind of nice.  
Where you can sort of saw a bit of wood here and there, and take out your firewood. 
Only doing a really little bit, on a really small scale. We have a wetland in the 
middle, with a picturesque little creek that flows through there – we made more of a 
clearing in that area. So, what was it that I wanted to say – it has a really small 
recreational value and, perhaps when I go with my boys out into the forest, a 
somewhat larger pedagogical value. I’ve been doing that since they were little, we 
get wood in the summer when it’s warm, for the winter when it’s cold. Yeah, that 
kind of provisional thinking, I think you can really learn that in the forest. First you 

                                                           
26 The entire study hopes to provide such an account (see Koch, 2008). 
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get the wood, then pile it up, then it has to be sawn down again, and finally it’s piled 
up again. All in all it’s a huge undertaking, but then we’ll burn it here, and we’ll be 
burning the wood that the kids have already had in their hands three times. 

Looking at other literature on the motivations of small-scale forest owners, the 
above argument is certainly a typical line of reasoning (Madsen, 2003; Ziegenspeck, 
Härdter, & Schraml, 2004). However, it clearly shows that his decision to use a cer-
tain type of contract to service his forest is certainly not understandable on the 
basis of a narrowly economic rationale, calculating costs and benefits (or only if 
we declare everything as costs and benefits, which then renders the concept mean-
ingless; see Holland, 2002, p. 20; Paavola, 2002). We need to understand the rea-
soning, the line of argument behind his decision. Harvesting or not harvesting the 
forest himself is much more than an economic decision – it is “pedagogical” one. 
In other words, it is about transferring cultural values to his sons, living in a cer-
tain relation to nature, and getting prepared in the summer for the cold winter 
days. 

He then explains why he still continues to harvest the forest with his sons: 

It also has something to do with the fact that I was actually in this forest with my 
father, I was as old as my kids are now, and I had to help him out.  I remember too, 
that sometimes I didn’t really feel like having to help anymore. And, after I got a 
little older, then it was ok again.  And so now I experience this in the second 
generation from yet another perspective, and for me that’s also one reason why I 
have it [the forest] at all. 

Here the reasoning becomes even more complex. He seems to derive some utility 
from the fact that he can now see his sons, similar as his father once saw him, not 
enjoying having to accompany him to the forest. Policy instruments which 
wrongly assume a rational actor might never be able to realise their theoretically 
predicted power (Frey & Schneider, 1997). Therefore, such a statement also shows 
how important it is to know the cognitive models of the actors when designing 
policy. 

Another excerpt below shows the reasoning of a forest association manager. If 
one would not consider his strategic interest in this line of argument, one could 
certainly see the sufficient reason for blocking this institutional change that he de-
scribes from the perspective of a forest owner or an environmentalist. From the 
perspective of many forest owners he makes a convincing argument, drawing on 
deeply rooted mental models about sustainability: the concept emerged in forestry, 
that sustainable forestry and a capitalist firm with only monetary interests are two 
incompatible antipodes. The excerpted text is about the role of his competitors in 
the field of forest services. His competitors are in most cases owned by the saw 
mill industry and have a strategic interest in changing the rules of timber harvest-
ing, allowing them to better integrate forestry into their timber supply chain. This 
forest association manager is rather eloquent and his reasoning, his mental models, 
have a considerable influence on the emergence of shared mental models, as he 
proliferates his ideas in an endless series of forest association meetings and seminars 
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for forest owners. His line of argument can be traced back, when analysing inter-
views or participant observation of forest owners. 

Forest Association Manager: Klenk [a big saw mill] has the TTW [a forest service 
provider owned by Klenk], he bought the forest operation – so far the forest 
operation has been part of the forestry sector, which means that the plans we’re 
making consist of sustainable forestry, forest planning, and reasonable planning 
within the frame of what we’ve learned and what we understand. And now we have a 
paradigm shift.  The TTW’s assignment is to supply the Klenk lumberyard in the 
short term. He goes out and it doesn’t interest him how the forest is or sustainability, 
he says supply, away with the trees. […] PEFC [a certification scheme within 
forestry], they don’t interest the TTW.  … There isn’t any sort of optimalisation 
taking place, because they only remove as much as they need, but that doesn’t mean 
that they’re optimalising. … They do not maximise the value added for the forest 
owner, that’s rather bad. […]  He just [Klenk] goes out to cut down trees and sells 
them.  Forest owners phone me up and say that they have a badger in the garage, a 
fox is digging around in my yard, there’s a problem with one of my roads, I have a 
beetle, there’s a caterpillar nibbling at my place, can you come over on the weekend?  
Klenk and TTW don’t do that.  That means that we take care of our forest owners, 
every boo-boo they have – he doesn’t.  And it simply isn’t fair when someone says 
that you have to compete with each other on the economic market, but then please 
apples with apples and apples and pears. Then I’ll just drop everything overnight, 
only do Hot-Logging, log, get rid of the wood, then I can do that too. 

Normative statements/valued beliefs obviously play a large role in determining 
which institutional form is most preferred. However, these normative statements 
are strengthened by positive reasoning, a warranted belief, here about sustainable 
forestry. It shows how the positive and the normative part of mental models, as 
distinguished by North, is rather a matter of degree and, ultimately, a clear-cut dis-
tinction between the two parts is impossible. The two components are intertwined, 
together providing sufficient reason for change or not: in this case a rationale for 
keeping the old form of organisations with forest associations in comparison to 
saw-mill-owned completely private businesses. 

15.6 Conclusions 

The paper has shown on a theoretical basis that there is a need for ecological eco-
nomics to integrate cognitive aspects, as they are increasingly being considered in 
institutional theory when analysing institutional change. There are some well 
known methodological and epistemological differences between the two main 
schools of institutional economics (old and new/ Bromley vs. North). However, 
the importance of cognition and the way it influences institutional change seems 
very similar for both. They seem complementary and do not imply an either/or de-
cision. A special emphasis on one or the other might depend on the particular is-
sue examined (emphasis on the market vs. environment-oriented processes). 
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If we just focus on cognitive processes (mental models and sufficient reasons) 
and not on a broader comparison, we realise that they are very similar indeed. Par-
ticularly if we ask what their theoretical insights signify for empirical investiga-
tion. For understanding the importance of mental models and sufficient reasons for 
institutional change, we need qualitative data, particularly narratives and dis-
courses of actors involved in the process of change. The empirical snapshots pro-
vided in this paper have only given selected insights into peoples’ modes of rea-
soning, showing the importance of those discourses for getting at the mental 
models and sufficient reasons of the actors. Similar to the theories themselves, 
such snapshots do not provide us with an explanation of the selection of one or the 
other mental model. If we ever – and here we again meet one of the differences 
between the approaches – find such a generally satisfying explanation, it might 
also be seen differently by the old and the new institutionalists: the latter being 
more in search of such a general theory and the former being more sceptical that 
such a general and relatively context-independent theory could exist 27. Therefore, 
the reactions to the “stories” told here might be different. On the one hand, one 
can argue that the only thing we can learn from this account is that reasons matter, 
but nothing more. On the other hand, one can argue that this is one necessary way 
forward: generating more “thickness” of this kind, will finally lead to a more gen-
eral and, therefore, theoretical understanding of those processes. 
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16 Analysing Institutions: What Method 
to Apply? 

Volker Beckmann and Martina Padmanabhan 

Abstract. This paper seeks to contribute to the ongoing debate about methods of 
institutional analysis. How to empirically analyse institutions and institutional 
change? Is there a superior method when it comes to institutional questions? We 
discuss these issues for the most common methods in empirical institutional 
analysis, i.e. case studies, econometrics, experiments and agent-based modelling. 
Building on Alston (1996), with reference to Williamson’s (2000) overview of in-
stitutional economics, we identify level of social analysis and research questions 
as two important dimensions that may guide methodological decision. Distin-
guishing between effects, causes and processes of institutional choice and change 
as the basic research questions in institutional analysis, and combining these with 
the four levels of social analysis (i.e., social embeddedness, institutional environ-
ment, governance structures, and resource allocation) helps to precisely distin-
guish between differently oriented investigations within a common theme. In addi-
tion, we discuss how the time horizon of a study, the observability and 
measurability of the institutions examined, and the roles that actors play therein 
significantly constrain possible choice sets among methods. In doing so, we iden-
tify trade-offs as well as important complementarities between applying different 
methods. 

Keywords: Agent-based modelling, Case studies, Econometrics, Experiments, 
Methods, New institutional economics 

16.1 Introduction 

New institutional economics (NIE) has progressed significantly in the last three 
decades (Ménard & Shirley, 2005; Brousseau & Glachant, 2008). Based on a 
small number of powerful assumptions and key concepts – including incomplete 
and asymmetric information; bounded rationality and opportunism; methodological 
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individualism; transaction costs; and institutions as “the rules of the game” – a 
great number of theories have been developed. Principal-agent theory, for in-
stance, originating with papers by Ross (1973) and Stiglitz (1974), has grown over 
the years into a comprehensive theory of incentives (Laffont & Martimort, 2002). 
Transaction cost economics, pioneered by Coase (1937) and Williamson (1975), 
although still not fully formalised today, has spread the concept of transaction 
costs into many areas of social sciences (Dixt, 1996; Rao, 2003). Similar devel-
opments can be mentioned concerning other branches of NIE, such as property 
rights theory, contract theory, collective action theory or the new political econ-
omy. Theories of NIE are increasingly being applied in environmental and re-
source economics or ecological economics, leading to significant extensions and 
theoretical refinements, with the goal of capturing the complexity of human – na-
ture interactions (Ostrom, 1990; Bromley, 1991; Challen, 2000; Hagedorn, 2002; 
Young, 2002; Ostrom, 2005b; Vatn, 2005; Hagedorn, 2008). 

Theoretical developments within NIE have always been accompanied by a 
wealth of empirical research to develop, test or redefine theoretical propositions. 
For many years, case studies and econometric analysis have been the main tools 
for empirical research. In the last decade, however, other tools, such as experimen-
tal economics and agent-based models, have come to play an increasingly impor-
tant role, thus prompting increasingly intense reflection on methodology within 

This paper seeks to contribute to the ongoing debate about methods of institu-
tional analysis. How to empirically analyse institutions and institutional change? 
Is there a superior method when it comes to institutional questions? Our paper 
builds on the discussion of Alston (1996), with reference to Williamson’s (2000) 
overview of institutional economics. We argue that, in the selection of methods for 
institutional analysis, level of analysis, research questions, time horizons, measur-
ability and observability of institutions and the roles played by actors are, or 
should be, central concerns. 

The paper is organised as follows. Firstly, we will briefly characterise the main 
tools used in empirical institutional analysis by introducing case studies, econo-
metrics, experiments and agent-based modelling as the four key methods of con-
temporary NIE. These techniques are partly substitutes for each other, but can also 
be largely complementary in analysing complex issues in a social system. How-
ever, researchers need to make decisions about what methods should be applied to 
reach specific research goals. In order to guide such decision processes, we argue 

NIE. Whereas Alston (1996) only discussed the advantages and disadvantages of 
case studies and econometric analysis for investigating processes of institutional 
change, Menard (2001) already included the option of using experimental eco-
nomics. Then Schmid (2004) treated methods in institutional economics as ex-
periments, followed by case studies, econometrics and finally simulation models. 
In the recent “guidebook” to NIE (Brousseau & Glachant, 2008), Alston (2008) 
argues for the use of case studies in NIE, Sykuta (2008) considers the use of 
econometrics in contracting and organisation research and Robin and Staropoli 
(2008) reflect on the importance of experimental economics. 
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that a number of issues matter, identifying in Section 3 level of social analysis and 
research questions as two basic dimensions guiding method choice. Indeed, we 
observe regularities between methods selected, levels of analysis chosen and the 
kinds of research questions posed. In order to explore these regularities further, in 
Section 4 we discuss additional dimensions to be taken into account when making 
methodological decisions: time horizon, observability and measurability of institu-
tions examined, and the roles that actors play in particular action arenas. In doing 
so, we identify certain limitations characteristic of the currently employed meth-
ods. In the last section, we draw conclusions regarding method choice. 

16.2 The Tool-Set of Empirical Institutional Economics 

As already mentioned above, contemporary NIE make use of a great diversity of 
empirical methods to analyse the development and performance of institutions and 
to test and develop theories (see e.g., Schmid, 2004, pp. 138–162; Brousseau & 
Glachant, 2008, pp. 103–180), with the most prominent methods being (1) case 
study analysis, (2) econometric analysis, (3) experimental economics and (4) 
agent-based modelling. These four tools and their application within NIE are 
briefly described in the following sections. 

16.2.1 Case study analysis 

A case study primarily investigates a small number of units of interest – purpose-
fully selected out of a population of possible units – in a largely qualitative man-
ner (Yin, 2003; Gerring, 2007). Such units could be countries, firms, households, 
groups, individuals, transactions, resources, regions, political parties, but also 
events such as revolutions, disasters, crises or wars. Although the number of units 
may be small, each unit may contain a large number of subunits that can be inves-
tigated using quantitative methods (Seawright & Gerring, 2008). Case studies rely 
on observable or recorded data and are capable of investigating historical as well 
as contemporary units or events. Information may be gathered in a variety of 
ways, such as analysing documents, conducting interviews and surveys or through 
participant observation. The main tool for verifying acquired data is triangulation, 
i.e. the simultaneous use of different sources of information. The main advantage 
of case study research is often considered being thick description and identifica-
tion of causal mechanisms; its main disadvantages being the lack of representa-
tiveness of its results and the limited ability to estimate causal effects (Gerring, 
2004). However, case studies could be used at different stages of theory develop-
ment, such as generating, illustrating or testing (George & Bennett, 2005), and can 
also be replicated for additional units. 
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Case studies are widely used in NIE, and many of the most seminal contribu-
tions therein rely on the investigation of single or few cases (Alston, 2008). 
Demsetz (1967), for example, illustrates his theory of property rights via the case 
of property rights over wildlife among the Native Americans of Labrador Penin-
sula. North and Thomas (1973) developed their theory of institutional change 
based on the history of Western Europe and, within that general unit, purposefully 
compared the histories of France, Spain, the Netherlands and England. Klein, 
Crawford and Alchian (1978) illustrate the implications of specific investments for 
contracting and vertical integration with the case of the acquisition of Fisher Body 
by General Motors in the 1920s. All of these authors employ case studies for illus-
tration of a general theoretical argument. Other prominent case studies in institu-
tional economics use them to rebut competing theories and to develop new ideas, 
with prominent examples being Coase (1974), whose case study on the British 
lighthouse system shows that it has been possible to provide “pure public goods” 
privately and rebuts the general theory of public goods that argues that pure public 
goods need to be provided by the government, and Ostrom (1990), who rebuts the 
“tragedy of the commons” argument (Hardin, 1968) through a detailed examina-
tion of cases of successful community common pool resource management in 
many countries around the world. 

In this volume, Schlüter as well as Birner and Wittmer use case studies to illus-
trate more general theoretical arguments, whereas Korf uses a case study from Sri 
Lanka to rebut some theoretical claims. Meanwhile, Rozelle and Swinnen conduct 
a comparative historical case study for the East Asian and former Soviet transition 
countries, Mehl presents a single case from German social policy and Mwangi and 
Ostrom provide a case study of ecological resilience in the Massailand. 

16.2.2 Econometric analysis 

usually relies on a large number of observations and quantitative measurements of 
dependent and independent variables, with the main goal being the investigation 
of relationships between particular quantities of interest. The number units under 
observation are most commonly a random sample for a larger population of units. 
Econometrics usually uses contemporary or historical data sets of observable or 
recorded data and, in many cases, relies on survey data. Data is analysed through 
application of statistical procedures, using different techniques according to the 
characteristics of the dependent variable(s), the distribution of the error term and 
the characteristics of the data set (e.g., cross-section, time-series or panel data) 
(Greene, 2003). The main strengths of econometrics are identification of causal ef-
fects, probabilistic testing of theoretical propositions and being able to regard 
results as representative of a larger set of homogeneous units. Its disadvantages 

“Econometrics”, according to Verbeek (2004, p.1) “is the interaction between 
economic theory, observed data and statistical methods”. As such, econometrics 
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include an almost exclusive reliance on quantitative information, inability to iden-
tify causal mechanisms and a need for large data sets. 

Econometric analysis has become a standard tool in NIE, in particular for re-
search on contracting and organisation (Masten & Saussier, 2002; Sykuta, 2008). 
Since organisational structures and contracts are mostly of a discrete type, con-
tracting and organisational research employs discrete-choice models – such as bi-
nomial, multi-nominal, ordered logit or probit – which try to estimate the probabil-
ity that a specific organisational form will be chosen (Sykuta, 2008). Numerous 
cross-sectional econometric studies have been conducted, for example, to test the 
discriminate alignment hypotheses of transaction cost economics (Williamson, 
1975, 1985, 1996). The results, largely supportive of the theoretical predictions, 
have been frequently summarised in the literature (e.g., Shelanski & Klein, 1995; 
Klein, 2005; Macher & Richman, 2008). More recently, the availability of new 
data at the international level (Beck, Clarke, Groff, Keefer, & Walsh, 2001) has 
led to econometric investigation of links between institutions and economic 

16.2.3 Experimental economics 

Experimental economics studies the interaction of human subjects within a context 
specified by the researcher. According to Smith (1994, p. 113), each experiment is 
characterised by an environment, institutions and observed behaviour. The envi-
ronment consists mainly of the endowments of the actors and the payoff-structure. 
Institutions govern the possible exchange of information, possible actions and 
their consequences: in terms of, for example, what is allowed to become a binding 
contract. The observed behaviour of participants is, then, a function of the envi-
ronment and the institutions that constitute the controlled variables. As such, ex-
periments can study the impact of environments and institutions on human behav-
iour. Experiments are conducted in the laboratory as well as in the field, and they 
can be replicated anytime, anywhere. Their main advantage is that many influenc-
ing factors are under strict control of the researcher and stylises theories about 
human behaviour could be tested in a straightforward way. The highly stylised 

markets (La Porta, Lopez de Silanes, Shleifer, & Vishny, 1998, Botero et al., 
2004). A fast-growing literature using cross-country econometric analysis is pro-
viding significant evidence regarding the effects of the institutional environment 
on economic performance (Acemoglu, Johnson, & Robinson, 2001; Easterly & 
Levine, 2003; Rodrik, Subramanian, & Trebbi, 2004). Similar approaches have 
been adopted to examine the effects of institutions on environmental performance 
(Saleth & Dinar, 2004). 

In this volume, Polman and Slangen use a trivariate probit model to estimate 
choice of contractual arrangements concerning land in the Netherlands. 

growth, begun with the pioneering research of Knack and Keefer (1995), or be-
tween the institutional environment and the development of financial or labour 
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setting of laboratory experiments leads also to one of the most pronounced disad-
vantage, i.e. the limited transferability to real world setting. Field experiments try 
to bridge this gap (List, 2008). 

Experimental economics mainly developed outside the core of NIE by analys-
ing different modes of market exchange, focusing in particular on auction design 
(Smith, 1994). Experimental economics has been very much influenced by game 
theory, testing the predictions for different games, such as prisoners’ dilemma 
games, coordination games, public goods games, ultimatum games, and dictator 
games. All of these games differ in terms of their environments and institutional 
settings, and the effect of institutional variation among them has been studied, 
such as public good experiments with and without the possibility of sanctioning 
(Fehr & Gächter, 2000). Since experiments often reveal significant differences be-
tween rational-choice predictions and observed behaviour, it has been found that 
games can also be used to measure social preferences or informal institutions. In 
this way, experiments can provide insights concerning different dimensions of cul-
ture (Henrich et al., 2005). Experiments have also been conducted, among many 
others, to study the performance of different kinds of labour contracts (Fehr, 

of property rights (Fehr, Kremhelmer, & Schmidt, 2008), bargaining under differ-
ent property rights settings (Croson & Johnston, 2000), different decision or voting 
rules (Guarnaschelli, McKelvey, & Palfrey, 2000), or anarchy and the emergence of 
the state (Duffy & Kim, 2005). 

In this volume, Theesfeld reveals the negative reinforcement of trust through 
stylised games for the irrigation sector in Bulgaria, while Vatn discusses the role 
of framing effects and the use of experiments to shed light on different concepts of 
rationality. 

16.2.4 Agent-based modelling 

Agent-based modelling studies the interaction of artificial actors in artificial envi-
ronments, using computer simulations (Epstein & Axtell, 1996; Epstein, 2006; 
Tesfatsion & Judd, 2006). Researchers create complete artificial worlds, which are 
regarded as evolving complex systems consisting of environments, rules and 
agents. Based on a bottom-up philosophy, aggregate properties are modelled as 
the outcome of micro-dynamics involving basic entities. In contrast to other mod-
elling approaches, the heterogeneity of agents, information asymmetry, bounded 
rationality, and learning among agents is explicitly modelled. Additionally, the 
models are dynamic in the sense that agents form adaptive expectations, and the 
system as a whole is non-reversible and path-dependent. Interaction between 
agents is direct and endogenous, which means that although actors usually interact 
within their socio-economic neighbourhood, the pattern of interaction may change 
over time. The data produced is purely generated, but has the great advantage that 

 

Kirchler, Weichbold, & Gächter, 1998; Fehr, Klein, & Schmidt, 2007), the choice 
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the behaviour of agents, their computational capacities and modes of decision 
making are controlled by the researcher. The most important disadvantages are 
that the institutions modelled consist of rather simple rules and the models are of-
ten not well adjusted to any real-world empirical setting. Furthermore, agent-based 
models can only prove primary theoretical concepts, but are difficult to verify by 
empirical observations. 

Agent-based modelling has been largely developed outside the core of NIE, 
with early contributions investigating the phenomenon of social segregation 
(Schelling, 1971) and norms of reciprocity in prisoner’s dilemma games (Axelrod 
& Hamilton, 1981; Axelrod, 1984, 1986, 1997). Currently agent-based models are 
being applied in many areas, including the management of common pool re-
sources (Janssen, Walker, Langridge, & Abel, 2000; Schlüter & Pahl-Wostl, 
2007), the emergence of civil wars (Epstein, 2002), the emergence of religion 
(Dow, 2008), the development of language and money (Howitt & Clower, 2000), 
structural change in agriculture (Balmann, 1997; Berger, 2001) and complex hu-
man-ecological systems (Janssen & Ostrom, 2006). 

Within this volume, none of the authors make use of agent-based models, al-
though many topics and problems addressed here could inspire the design of a 
number of multi-agent models. 

All of the methods briefly characterised above contribute to the empirical 
analysis of institutions and provide important insights. As such, they have to be 
regarded more as complementary rather than substitutes for each other1. However, 
all of these approaches have advantages and disadvantages which need to be 
judged in consideration of the type of research to be conducted. In the following, 
we develop the argument that choice of methods depends on a number of criteria: 
foremost, the level of social analysis and the questions that guide the research. 

                                                           
1 Sometimes these methods are even difficult to distinguish from each other. Econometrics, 
which is characterised in this section as the quantitative analysis of large-N observed data, 
indeed could be used for analysing subunit observations within case studies, the results of 
experiments and even the results of different runs in simulation models. Econometrics is 
mainly a technique for data analysis. In fact, many econometric studies are actually often 
case studies from a philosophy of science point of view; moreover, experiments and agent-
based models may also have the characteristic of case studies if they are conducted only 
once or a few times. Thus, it would be better to distinguish between small and large N, gen-
erated and observed data and quantitative and qualitative data analysis. For the purposes of 
this paper we, however, stick to the common distinction between case studies, economet-
rics, experiments and agent-based models. 
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16.3 Levels of Analysis and Research Questions in Institutional 
Economics 

In order to structure our discussion on choice of methods in institutional econom-
ics, we start by introducing the four-level scheme for social analysis developed by 
Williamson (2000), which we further expand to aid our understanding of meth-
odological considerations by combining it with the typical research questions sug-
gested by Alston (1996) regarding effects, causes and processes of institutional 
choice and change. 

16.3.1 Levels of social analysis 

Williamson’s four levels of social analysis scheme (2000, p. 597, see Fig. 16.1) 
distinguishes between the different objects of social analysis with regard to par-
ticular types of institutions, the considered time frames for analysis of change, 
normative criteria concerning what needs to be economised and suggested theories 
for the analysis of institutions at each level. 
 

 Level 
Frequency 

(years) 
Purpose Theories 

     

L1 

Social embeddedness 

Informal institutions, customs, 
traditions, norms, religions 

100 to 1000 
Often  

noncalculative; 
spontaneous 

Social theory 

     

L2 

Institutional environment 
Formal rules – esp. property 

rights  
(policy, judiciary, bureaucracy)

10 to 100 

Get the institutional 
environment right. 

1st order  
economising 

Economics of 
property 

rights/Positive 
political theory 

     

L3 

Governance  
Playing the game – esp. con-

tract (aligning governance 
structures with transactions) 

1 to 10 

Get the governance 
structures right. 

2nd order  
economising 

Transaction cost 
economics 

     

L4 

Resource allocation and  
employment  

(prices and quantities, incentive 
alignment) 

continuous 

Get the marginal 
conditions right. 

3rd order  
economising 

Neoclassical 
economics/ 

Agency theory 

Fig. 16.1: Four levels of social analysis 
Source: Adapted from Williamson (2000: 597) 
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Williamson calls the first level of analysis “social embeddedness” (L1), which 
deals with informal institutions, such as norms, values, customs, and religion. Of-
ten (new institutional) economists do not treat informal institutions as variables in 
their analysis, since changes in norms and customs are supposed to take much 
longer than those in political institutions or organisational structures (Williamson, 
2000, p. 596). Nevertheless, informal institutions may have profound impacts on 
the whole social system, since they influence all sublevel choices. The informal 
institutions at L1 are said to be mainly of spontaneous origin; thus, “deliberate 
choice of a calculative kind is minimally implicated” (Williamson, 1998, p. 27). 
This does not imply that different actors do not try to influence such institutions, 
but the effects are difficult to calculate. According to Williamson, this level is 
mainly analysed through social theory (Granovetter, 1985; Brinton & Nee, 2001). 
It should also be noted that the study of social capital has particularly attracted the 
attention of political scientists and economists. 

Within the constraints imposed by the embeddedness level (L1), the “formal 
rules of the game” develop into the institutional environment (L2), consisting of 
basic legal rules, such as property rights, contracting rights, as well as political in-
stitutions, such as electoral rules, public regulations and so on. Even though for-
mal institutions change more quickly than informal ones, change normally takes 
decades or even centuries, unless massive disruptions occur. Formal rules may 
stem from evolutionary processes, but design opportunities are also posed 
(Williamson, 2000, p. 598). This opens up the possibility to purposefully econo-
mise costs by shaping the basic rules of the game in the right way (first order 
economising). The suggested theoretical framework for analysing institutions and 
social outcomes at this level is positive political theory and theory of property 
rights. However, law and economics could be located at this level as well. 

Within the realm of politics as well as the institutional embeddedness, the gov-
ernance level (L3) deals with organisations and the appropriate choice of contrac-
tual relations. At this level markets, firms, public agencies, and contracts are lo-
cated. Changes at L3 are supposed to occur over a period of one to ten years, thus 
again offering opportunities to economise, mainly by aligning the governance 
structures to transactions in a cost efficient way, that is, 2nd order economising. 
Williamson suggests the use of transaction cost economics at this level; however, 
alternative theories can also be drawn on, such as incomplete contracting theory or 
the resource based theory of the firm. 

Finally, within constraints set by the upper levels, the continuous process of re-
source allocation occurs on the fourth level (L4), thus depending on the whole in-
stitutional environment set by its social embeddedness, the formal institutional en-
vironment and the governance structures in place. Within this structure, 
economising in the sense of maximising is assumed when the marginal conditions 
are met, that is, where marginal benefits equal marginal costs. This is the main re-
search domain of neoclassical economics. Williamson locates agency theory at 
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this level too, which deals with the problems of incentive alignments mainly 
within a given governance structure (see Birner & Wittmer, this volume). Alterna-
tively, one may also locate ecological economics on this level, putting human ac-
tivities explicitly in the context of the ecological system. 

As represented in Fig. 16.1, the levels are linked by different kinds of arrows. 
The top-down arrows indicate the constraints that higher levels impose on lower 
levels, whereas the bottom-up arrows indicate feedback processes from lower to 
upper levels. Taken together, the arrows indicate that the whole social institutional 
system is completely interactive, which has to be taken into account when design-
ing institutional analyses. 

The framework developed by Williamson is widely recognised, not only be-
cause it distinguishes between different levels of analysis that correspond to dif-
ferent types of institutions, but also because it links the different levels with dif-
ferent frequencies of change in observable characteristics, different possibilities of 
purposeful institutional design as well as different theories to investigate institu-
tions at the different levels. As will be shown subsequently, this holds important 
implications for choosing methods in institutional analysis. In addition, William-
son’s framework precisely indicates that the options for economising are greatly 
reduced in moving from the lowest to the uppermost level. This, however, con-
trasts with the importance of institutions for the overall performance of a society, 
which increase in the same direction (i.e., the greatest influence at the highest 
levels). 

16.3.2 Research questions in institutional analysis 

Research questions, of course, depend on the subject matter under investigation. 
With regard to institutional analysis, three main types of empirical research ques-
tions may be distinguished (Alston, 1996). The first type is related to effects or 
consequences of institutions (and institutional change) at different levels. Ques-
tions in this vein include looking at how the institutional environment may affect 
governance structures (e.g., La Porta et al., 1998), how religion affects growth 
(e.g., Barro & McCleary, 2003) or how the organisational structure of farms may 
affect resource allocation (Mathijs & Swinnen, 2001). The second cluster of re-
search questions is concerned with causes, reasons or determinants regulating the 
existence or change of institutions. Examples here include the determinants of 
democracy (Barro, 1999), the reasons for the development of modern corporations 
(e.g., Chandler, 1977; Williamson, 1981), the reasons for share-cropping contracts 

volume) or the causes of de-collectivisation in Central and Eastern European agri-
culture (Mathijs & Swinnen, 1998; Rozelle & Swinnen, this volume). Technically 
speaking, the difference between research questions concerning effects or causes 

in agriculture (e.g., Stiglitz, 1974; Allen & Lueck, 1992; Polman & Slangen, this 
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is whether institutions appear at the left-hand side or at the right-hand side of an 
equation or an econometric model, which often assumes linear casual relationships 
between certain variables. The third type of research questions seek to discover 
processes of institutional development or change. Processes are cause-effect rela-
tionships that may not be solely linear in nature, but may also include non-linear 
relationships. Processes explicitly take feedback loops into account. Furthermore, 
process-oriented research questions explicitly pay attention to the timing and se-
quencing of events as well as to potential paths for further development. Examples 
of work guided by such questions include studies of property rights development 
in natural resources (e.g., Wang, 2001), the study of socio-ecological resilience 
(Mwangi & Ostrom, this volume), processes of privatisation and organisational 
change during transition (e.g., Schlüter, 2001; Hanisch, 2003), and processes of 
contract failure and public regulation (Libecap & Wiggins, 1985). 

 

 

Effects 

(e.g. different effects of 
the institutional environ-

ment) 

 

Causes 

(e.g. different factors de-
termining the choice or 
change of the institu-
tional environment) 

 
Processes 

(e.g. interaction between 
institutional environment 

and other levels) 

      

L1 Social embeddedness  Social embeddedness  Social embeddedness 

      

L2 Institutional environment  Institutional environment  Institutional environment 

      

L3 Governance  Governance  Governance 

      

L4 Resource allocation  Resource allocation  Resource allocation 

Note: Arrows indicate causal chains of explanation. Shaded areas indicate dependent variables. 

Fig. 16.2: Effects, causes and processes combined with the four levels of social analysis 

Source: Based on Williamson (2000: 597) and Alston (1996) 

The different types of research questions proposed by Alston (1996) can be easily 
combined with the four-level scheme of Williamson (2000), as shown in Fig.16.2. 
Research on the effects of institutions take certain institutions or institutional 
changes as exogenous and ask how this choice or change affects higher or lower 
levels. Thus, a change in the institutional environment, for example, may affect 
the governance structures, the resource allocation and even the values and 
norms of a society (see Bowles, 1998; Alesina & Fuchs-Schuendeln, 2007). As 



352    Volker Beckmann and Martina Padmanabhan 

a consequence, the effects could be multifold and the research has to specify the 
main effect under interest. In addition, the researcher needs to control for other 
possible influencing factors than the institution under investigation. 

Analysing the causes of institutional choice or change defines institutions as the 
dependent variable and asked in how far factors at the other levels of social analy-
sis determine the choice and change of institutions. The question is then, what 
kinds of determinants are taken systematically into account. For example, an ex-
amination of contract choice in agriculture may focus on resource allocation as a 
determinant of contract choice; simultaneously, contract choice may also be influ-
enced by the formal institutional environment and social embeddedness (see 
Beckmann, 2000; Hurrelmann, 2005, 2008). Thus, the conditionedness of the re-
sults on the institutional environment specified has to be counterchecked by a 
comparative approach. 

Investigations into causes and effects usually examine causality in a linear 
manner, thus often ignoring feedback loops. For example, in transaction cost eco-
nomics feedback loops are largely ignored (Williamson, 2000). Incorporating 
feedback into the analysis leads to a process perspective that can look at, for ex-
ample, the interaction between governance structures and the institutional envi-
ronment, the interaction between governance structures and resource allocation, or 
between the formal institutional environment and the social embeddedness level. 
The most comprehensive analysis of the process of institutional change will take 
all four levels into account. As should now be evident from what has been said 
above, such an approach needs to take long time horizons into account and com-
bine different theoretical approaches (see e.g., Eggertsson, 1996; Feeny, 1989; 
Wang, 2001; Mwangi & Ostrom, this volume) 

Distinguishing between effects, causes and processes as the basic touchstones 
for research questions in institutional analysis and combining these with William-
son’s four levels of social analysis enables us to more precisely distinguish be-
tween different investigations within a common theme; allows us to locate a par-
ticular research effort among the possible perspectives; and helps in the linking of 
this research to the existing body of literature, both theoretically and empirically. 
It also prepares the ground for our further discussion on the critical issues in-
volved in selecting methodologies. Some regularity between the level of analysis, 
the research question and the method applied can already be observed (Hanisch, 
Beckmann, Boger, & Brem, 2007). Processes are mainly investigated by using 
case study approaches and to a very limited extent by other methods. Effects of 
different institutions on resource allocation are often investigated by econometric 
methods and experiments. Causes of institutional choice and change are frequently 
investigated by econometric tools at lower levels of social analysis (L3), while 
case studies are prominent at higher levels (L2, L1).  
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16.4 Critical Issues in Selecting Methods  
of Institutional Analysis 

Based on Williamson’s levels of social analysis and the typical research questions 
posed within NIE, this section investigates critical issues in selecting methods of 
institutional analysis. Although many issues may play a role of some sort, we fo-
cus on the three that we think are important and not very often reflected upon in 
the literature: the question of time, the observability and measurability of institu-
tions and the role of actors. All of these issues are not only related to methods, but 
also to theoretical concepts. Therefore, we begin each section with a discussion of 
the theoretical concepts entailed by each topic before discussing its methodologi-
cal implications. 

16.4.1 The question of time 

Institutions evolve and change over time (North, 1994). The four-level scheme 
from Williamson clearly underlines that time plays a significant role in institu-
tional analysis. Although all theories of NIE address time within their theoretical 
concepts, reflection on the methodological implications of time is just emerging. 
Only recently have institutional sociologists and political scientists discussed the 
significance of time for methodological concerns (Abbott, 2001, Pierson, 2004). In 
the following, we first briefly investigate how different theories in NIE address 
time and discuss some theoretical implications of the four-level scheme, in combi-
nation with suggestions by Pierson (2004), to systematically distinguishing be-
tween the short- and long-term causes and effects of change. Then we consider 
how the different methods used within NIE deal with the problem of how institu-
tions evolve over time. 

All theories employed within NIE address the role of time theoretically, al-
though in quite diverse ways. In principal-agent theory as well as in contract the-
ory, time is approximated by the repeated interactions, sequences of moves and 
time horizons of decision makers. Transaction cost economics recognises time in 
the form of the frequency and uncertainty of transactions, by distinguishing be-
tween ex-ante and ex-post contractual problems and by arguing that adaptation is 
the central economic problem (Williamson, 1985). However, the main theoretical 
hypotheses therein are formulated in a comparatively static way. Game theoretic 
approaches to institutional analysis explicitly recognise time as the sequencing of 
moves, which can make a great difference for the outcome of a particular game 
(Aoki, 2001). Time plays an essential role in theories of institutional change 
(North, 1994; Eggertsson, 1996) and, in particular, in evolutionary economics 
(Nelson & Winter, 1982; Young, 1998). Feedback and learning are important fea-
tures of evolutionary thinking. Within the latter, the concept of path-dependencies 
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is prominent. Positive feedback processes stabilise informal and formal institu-
tions and can lead not only to different developmental paths, but also to lock-in ef-
fects of “inefficient” institutions (David, 1994). 

By their very nature, institutions oscillate between stability and change. In or-
der to affect human behaviour, institutions need to be stable. Only then are actors 
able to form reliable expectations and take institutions as constraints into account. 
However, institutions also need to adapt to different circumstances. In general, this 
creates a tension between stability and change (North, 1990). Williamson’s four-
level scheme underlines the fact that institutions at different levels do not change 
at the same speed, consequently creating points of friction within the social sys-
tem. Changes at a higher level will have long-term effects at lower levels. 
Changes in informal institutions, like traditions or religion, may take a long time 
to emerge and affect the economy over a long period. The same holds true for 
changes in the political system or legal system. Changes at the governance level 
more directly affect resource allocation, producing direct feedback. In the bottom-
up direction, continuous changes within the resource allocation may lead to 
changes in the organisational structures, to changes in the institutional environ-
ment and also to changes within the social embeddedness. However, since institu-
tions are often of a discrete nature, they are likely to change discontinuously, with 
threshold effects being significantly involved2. Pierson (2004) has developed an 
approach that allows us to systematically distinguish between short- and long-term 
causes and effects of change (see Fig. 16.3). 

 
  Time Horizon of Effect 

  Short Long 

Short 

I 

Direct feedbacks 

(L4) 

II 

Cumulative Effects 

(L3, L2) Time Horizon of 
Cause 

Long 

III 

Thresholds effects 

(L3, L2) 

IV 

Cumulative Causes 

(L1) 

Fig. 16.3: Time horizons of causes and effects in social sciences 

Source: Adapted from Pierson (2004) 

If the time horizon of the cause and effect is short, direct feedback occurs. This 
may apply to the majority of cases at Level 4, where changes in prices lead quite 
directly to changes in quantities. However, within the ecological system we ob-
serve other kinds of developments: long-lasting carbon dioxide emissions lead to 
long-lasting global climate change, for example. A flood or a tornado may have 
short-term causes, but long-term resource allocation effects. Meanwhile, regarding 

                                                           
2 For a discussion of threshold effects in the case of externalities, see Tisdell this volume. 
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the economic system as a whole, the breakdown of financial markets is the accu-
mulated result of long-term causes, culminating in short-term collapse. At Level 3 
and, in particular, at Level 2 we observe both threshold effects as well as cumula-
tive effects. Typically, organisational reforms as well as political reforms occur 
only after relatively long-term pressure; however, once they have occurred they 
may have cumulative effects in the long run (Rodrik, 1996). Finally, Level 1 is the 
domain of cumulative causes, where causes as well as the effects are long term. 
Given this background, we now turn to the empirical methods developed to ana-
lyse institutions either at a given point in time or over time. 

Experimental and agent-based modelling both give consideration to the tempo-
ral dimension via the number of interactions between participants or agents. In ex-
periments, the effect of time is controlled by contrasting the results gained in one-
shot experiments with those in repeated experiments with the same subjects. The 
feedback process is almost always direct and the number of interactions quite lim-
ited to 20 or 30. Experiments are, therefore, mostly located in the first quadrant, I, 
of Fig. 16.3, with limited capacity to investigate cumulative effects, threshold ef-
fects or cumulative causes. Agent-based models usually work with a large number 
of iterations (from hundreds to thousands) and include indirect or lagged feedback. 
In this way, cumulative effects or cumulative causes and threshold effects can be 
modelled in a stylised way. Agent-based models are geared towards investigating 
the phenomenon that small differences or changes in rules may produce very dif-
ferent cumulative effects. Thus, agent-based models have a comparative advan-
tage in studying the quadrants II, III and IV of Fig. 16.3. 

In the real world, time is a continuous variable and, for a particular sequence of 
events, even minutes or seconds might make a difference. Case studies and 
econometrics work with real, observed data and can play a role in cross-section, 
time-series or panel-data settings. For a cross-section design, variables from the 
four levels could be correlated with each other at any point in time, with the strat-
egy usually being to investigate the covariation of at least two levels. Thus, in a 
cross-section analysis resource allocation and governances structure may be inves-
tigated, as is commonly done in transaction cost economics. Here it is important to 
note that the institutional structure at any given point in time encompasses the ac-
cumulated effects of complex interactions between all four levels. Consequently, it 
is difficult to make positive and unassailable statements about relationships of 
causality. Democracy, for example, could affect GDP per capital, but conversely 
GDP per capital could affect democracy. Long-term contracts could facilitate spe-
cific investments, but specific investments could also demand long-term contracts. 
Thus, any cross-section analysis of effects faces the problem of the possible en-
dogeneity of institutions, i.e. effects may be causes. There are at least two possible 
responses to that problem: first, sometimes econometric techniques could be used, 
like the instrumental variable (IV) approach, or the researcher could focus on iden-
tifying patterns instead of causalities. Transaction cost economics usually investi-
gates covariation of L3 and L4 and relies on the discriminating alignment hypothe-
ses: “transactions, which differ in their attributes, are aligned with governance 
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structures, which differ in their costs and competence, so as to effect a (mainly) 
transaction-cost economising result” (Williamson, 1998, p. 75). Cross-section 
analysis could try to estimate the casual relationship between the attributes of the 
transaction, the choice of governance structure, and the related transaction costs, 
or it could just investigate if the observable alignment pattern matches the theo-
retically predicted one. At least the latter investigation is possible in a cross sec-
tion design. However, cross-section analysis is unable to distinguish short-term 
and long-term effects and threshold effects or cumulative causes, because it does 
not pay explicit attention to time. In order to do so, the time needs to be taken ex-
plicitly into account. 

The analysis of causes and effects of institutions at different levels could be 
much improved once time is taken explicitly into account. Case studies or econo-
metrics then rely on time series or panel data sets. Econometric analysis work usu-
ally well if dependent and independent variables display significant variance over 
time and direct feedback occurs. Problems appear if variables change infrequently. 
Suppose a case where the institutional environment (L2) changes significantly at 
time t0 and effects can be observed in the subsequent periods of time t1, t2, … tn at 
the level of governance (L3) and at the level of resource allocation (L4). Equally 
possible, causes could be investigated by studying changes at L1, L3, and L4 be-
fore change occurs at L2, that is, at times t–1, t–2, … t–n. Though only a single unit is 
under study, the time scale may provide many observations for drawing causal in-
ferences, however options for econometric analysis are rather limited. Long term 
effects could be modelled as external shocks in vector auto regression (VAR) 
models and long-term causes may be estimated in Markov chain switching mod-
els. Although the options for econometric analysis are enlarged for panel datasets 
some significant shortcomings remain. Depending on the cases, relevant observa-
tions may differ greatly according to the time horizon and the timing interval. Dis-
tinguishing the long- and short-term causes and effects of institutional change re-
quires differentiation between long-lasting and immediate determinants and 
relevant details that finally led to the occurrence of change. The case study ap-
proach usually is very flexible with regard to time intervals, whereas statistical 
time series or panel data analysis usually works with data on a fixed interval basis, 
mainly years, and needs a full data set on all dependent and independent variables. 
In many cases, data of this kind is either highly ambiguous or impossible to get 
one’s hands on; moreover, the time interval of the data set might be too long for 
properly capturing the causal effects sought. Within a case study framework, 
qualitative methods of “process tracing” or “analytical narratives” could be used. 
By “process tracing” the researcher carefully traced the timing and sequencing of 
all intermediate steps that let to a specific outcome (George & Bennett, 2005, pp. 
205–232). The data is presented as a historical narrative either in a more descrip-
tive or more analytic way depending mainly on the role of theory within the analy-
sis (Bates, Greif, Levi, Rosenthal, & Weingast, 1998; Greif, 2006). The detailed 
analysis of processes of institutional choice and change that may encompass short 
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as well as long-term causes and effects may only be possible within a case study 
design. 

16.4.2 Observability, measurability and data availability 

Institutions are often difficult to observe and measure (Ostrom, 2005a, pp. 822–
825). As bundles of rules, they shape human behaviour and structure social, politi-
cal and economic interaction; however, these regulatory forces remain themselves 
invisible unless they are made explicit in written form. Human behaviour and 
structures of interaction – in the forms of markets, firms, households or bureaucra-
cies – are relatively easily observed, but it is often difficult to infer their underly-
ing rules. Actual behaviour may violate established rules, and seemingly similar 
structures may rely on quite different rules. Therefore, one important objective of 
empirical research into institutions is to identify, describe and classify rules. 
Without the proper identification and measurement of institutions, little further 
analysis is possible or could turn out to be largely misleading. 

The task of identifying institutions requires theoretical conceptualisation of 
what institutions are and what important features characterise them. The four-level 
scheme from Williamson offers three broad categories of institutions: informal in-
stitutions (Level 1), formal institutional environment (Level 2) and governance 
structures (Level 3). However, he only offers intuitive ideas concerning what dis-
tinguishes them from each other. North (1990) uses a similar concept, dividing in-
stitutions into formal and informal and, further, into institutional environments 
and institutional arrangements. Based on their enforcement mechanisms, Ellickson 
(1991) distinguish between ethics, conventions, norms, private formal rules and 
public formal rules. Williamson (1985) categorises governance structures into 
markets, hybrids and hierarchies, based on the degree of independence or author-
ity involved. Blomquist and Hanisch (both in this volume) distinguish between 
monocentric and polycentric governance structures, based on the number of deci-
sion-making units within a certain jurisdiction. Hagedorn (2005, 2008) proposes 
the concept of integrative and segregative institutions according to the degree to 
which actors have to consider the costs and benefits of their actions. 

A fundamental concept for identifying institutions has been developed by 
Crawford and Ostrom (1995) within their “Grammar of Institutions” framework. 
According to them, the primary characteristics of all institutions can be expressed 
through the ADICO syntax: Attributes of actors; Deontic, for what actors are 
obliged, forbidden or permitted to do; AIm, describing particular actions or out-
comes towards the achievement of which the deontic element has been assigned; 
Conditions under which the rule applies (where and when); and Or else, describ-
ing the consequences of breaking the rule. An example may be helpful in illustrat-
ing the use of the ADICO syntax: “All traffic participants must stop at an intersec-
tion if the traffic light is red or else they will be fined and will be responsible for 
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all damages caused”. This rule could be modified in very different ways by chang-
ing the attribute, the deontic, the aim, the condition or the or else formulation. 
With the ADICO syntax, formal or informal rules are made transparent using a 
common language. However, this format refers to single rules, whereas often the 
term “institution” is used for a set of rules (Furubotn & Richter, 2005, p. 560)3. 
Speaking of markets, firms, or ownership as institutions usually entails recognising 
the relatively large sets of rules defining them. For any type of interaction, Ostrom 

Experiments as well as agent-based models share the feature that the institu-
tions need to be described precisely in advance in order to run the experiment or 
the computer simulation, with the researcher specifying the principle mode of in-
teraction (market exchange, public good provision, etc.) and the institutions that 
are exogenous or endogenous to the actors involved. It must be clearly stated or 
programmed what kind of information may, must or must not be exchanged, or 
whether participants may, must or not punish the behaviour of others (Fehr & 
Gächter, 2000). In this way, institutions are modified at the margin or in a discrete 
way, and effects can be observed. Actors have to make their decisions in scenarios 
with or without punishment or even revenge (Nikiforakis, 2008). Whereas ex-
periments can be modified relatively easily, agent-based models need to repro-
gram behavioural algorithms or constraints, which may be more difficult to 
achieve. However, the logic of both approaches to institutions follows very much 
the ADICO syntax proposed by Crawford and Ostrom (1995), where the deontic, 
the condition or the or-else formula can be changed systematically. However, 
complex institutions that cannot be easily represented within an experimental set-
ting or programmed into an agent-based model are difficult to study (e.g. the 
choice of the legal form of enterprises). This may limit the scope of applications 
significantly, limiting them to relatively simple forms of interaction and institu-
tions, such as rules of market exchange or norms of reciprocity. Experiments and 
agent-based models, nevertheless, have the advantage that hypothetical institutions 
can be studied through them, with researchers being free to design any kind of in-
stitutions, even those not existing yet. Another advantage of experimental and 
agent-based modelling is their ability to extract the full data set of attributes, not 
only in terms of the environment, but also those regarding the interactions, the in-
stitutions, and, in agent-based modelling, the actors being studied. Actors are less 

                                                           
3 “An institution is understood ... as a set of formal and informal rules, including their en-
forcement arrangements (the ‘rules of the game’, whose objective is to steer individual be-
havior in a particular direction” (Furubotn & Richter, 2005, p. 560). 

(2005b) takes into consideration at least seven relevant types of rules: those of po-
sition, boundary, choice, aggregation, information, payoff and scope. Thus, it is 
important during the formulation of an empirical strategy to acknowledge the dif-
ferences in institutional concepts, especially whether they rely on individual rules 
or sets of rules, since individual rules are more difficult to identify than sets of 
rules or structures of interaction. In the following, we first discuss these issues for 
experiments and agent-based models and then for case and econometric studies. 
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controlled within an experimental setting than an agent-based one, though infor-
mation on actors can be gathered systematically through survey techniques. 

For analyses based on observed contemporary or historical data, questions con-
cerning measurability, data availability and reliability arise, limiting in particular 
the application of econometric analysis significantly. Any econometric or statisti-
cal analysis of effects and causes of institutions relies on quantitative measure-
ment, sufficient observations and variance within the dependent and independent 
variables. For data sets that are not reliable, which face missing observations or 
have little variance, statistical analysis does not yield any significant insights. 
Case studies have the advantage of combining different sources of information 
and use qualitative data to close information gaps. Since case studies are normally 
conducted on those cases where sufficient and reliable data is available, the fol-
lowing discussion focuses only on the limits of the application of econometric 
techniques. Based on Fig. 16.4, we first discuss the problem of quantitative meas-
urement and then the problem of data availability. 
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Fig. 16.4: Institutional complexity, quantitative measurement, data sources and variance among 
the four levels of social analysis 
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It is important to recognise that institutions at different levels may differ in respect 
to their complexity. An institution is simple if it only contains a single or a few 
rules; it is complex if it consists of a large number of interconnected rules. For ex-
ample, simple institutions include the norm of reciprocity or the make or buy deci-
sion. Complex institutions, by contrast, contain a large number of often interre-
lated rules, examples being the Christian religion, democracy, joint-stock 
companies and sometimes even contracts. While institutions at L4 are often rela-
tively simple, institutions at L3 and L1 range from simple to complex. Institutions 
at the level of the formal institutional environment, L2, are in particular complex. 

As the ADICO syntax makes clear, institutions are usually coded into language 
(laws, statutes, or contracts). However, everything that can be named can, in prin-
ciple, be coded in nominal terms. Other measurements – such as ordinal, ratio, 
count or interval – are often also possible. Take the example of measuring religion 
at L1, which can be done at the country or the individual level. A country is classi-
fied according to its main religion in nominal terms. However, it is also possible to 
collect ratio data, such as the share of Christians in the country, as well as count 
data, such as the number of religions present. At the individual level, people may 
be classified according to their main religion, but also a survey could ask for a 
self-assessment of the strength of religious beliefs as an ordinal measure. Similar 
possibilities exist at L2, where countries are classified as democracies or auto-
cratic states, or whether a democracy is of a parliamentary of presidential type. 
Also, ratio or count indicators, such as the share of votes for left-wing parties or 
the number of governments within a given time period, are possible. An alterna-
tive measure relies on individual or expert assessment of different attributes of the 
political and legal system, such as freedom and accountability4. At L3, the type of 
contract, the make or buy decision, the type or organisation of the firm, all could 
be coded in nominal terms. Subjective ordinal measures are also quite common at 
this level. Count and ratio data, such as the number of firms in an industry, the 
concentration rate, and so on, are available as well. At L4, the level of resource al-
location prices and quantities are often easy to measure on an interval scale5. As 
can be seen, there are many ways to measure institutions for statistical or econo-
metric analysis.  

Information on institutions and resource allocation are partly available from of-
ficial statistics and historical records, in particular at L2 and L3 relevant informa-
tion is only available through document analysis of, for example, laws, statutes 
and contracts. As Fig.16.4 shows, there is also a remarkable variance among insti-
tutions worldwide that are amenable to statistical analysis, although the number of 
observations is reduced in time and space once we move from L4 to L1. Official 
                                                           
4 Such an approach is increasingly being applied; Freedom House, for example, has been 
providing annual assessments of the levels and types of political and economic freedom in 
different countries since 1974. 
5 However, this holds only for private goods and services; it is often difficult to measure re-
source allocation and prices for environmental goods or externalities produced. This puts an 
additional challenge in the way of empirical research on institutions of sustainability. 
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statistics or historical records allow for nominal, ratio or count measurement, 
while survey techniques may generate also ordinal and interval data at all levels. 
However, going back in time, more and more missing data and disruptions occur 
within official records. International surveys have only been conducted since 1974 
by Freedom House, since 1981 by the World Values Survey, and since 2003 by 
the Doing Business group of the World Bank. 

One of the crucial elements regarding measurement is to be able to adequately 
represent the institution in place. This is in particular problematic for complex in-
stitutions coded by nominal terms. Democracies may differ in many details; how-
ever, this differentiation vanishes when a nominal measurement is used. Complex 
institutions, such as the regulation of genetically modified organisms, contain 
many different and interlinked rules that are difficult to aggregate (Beckmann, 
Soregaroli, & Wesseler, 2006). Regulations are easily codified into language, but 
are only with difficulty translatable into quantitative measurements by simply stat-
ing whether a common sub-rule is in place or not. A survey approach can produce 
ordinal data via an assessment of the costs imposed by the regulation of different 
constraints. However, to capture the full meaning of particular institutions qualita-
tive analysis is often necessary. The same is true for informal institutions: the 
more complex institutions are, the less they are suited for econometric techniques 
that rely on simple measurements. For complex institutions, the application of ex-
perimental and simulation modelling is difficult too, leaving case studies as the 
only reliable means of empirical research.  

16.4.3 The role of actors and human behaviour 

Institutions are developed, designed and maintained by human beings. And institu-
tions are only effective if they exercise an influence on human behaviour. How-
ever, within Williamson’s four-level scheme of social analysis actors are com-
pletely hidden, suggesting that we can analyse institutional structures without 
paying explicit attention to actors and that it is sufficient to correlate institutions 
among themselves or with resource allocations. Many econometric analyses, in 
particular at the macro level, but also in transaction cost economics, follow this 
strategy. In most case studies, experimental economics research and agent-based 
modelling, actors play a more prominent role and are often included in the analysis. 

All theories within NIE pay much attention to actors, although they differ in 
terms of the ways in which actor attributes are important. Principal-agent theory, 
for example, starts from assumptions about the risk preferences of actors; in trans-
action costs economics, opportunism and bounded rationality of actors matter, al-
though actors are seldom included explicitly in the analysis (Gazendam & Jorna, 
2002; Sykuta, 2008). Theories of institutional change stress the power and bar-
gaining resources of actors (Knight, 1992); new political economy the ability of 
actors groups to organise their common interests (Olson, 1965, 1982). Actors are 
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of central importance in the Institutional Analysis and Development Framework of 
Ostrom (1990), the Institutions of Sustainability approach of Hagedorn (2002) and 
the Actor Cantered Institutionalism of Scharpf (1997). In all of these approaches, 
actors play the pivotal role for the performance of institutions, as institutions cre-
ate effects through influencing human behaviour and actors create and change in-
stitutions to realise specific intentions. 

Figure 16.5 categorises individuals and organisations as different kinds of ac-
tors at the four levels of social analysis, in addition to the institutions in place. 
With Scharpf (1997, pp. 51–68), we distinguish between individual and composite 
actors or, as with North (1990), between individuals and organisations. In line 
with methodological individualism, individuals may simultaneously occupy dif-
ferent positions, such as citizens, voters, consumers, or they may be members of 
social organisations, churches, political parties, interest groups, business associa-
tions or consumer clubs. Thus, at each level individual actors form collective ac-
tors that interact with each other in different ways. Consequently, the four-level 
scheme has been extended to include actors and distinguish between different 
types. The importance of actors for a particular empirical analysis of institutions 
cannot be gauged theoretically, but rather must be assessed based on the research 
context. 
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Fig. 16.5: Actors as individuals and organisations among the four levels of social analysis 
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Actors play a central role in agent-based modelling: the way they process informa-
tion and the type of decision-making rules they apply are of central importance for 
model-generated outcomes. In experimental economics, conceptualisation of the 
actors involved is a necessary condition for running an experiment. As it turns out, 
since experimental economics studies reveal individual preferences, they are not 
only suitable for studying the effects of formal institutions, but also for gaining 
deeper insight into individual decision making and the role of informal institu-
tions. Ultimatum or dictator games have been used to reveal social preferences 
and the notion of fairness. Thus, experimental economics has revealed detailed 
knowledge on human decision making in different situations and yields informa-
tion on different types of behaviour, such as how actor attributes like fairness mat-
ter in making contracting decisions (Fehr & Fischbacher, 2002). 

In econometric analysis, the characteristics of actors must be measured in order 
to be included in analyses of the causes or effects of institutions. Typical actors 
are included with their characteristics, and sometimes with their perceptions and 
expectations, which are measured through specific questions using surveys (see 
Slangen and Polman this volume). However, usually this approach leaves little 
room for actor deliberation and complex interactions among them. In this respect, 
case studies can offer a large degree of freedom for paying attention to the delib-
erations of actors, the ways in which they perceive both information and other ac-
tors, build perceptions about the future (see Vatn, this volume), or formulate ar-
guments to convince others. Case studies – so far as they focus on a limited 
number of units – are very flexible with regard to the number of actors considered 
and the sources of information and data that can be utilised. The precise analysis 
of discourses, intentions, arguments of actors is only possible via a case study ap-
proach (Schlüter, this volume). A case study on the emergence of regulations for 
genetically modified organisms in Germany, for example, could be sparked by 
only one event, here the amendment of the Genetic Technology Law in 2004, but 
focus on the arguments and interactions of the different actors involved during this 
process of institution building. An econometric study, on the other hand, would 
have to measure all the differences in the coexisting regulations in the 27 member 
states of the EU, including specific indicators for the governments, the opinions of 
voters and the relative strengths of interest groups, in particular environmental 
groups. 

16.5 Conclusions 

This paper began with the observation that institutional economics has progressed 
significantly in theoretical and empirical research. The classical tool-box of insti-
tutional economics, consisting of case studies and econometric analysis, has been 
enriched significantly by experimental economics and, most recently, by agent-
based modelling. Schmid (2004, p. 138) argues, “Institutional economics is not 
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limited to any particular method of investigation. All of the tools usually available 
in economics are relevant”. And we strongly agree with this pluralism. However, 
there are clear tradeoffs and the appropriate methodology depends on a great 
number of issues that need to be addressed, such as the level of analysis, the re-
search questions posed, the time horizon addressed, the availability and measur-
ability of data and the importance of actors within the process. 

In general, experimental economics and agent-based modelling have the big 
advantages that they can control many relevant aspects and, therefore, isolate the 
effects of exogenously defined institutions on actor behaviour and resource alloca-
tion. Whereas experimental economics studies are run for a quite limited number 
of repeated interactions with a limited number of subjects, agent-based modelling 
is able to address long-term processes and include a large number of agents in 
their models. Agent-based models imitate the complexity of social processes, a 
complexity that increases once these models are linked with ecological models to 
study resilience. Where laboratory and field experiments can reveal information 
about human actors, their preferences and beliefs, feelings and modes of decision 
making, agent-based models need to make precise assumptions about the rational-
ity and decision algorithms of agents. In this respect, experimental economics and 
agent-based models are clearly complementary tools. Currently, both methods are 
little used in studying the choice and change of institutions, meaning that some of 
the institutions under investigation are endogenous. However, recently experimen-
tal economics has started to examine contract choice (Fehr et al., 2007) and the 
property rights structures of firms (Fehr et al., 2008). There is much to expect 
from these methods in the future. While agent-based models promise insights into 
basic mechanisms, in combination with ecological modelling they promise to 
yield important insights into the dynamics of socio-ecological systems and the 
question of sustainability. However, the strict control that experiments and agent-
based models offer comes at a cost: most types of interactions are highly stylised 
and only comparatively simple institutions are studied. 

Although observed behaviour is often uncontrolled and poses problems of 
causal inference, the real world offers such a rich set of observations that should 
by no means be ignored and can be investigated using case-study and econometric 
techniques. Sometimes, cases offer natural experiments that are very difficult to 
imitate through artificial experiments or agent-based modelling. According to 
Eggertsson (2005, p. 99) case studies can have a “… role similar to that of formal 
mathematical models, which, when they are successful, bring transparency into 
complex issues and highlight important relationships that more opulent images 
would obscure.” However, while the main challenge to econometric studies lies in 
the availability of sufficient data, the main issue for case studies is finding compa-
rable concepts and approaches that allow for comparison. There are several re-
search strategies to meet both challenges. One such approach is the creation of 
large panel data sets that allow for cross-section, time series analysis. At L1, such 
a data set can be found in the World Values Survey (www.worldvaluessurvey.org/), 
which has since 1981 presented worldwide data on values and norms; at L2, data 
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on political systems is available from Freedom House (www.freedomhouse.org), 
provided since 1974, or the Worldwide Governance Indicators (WGI) from the 
World Bank, which provides governance indicators for 212 countries from 1996 to 
2007 (www.worldbank.org/wbi/governance); at L3, the World Bank has been pro-
viding indicators for business regulations since 2003 (www.doingbusiness.org). 
Recently, the Ifo-Institute started to offer a database for institutional comparisons 
in Europe (DICE) (www.cesifo-group.de). Large data sets on environmental gov-
ernance and environmental resource allocation are also increasingly available 
(www.earthtrends.wri.org), although not as complete as the others mentioned. All 
of these data sources offer rich opportunities to studies different effects and causes 
of institutional change with econometric methods. However, the general challenge 
remains concerning the quality of measurements, the problem of endogeneity and 
controlling for additional factors as well as limited time horizons. In this respect, 
case studies will always remain valuable sources of information, since they are 
more flexible in terms of data used and time horizons addressed. Complex institu-
tions, long-term processes of institutional change and the deliberation of actors 
could probably only be studied by using qualitative case study approaches. Certain 
research strategies try to combine these advantages of case studies with large-N 
studies by repeating case studies on certain issues across many different cases, al-
though this is not an easy undertaking (Poteete & Ostrom, 2004, 2008). Thus, the 
integration of case study analysis with econometric methods offers a promising 
way forward. Again, there is much to expect from them in the future. Ostrom and 
others also demonstrate that it is reasonable to go even one step further: integrat-
ing case-study analysis with experiments, econometric tools and agent-based 
modelling (Janssen & Ostrom, 2006). This shows once again that all methods have 
their strengths and weaknesses and, as the analysis of institutions at different lev-
els requires the combination of different theories, a combination of different 
methods is needed to provide valuable insights into the links between institutions 
at different levels and time scales and sustainability. 

This book contains theoretical and conceptual work as well as a wealth of em-
pirical applications. Among the empirical papers, qualitative case-study methods 
dominate, with only two papers using quantitative methods. The case studies pre-
sented in this volume show that the tool can be very powerful, particularly if it is 
well-linked to common conceptual frameworks and theoretical approaches. As for 
the theoretical concepts outlined in this book, we need more empirical studies on 
polycentric governance, markets for public goods, environmental administration, 
integrative and segregative institutions and institutions as rationality contexts. To 
advance these concepts, focused case studies are needed that start to operationally 
them. The alignment hypotheses between complex, interrelated transactions and 
polycentric governance structures could be examined in cross-section settings us-
ing econometric methods, once measurement concepts have been developed and 
data is available. Integrative and segregative institutions could also be studied 
within experimental settings as well as through agent-based models to capture 
their long term consequences. With so many open possibilities, we can only 
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concur with Ostrom’s (1990, p. xvi) conviction “that knowledge accrues by the 
continual process of moving back and forth from empirical observation to serious 
efforts at theoretical formulation.” Certainly, all methods can contribute their part 
to this endeavour. 
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