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Preface

The components of global change operate on different spatial and temporal scales.
Scientific analyses of this issue, however, often deal with shorter time scales, due to
the typical funding duration of research projects. In spite of this practice, long-term
observation is indispensable for the detection of long-term processes and changes
and thus is the foundation needed to develop sustainable strategies. Long-term obser-
vation and monitoring imply that data are saved and documented and that they stay
accessible for a long time after individual research or projects have been completed.
This is in line with the long-term horizon of large-scale strategies for environmental
protection and the sustainable use of nature, such as the EU Habitats Directive and
the EU Water Framework Directive, which consider time periods of over 20 years for
planning and observation.

Long-term approaches are particularly important in investigations of environ-
mental change, because the respective modifications usually occur only gradually,
accompanied by larger temporal fluctuations garbling the trend. Under such circum-
stances, only an adequately long observation period can be a sound basis to secure
significant results and to support predictions.

These long-dated phenomena are the subjects of the Long-Term Ecosystem
Research Initiative (LTER). LTER is organized into networks ranging from the global
to national scale. Networking is essential for the development of and tuning into
common standards and research strategies. The national networks are especially
important, as they provide the contacts to the scientific base, i.e., and the investigation
sites. For example, the German network for long-term ecological research, LTER-D,
is intended to be a platform for communication, documentation, and collaboration of
scientists in long-term, system-oriented, and interdisciplinary environmental research
in Germany. Actually it covers 17 sites and platforms all over Germany that are
performing long-term ecological research in all relevant ecosystem types from the
high mountains to the Wadden Sea. LTER-D is a member of the international LTER
umbrella organization, ILTER, and the European regional network LTER-Europe.
Both networks are exclusively defined by the commitment of the members to their
shared goals.

Founded in 2004, the German LTER is still in its developing and growing
phase. The further development of LTER is closely tuned to recommendations of
and cooperation with LTER-Europe and ILTER in order to make the networks
powerful. LTER-D enables and advocates the collaboration between the main long-
term environmental research projects and infrastructures such as The Terrestrial
Environmental Observatories – TERENO, funded by the Helmholtz Association of
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vi Preface

German Research Centres and the Biodiversity Exploratories funded by the German
Research Foundation. Additionally, universities and other research institutes, as well
as the biosphere reserves and national parks of Germany, are the backbones of
LTER-D.

This publication is an initiative of the German network but is not a book focusing
on the activities of LTER-D only. We tried to bring together theoretical ecological
questions of long-term processes, as well as an international dimension of long-
term monitoring, observations, and research. By doing so we produced an overview
on different aspects of long-term ecological research. Aquatic as well as terrestrial
ecosystems are represented, as concepts and results of case studies in both are dis-
cussed. The different time dimensions, as well as scales from the community and
ecosystems up to the landscape scale are included. Finally we tried to link research
with application in different fields of ecology and to describe urgent infrastructural,
methodological, and research demands and challenges for the future.

This work was only possible by the joint effort of all authors from different
countries and networks worldwide. We are also grateful to the publisher for the
encouragement and support to complete the book.

Kiel, Germany Felix Müller
Halle, Germany Cornelia Baessler
Rostock, Germany Hendrik Schubert
Halle, Germany Stefan Klotz
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Chapter 1

Long-Term Ecosystem Research Between Theory
and Application – An Introduction

Felix Müller, Cornelia Baessler, Mark Frenzel, Stefan Klotz, and Hendrik Schubert

Ecosystems are dynamic entities. Triggered by exter-
nal and internal factors, ecosystems change on a mul-
titude of spatial and temporal scales. Nevertheless,
in the past, the analysis of ecosystem dynamics has
had top priority with reference to short time spans.
The exploration of ecological interrelations usually has
been carried out within a time period of three years,
due to the typical funding and qualification duration
of environmental research projects. As a consequence,
to a great extent, the impacts of changes in the long-
term have been neglected. This tendency has provoked
a lack of information and methodological know how
in this area. That strategy of course is not consis-
tent with the long-term, precautionary way of thinking
and acting expressed in political manifestations like
the 2010 biodiversity target of the CBD or the EU
Habitats Directive, which is an essential component
of the sustainability principle. Additionally, real life
has demonstrated the general significance of long-
term processes: global climate change with its multiple
consequences has fostered the awareness that there is
an essential lack of scientific knowledge to build the
ground for answers to the urgent long-term problems
of mankind and the biosphere per se arising from these
issues.

Many environmental impacts, like the widespread
forest damages, the consequences of anthropogenic
eutrophication and pollution, and the potential effects
of genetic engineering, have been enfolding with slow
change rates. Therefore reference values collected over
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a long period have become indispensable for sound
analyses, predictions, and well-elaborated decision-
making processes. Furthermore, the rising global trade
does not only provoke long-term land use modifica-
tions, but leads to local ecosystems being increas-
ingly burdened by the import of new plants and
animals (Neobiota). Long-term observations are essen-
tial for evaluating the consequences of these changes.
Additionally, long-term investigations are urgently
needed to answer basic theoretical questions of ecol-
ogy, e.g. to register the combined action of processes
on different scales, to reduce the uncertainties concern-
ing the irreversibility of structural ecosystem change,
the orientation of successions, the success of restora-
tion measures, to evaluate and improve the efficiency
of protection measures, and to derive clear definitions
of emergent ecosystem properties like resilience, sta-
bility, and adaptability. Moreover, these investigations
are valuable even in terms of a concrete economic
background, as the change in ecosystems often affects
ecosystem services like pollination, food provision, or
water purification.

This respective need for research on long-term
ecological processes has been noticed by several sci-
entists who have become active in the worldwide
Long-Term Ecological Research Network. Also polit-
ical institutions like the United Nations Convention
on Biological Diversity, UNCBD, and the United
Nations Framework Convention on Climate Change,
UNFCCC, have formulated suggestions to ascer-
tain long-term ecological research and long-term
observations. Moreover, the Ecosystem Approach of
the CBD (Principle 8, CoP V, UNEP, 2000, see
http://www.cbd.int/decisions/?dec=V/6) claims that
ecosystem management has to take long-term pro-
cesses into consideration. Furthermore, the temporal
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Table 1.1 Exemplary targets of long-term ecosystem research initiatives (from the LTER-D web page – http://www.lter-d.ufz.de/)

Focal targets of LTER-D:
� To investigate complex ecosystem long-term processes under conditions of global change;
� To improve systems analysis methods, scale distinctions, and comprehensions of systems dynamics by integrating research on

long-term and short dynamics;
� To enhance the cooperation between theory, empirics, and applications;
� To conceive early warning systems on the base of retrospective investigations;
� To elaborate scientific fundamentals for sustainable ecosystem management strategies;
� To enhance the knowledge about the effects of long-term processes by comparative analyses between research sites;
� To improve the collaboration between natural scientists and social scientists to better understand the dynamics of

human–environmental systems;
� To integrate long-term environmental research and environmental monitoring;
� To support these objectives by joint data management structures, information exchange, and international cooperation.

goals of current environmental protection programs
(for example: the EU Water Framework Directive
or the Fauna-Flora-Habitat-Directive, Natura 2000)
and the spans of climate scenarios are calculated for
long-term time periods of 20 years and more. The
implementation of suitable sustainable management
strategies that argue in generations, as well as the
interpretation of long-term scenario analyses requires
a comprehensive and sound scientific basis which can
only be derived from observations carried out during
adequate time periods.

In addition to these time-related factors, the
UNCBD’s (CoP V, 2000) Ecosystem Approach essen-
tially aims to preserve ecosystem structures and func-
tions in order to ensure their long-term social, eco-
logical, and economic benefits (ecosystem services).
The seventh principle of Agenda 21 points in the same
direction: health and integrity of ecosystems have to be
preserved, protected, and, if necessary, re-established.
A third aspect of relevant international arrangements
calls for a continuing integration of socio-economic
approaches in environmental management. The com-
bination of socio-economics and ecosystem analysis is
the basis for the realization of these holistic concepts,
which should be used for both the ecosystem research
and the development of principles for advanced deci-
sion making.

The application of these three basic principles
(long-term investigations, ecosystem approaches, link-
ages between human and environmental systems)
and the development of appropriate actions require
specific investigations of long-term ecological devel-
opment in which ecological and socio-economical
aspects are combined by an interdisciplinary long-term
ecosystem approach. These are basic motivations of

several national and international research networks,
which are cooperating within the ILTER programme
(International Long-Term Ecosystem Research). To
illustrate the targets of these groups, Table 1.1 demon-
strates some basic objectives of the German LTER
group.

The typical timescales of long-term investigations
are demonstrated in Fig. 1.1. In this context, it has to
be noted that the time span between a year and a cen-
tury should be understood as an eligible expansion of
the traditional research periods. To understand ecosys-
tems, of course the integration of scales has to be put
into the focus. Long-term processes and short-term
dynamics are interlinked, and potentially the analy-
sis of the respective temporal networks will provide
new emergent properties, which arise due to the overall
connectivity. Therefore the theory-based integration of
scales is much more important than the distinction of
spatio-temporal units.

Taking the described necessities as a basic require-
ment, the prime objective of this book is to focus
on studies dealing with the investigation of complex,
long-term ecological processes with regard to global
change, the development of early warning systems,
and the acquisition of a scientific basis for strategic
conservation management and for the sustainable use
of ecosystems. The central motivation of this book
is to stimulate the international discussion to foster
the cooperation within the worldwide ILTER organi-
zation. Additionally this book shall demonstrate the
high significance of long-term-oriented research ques-
tions for the understanding of ecosystems, as well as
a better application of scientific methodology in envi-
ronmental practice. Following these targets, the book
is structured into eight sections, each of them posing
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Fig. 1.1 Assigning different
timescales to exemplary
ecological processes and
typical research scales, after
Hobbie, Carpenter, Grimm,
Gosz, and Seastedt (2003)

distinct questions (Fig. 1.2). The basic outline of this
structure will be sketched in the following part of this
Introduction.

Part II: The significance of ecological long-term
processes: The focal questions of this first part of the
book are the following: Which are the most impor-
tant processes calling for long-term-research? Which
questions arise from these objects? and Why is it

necessary to investigate their interrelationships? To
find arguments for a thorough discussion of these
questions, Müller et al. discuss these items from the
viewpoints of ecosystem theory, trying to list and
describe recent theoretical problems which need long-
term observations to be better understood or even
solved. Besides the respective discussion of research
demands that originate in theoretical considerations,

1. The significance of ecological long-term processes 
 Why do we need long-term ecological research?  

2. Exploring long-term processes: International experience 
 Which strategies, concepts, and methods are used in long-        

                term ecosystem research? 

3. Concepts and results of long-term ecosystem research 
 What do we know about long-term ecosystem behaviour? 

Aquatic ecosystems Terrestrial ecosystems 

Linkages of research and applications 
How can we utilize the concepts and results?

4. Future demands and challenges 
 Which directions should be chosen for  

                                                future long-term ecosystem research?  
Fig. 1.2 Basic structure of
the book
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the potentials of modelling, data management, and
statistics are demonstrated. One of the actual theo-
retical fields mentioned in the introductory chapter
is described in more detail in the second chapter:
Fath and Müller analyse environmental change as an
explication of self-organized trajectories. Some basic
ideas about ecosystem growth and development are
reviewed, and the classical succession approach is
linked with actual concepts of collapse, break down,
and decay. While these two chapters are highlight-
ing the necessity of long-term ecosystem research
from aspects of systems theory and thermodynamics,
Schimming et al. are illuminating long-term research
conceptions in relation to environmental monitoring
activities. Of course both branches of environmental
analysis can mutually profit from each other: Scientists
can be enthusiastic interpreters of monitoring data
to better solve their long-term problems, and on the
other hand, these solutions can be extremely valu-
able for any application in environmental management.
As long-term management concepts should be devel-
oped although they are actually available only in a
small portion, this symbiosis should be enhanced in the
future.

Part III: Exploring long-term processes –
International experience: The chapters of this
section are dealing with the following questions: How
are LTER programmes developing? Which are their
typical concepts, results, and research questions?
Which experience has been made in the utilization
of specific long-term related methodologies? These
questions are discussed from different viewpoints:
Initially Gosz et al. report about 28 years of the
US-LTER Program. The authors demonstrate the goals
of their exemplary initiative, its history, motivations,
and outcomes, the organizational structure, and the
challenges which US-LTER scientists will be facing in
the future. In many points those research demands are
also realized by ecologists in Europe as demonstrated
in the chapter of Mirtl.

In the two subsequent theoretical chapters, the
potentials of ecosystem modelling are described by
Gnauck et al. which concentrate on the powerful tools
of statistics and their applications in long-term ecol-
ogy. Hostert et al. additionally show the role of remote
sensing techniques and their contributions for the mis-
sion of LTER, illustrating theoretical approaches as
well as examples from the US LTER Programme.
Of course, besides remote sensing, many basic

methodologies are applied in long-term ecosystem
research. Several examples can be found in the next
section.

Part IV: Concepts and results: Presenting and inter-
preting long-term ecological processes: In this sec-
tion, the following questions are discussed: Which
are the basic results of existing long-term research
projects? Which processes have been observed in dif-
ferent ecosystem and landscape types? Which are the
main results of these investigations? How can those
results be used to link research and application?

In this part (IV) case studies from different aquatic
ecosystem research projects are presented. Starting
with interesting experience from several coastal time
series van Beusekom et al. demonstrate recent changes
in the ecological structures and functions of the
Wadden Sea ecosystems in Northern Germany. Their
main questions are related to the consequences of
temperature, salinity, and nutrient changes, the con-
sequences for plankton and benthos communities, and
the influence of alien species, which can be observed
very realistic in the Wadden Sea. Stockmann et al.
are expanding the aquatic research area, searching for
externally forced signals in biological time series in
the overall North Sea. The authors are using exten-
sive simulations of varying external physical factors to
explain the trends and shifts of biological parameters.
A third type of aquatic ecosystems is described in the
chapter of Schubert et al.: Based on several long-term
data sets, typical developmental tendencies in brack-
ish ecosystems are reported, including gradient-related
comparisons of the Baltic Sea, coastal lagoons at the
Baltic and Chesapeake Bay. The authors underline
the necessity and the added value of long-term inves-
tigations to better understand these highly variable
systems. Finally long-term developments in two fresh-
water ecosystem types are described: On the one hand,
Köhler shows recent drivers, pressures, and impacts on
lake ecosystems, taking into account the consequences
of eutrophication, acidification, species invasions, and
climate change, stressing the potentials and limita-
tions of long-term research concepts. On the other
hand, Poschlod et al. present the results of long-term
monitoring investigations in rivers of South Germany
since the 1970s. The authors are using macrophytes
as focal indicators for the assessment of water
quality.

Part V refers to the results of terrestrial ecosys-
tem research investigations. Also in this part of the



1 Long-Term Ecosystem Research Between Theory and Application 7

book, several different ecosystem types are illumi-
nated, and different ecosystem components are anal-
ysed. Focussing, i.e. on soil mesofauna, Koehler
and Melecis provide a methodological framework for
respective faunistic, ecosystem-based analyses and
show results from Collembola and Gamasina dynam-
ics in different study sites. Highlighting the ecosystem
water balance, Lischeid et al. show the results of
tracing biogeochemical processes in small catchments
using non-linear statistical methods. Schindler et al.
concentrate on long-term measurements to quantify
the impact of arable management practices on deep
seepage and nitrate leaching in agricultural ecosys-
tems. In the following chapter, the focus is changed
to long-term processes in forest ecosystems: Tavares
et al. are demonstrating the flux-based results of long-
term ecosystem research in a beech forest in Northern
Germany, concentrating on the flows and storages of
elements through the compartments of the investigated
beech forest ecosystem. Subsequently, Syrbe et al. pro-
vide a report about concepts, methods, and results of
monitoring landscape change. They create a method-
ological framework, which is exemplified, i.e. with
reference to hypothesis testing. Baessler et al. demon-
strate the relative importance of historical to recent
landscape structure and environmental conditions on
plant species diversity and genetic variation. They
demonstrate the importance of long-term studies to
understand ecological processes and to consider this
knowledge in the future. Finally Schmidt et al. develop
a system for the integration of long-term environmen-
tal data by the example of the UNECE heavy metals
in mosses survey in Germany. The authors are using a
WebGIS-based metadata system, which is well suited
for applications in LTER systems.

Part VI the linkages between research and applica-
tions are focal items of four chapters: While Luthardt
refers to her experience with monitoring ecosystems
in Biosphere Reserves, Heurich et al. show the poten-
tial of National Parks to be used as model regions
for interdisciplinary long-term ecological research.
The authors demonstrate the added value of long-
term investigations for actual problems of environ-
mental management in an exciting environment, and
they demonstrate potentials for long-term collabora-
tion between different nations. In contrast to Heurich’s
mountains of the Bavarian Forest, Diederichs refers
to the experience of National Park management in
the Wadden Sea of Schleswig-Holstein, describing

how to turn long-term monitoring into policy. In the
fourth chapter of this section, the conceptual frame-
work and the design of ecological monitoring networks
are described by Jones et al. from two sides: On the
one hand, the design of the US NEON network is con-
sidered at the intersection point between research and
application, and on the other hand, the new research
network TERENO is described, which is planned to
investigate ecosystem processes with a long-term con-
ception. All of these chapters convincingly demon-
strate the demands for long-term knowledge in theory
and practice, and they illustrate the high potential of
linking research and management.

Part VII: Future demands and challenges: The
chapters of this section try to find answers to the
following queries: Which are the future steps of long-
term ecological research? Which challenges have
to be solved in the forthcoming years? How can
we better integrate different research directions? In
this context, Singh et al. present a conceptualisa-
tion and a theoretical basis for long-term socio-
ecological research (LTSER), trying to integrate the
socio-economic dimension into long-term ecological
research. The authors also provide some results and
modelling studies from Austrian pilot test areas. Ohl
and Swinton are concentrating on the linkages of
environmental and societal dynamics, also proposing
a future network of integrated human–environmental
research sites. Thereafter Dilly et al. demonstrate the
value of long-term research with reference to ecosys-
tem manipulation and restoration on the basis of long-
term conceptions. Here long-term approaches are used
not only to control the success of restoration measures
but also to develop intelligent directions of restora-
tion. Following, Fischer et al. present a new integrated
project in Germany, the exploratories for large-scale
and long-term functional biodiversity research. Finally,
there are some summarizing conclusions (Part VIII)
of the book, concentrating on future long-term-related
research questions and challenges.
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Chapter 2

Theoretical Demands for Long-Term Ecological Research
and the Management of Long-Term Data Sets

Felix Müller, Albrecht Gnauck, Karl-Otto Wenkel, Hendrik Schubert,
and Michael Bredemeier

Abstract Long-term ecological studies are required
to understand ecosystem complexity, to develop inte-
grated dynamic models, and to explore appropriate
measures for the assessment and control of ecosys-
tem behaviour. The knowledge derived from long-term
ecological studies should be a prerequisite to formu-
late ecosystem management plans, i.e. with reference
to recent environmental processes. Long-term prob-
lems are especially interesting elements of ecosys-
tem theory. Many hypotheses only can be tested for
validity from a long-term aspect, and many gener-
alized ideas about ecosystem development could not
be verified satisfactory up to now due to a lack of
long-term data sets. In this introductory statement
chapter, some theoretical aspects of ecosystem dynam-
ics are sketched. These outlines are used to derive
demands and questions from ecosystem theory towards
long-term ecological studies. The queries are posed
referring to six main objectives of long-term research:
(i) understanding large-scale variabilities, (ii) under-
standing the interactions of short-term and long-term
fluctuations, (iii) understanding self-organization, (iv)
understanding rare events and disturbances, (v) bet-
ter understanding the impacts of anthropogenic use
of landscape resources on ecosystem functions, and
(vi) generation of knowledge and data for the develop-
ment and evaluation of new generations of ecosystem
models for resource management. These items can be
taken to demonstrate the enormous research demands
referring to long-term environmental dynamics and to
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develop and apply techniques of ecological statistics,
data management, and ecosystem modelling.

Keywords Ecosystem research · Long-term observa-
tion · Ecosystem theory · Data management

2.1 Introduction

Ecology is striving for new dimensions: The recent
processes of global climate change, land use change,
demographic change, and the consequences of global-
ization have yielded to slow and extremely complex
environmental modifications. These processes are not
detectable on the base of, e.g. annual investigations; it
needs decades to observe their dynamics and to evalu-
ate their consequences. Their potential significance for
natural and human systems thus enhances the demand
for widening the scales of ecological observations:
The roles of long-term processes have become defin-
ing, and therefore they are turning into focal items
of actual scientific as well as political debates. And
although the importance of long-term processes has
been obvious since the impacts of forest dieback and
eutrophication or since the first analyses of ecotoxi-
cological effects, our recent knowledge still has many
lacks of understanding. Consequently, the manage-
ment of the overwhelming global dynamics urgently
depends on new knowledge, tools, and information
about long-term ecological processes.

Besides these practical demands from environmen-
tal management and policy, long-term dynamics are
also basic objects from theoretical viewpoints: Many
theoretical conceptions have been tested with short-
term data sets only, thus their factual significance
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cannot really be tested or improved. And many of these
approaches, such as succession theory or orientor the-
ory, particularly refer to long-term dynamics. Thus,
long-term data sets are extremely valuable for the
comprehension, improvement, and testing of several
ecological theories as well as the better comprehen-
sion of the ecological impacts of climate and land use
changes.

Apart of these fundamental motivations, ecologists
have to be aware that several short-term-based deduc-
tions are wrong if applied to longer periods. For
instance, many environmental constraints and pro-
cesses operate in cycles of several years or decades.
Therefore an extrapolation of our typical 3 years
results is always in danger of being incorrect if it
is raised to an abstract – theoretical – level. The
factual range of validity of ecological conclusions con-
sequently can be determined only if longer time series
are available.

It took quite a long time until this necessity became
obvious: Since the introduction of the term ‘ecology’
by Haeckel (1866), the main focus of the discipline
was to understand the interactions between organisms
and their biotic and abiotic environments. Regarding
the fact that even under extreme conditions a large
number of species coexists on different trophic lev-
els, influenced by a multitude of abiotic factors while
utilizing several resources, it becomes understandable
that most ecological research of the past has been
short-term intense work, trying to gather data about
as many organisms and factors as possible, simulta-
neously. Additionally, the main funding principles did
(and partially do) not allow the execution of long-
term investigations, i.e. because the expected success
requires a high portion of patience and methodological
repetitions: The experience of innovation is postponed
too far into the future with reference to our ‘mod-
ern’ (short-term) scientific evaluation conceptions. As
a result, the main bulk of ecological knowledge is
based on ‘snapshots’. However, it is obvious that the
respective local and short-term data cannot easily be
extrapolated to longer time periods and different land-
scape types because of a lack of knowledge about the
underlying dynamics.

The respective long-term ecological research con-
ceptions have consequently been designed to anal-
yse, understand, and document the interrelationships
between environmental changes and ecosystem devel-
opment. The need for long-term ecological studies was

formulated more than 20 years ago by Likens (1983),
followed by encouraging concepts, e.g. from Likens
(1989), Franklin (1989), or Risser (1991). These arti-
cles and books were oriented towards the understand-
ing of slow phenomena, rare events, subtle processes,
and complex processes (see Pickett, 1991). The scien-
tific target activities of the arising LTER programmes
were set on processes that operate on year to decade to
century timescales (Magnuson, 1990). The respective
US LTER investigations have produced promising pre-
liminary results, which have been published recently
in a coherent volume (e.g. Greenland et al., 2003;
Hobbie, Carpenter, Grimm, Gosz, & Seastedt, 2003;
Kratz, Deegan, Harmon, & Laurenroth, 2003; Symstad
et al., 2003; Turner et al., 2003), demonstrating the
high significance of long-term investigations.

Another central motivation for LTER has been aris-
ing from ecosystem research. While trying to identify
and model the interactions between ecosystem ele-
ments and the impacts of land use changes on ecosys-
tem functionality, it became more and more obvious
that all relevant processes are operating on different
spatio-temporal scales (Allen & Starr, 1982) and that
the internal regulation schemes are based on scale-
specific interactions and controls (O’Neill, DeAngelis,
Waide, & Allen, 1986). Furthermore, the inherent com-
plexity of ecosystems, the irreversibility of ecosystem
dynamics, and the non-linear character of ecological
relations must be taken into consideration, and the role
of rare events has to be clarified. Therefore, ecosystem
dynamics cannot be understood if only small time peri-
ods are taken into account and if ecological research is
concentrated on one certain scale only.

Taking these general objectives as a basis, this
introductory statement article aims at illuminating the
demands for a better understanding of long-term envi-
ronmental processes for the development of ecolog-
ical theory, the development of modelling tools for
ecological long-term impact assessment, and sustain-
able landscape resource management. The sequence
of argumentation is arranged around the following
propositions:

– Ecosystems have become focal units of research.
– Long-term research is strictly linked with the

ecosystem approach.
– Theoretical ecosystem comprehension needs long-

term investigations.
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These points are discussed and illuminated in
Sections 2.2 and 2.3, referring to different classes of
theoretical approaches for ecosystem comprehension
and to several questions posed to long-term data sets.
Section 2.4 builds a relation to the requirements of
ecosystem modelling and time series analysis, and in
Section 2.5 the outcome of this essay will be summa-
rized.

2.2 Ecosystems Have Become Focal Units
of Environmental Research

Highly related to the growing consciousness about the
significance of long-term processes, ecosystem science
has performed a rapid development during the last
decades and ecosystem complexity has become a focal
object of investigation: The reductionistic methodol-
ogy has been accomplished by systems approaches,
and the linkages between the compartments of ecolog-
ical and human–environmental systems have been ana-
lyzed, integrating structural, functional, and organisa-
tional entities. Long-term ecological studies have been
carried out, e.g. to investigate relationships between
biodiversity and ecosystem functioning (Schulze &
Mooney, 1994) and to study focal relations within
pelagic nutrient cycles (Andersen, 1997), shallow
water bodies, marine ecosystems (Bruno, Boyer,
Duffy, Lee, & Kertesz, 2005; Stachowicz, Fried,
Osman, & Whitlach, 2002), or forest ecosystems
(Bredemeier et al., 1998; Hauhs & Schmidt, 1999).
In Germany, five Ecosystem Research Centres have
been installed and supported within that time period
(see e.g. Fränzle, 1998; Fritz, 1999; Gollan & Heindl,
1998; Hantschel, Kainz, & Filser, 1998; Widey, 1998;
Wiggering, 2001) and additional research projects
have been carried out in national parks (e.g. Kerner,
Spandau, & Köppel, 1991), biosphere reservations
(e.g. Schönthaler et al., 2001), and coastal districts (e.g.
Dittmann et al., 1998; Kellermann, Gätje, & Schrey,
1998). The common features of these approaches
have been documented by Schönthaler, Müller, and
Barkmann (2003). These characteristics are

– considering indirect, chronic, and de-localized
effects;

– integrating ecological processes and relations into
management procedures;

– combining water balances, nutrient and matter bud-
gets, energy budgets, and community dynamics;

– investigating the basic features of ecological com-
plexity;

– considering self-organisation as a basic process;
– aggregating structural and functional items;
– realizing the irreversibility of changes in ecosystem

structure and function;
– utilizing multiple extents and resolutions in terms

of time, space, contents, disciplines, and analytical
depth.

All of these items are correlated with the demand
for long time series. For instance chronic effects for
sure cannot be observed on a short time basis, indi-
rect effects need long periods to become telling, the
interactions between different element cycles operate
on a multitude of scales, and self-organized processes
do need long times to become detectable. Furthermore,
the fact, that changes in ecosystems are mostly irre-
versible processes, illuminates the demand for histori-
cal attitudes to understand systems dynamics, and thus
– once again – long-term investigations are essential
components for the understanding of environmental
systems. Only on the basis of the system’s history, its
actual state can be comprehended. Consistent future
scenarios or even predictions related to new bound-
ary conditions need to be founded on the historical
situation and the system’s development.

Ecosystemic attitudes have become favourable also
in environmental practice: While in the past, envi-
ronmental activities were restricted to specific resorts,
today we can find resort spanning environmental pol-
itics and interdisciplinary cooperation is increasing
continuously. The ecosystem concept has also been
applied in political programmes: In Principle 7 of the
Rio Convention from 1992 states are asked to ‘cooper-
ate in a spirit of global partnership to conserve, protect
and restore the health and integrity of the Earth’s
ecosystem.’ And in the Ecosystem Approach, the
UN Commission on Biodiversity (Decision V/6 CBD,
2000, see http://www.iucn.org/ themes/cem/ea/) antic-
ipates the consequences of these demands in various
principles which include the following statements:

– ‘Ecosystem managers should consider the effects
. . . of their activities on adjacent and other ecosys-
tems’ (Principle 3).
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– ‘Conservation of ecosystem structure and function-
ing, in order to maintain ecosystem services, should
be a priority target of the ecosystem approach’
(Principle 5).

– ‘Ecosystems must be managed within the limits of
their functioning’ (Principle 6).

– ‘The ecosystem approach should be undertaken
at the appropriate spatial and temporal scales’
(Principle 7).

– ‘Recognizing the varying temporal scales and lag-
effects . . . of . . . ecosystem processes, objectives for
ecosystem management should be set for the long
term’ (Principle 8).

– ‘Management must recognize that change is
inevitable’ (Principle 9).

With reference to our subject, several long-term-
oriented questions can be posed from that listing: How
can we consider the chronic, indirect, and delocalized
effects (Principle 3) without taking into considera-
tion the lag-phases between a disturbance and the
complex reaction? How can we consistently conserve
structures and functions if we do not know how they
interact (Principle 5)? How can we determine the
limits of ecosystem functioning without the respec-
tive long-term observations (Principle 6)? How should
we determine the correct scale if we only know the
short-term parts of the hierarchy (Principle 7)? How
can we cope with change without experience on its
effects (Principle 8)? And how can we find the opti-
mal compromise between the inevitable change and the
conservation without basic knowledge on the dynamics
of ecosystem change (Principle 9)?

The focal problem to answer these questions derives
from the enormous complexity of ecosystems, which
has been investigated on the basis of several con-
ceptions (see Jørgensen & Müller, 2000). The most
prominent theoretical basis is the theory of dynamic
systems (Gnauck, 2000). This theory is used to search
for dynamic laws underlying the changes of ecosys-
tems and to abstract from real systems those partic-
ular characteristics which all systems or at least one
particular class of systems have in common. Under
the notion of complexity and with today’s computing
power, ecological, social, or economic systems (among
many more) have become tractable units, at least in
term of describing observed patterns. However, most of
these applications use the physical notions of dynamic
theory in a metaphorical sense only. For example,

non-trivial predictions, showing that the underlying
dynamics can indeed be extrapolated into realms not
yet observed, the hallmark of successful physical the-
ories, are still lacking in ecology. The reasons for
this may lie in the complexity of ecosystems, in the
technical limits of observation and computation, or in
conceptual limits and unsuited abstractions, but also in
the lack of a consistent, long-term database.

2.3 Ecosystem Comprehension Needs
Long-Term Aspects

Not only ecosystem science and management provide
motivations for the execution of long-term ecological
studies. Tables 2.1 and 2.2 demonstrate a compilation
of arguments from general ecological empiricism and
environmental applications as well. It should be noted
that there is a huge amount of processes which can be
understood on the base of long-term data only. To illu-
minate the theory-based questions to long-term data
sets, some relevant research targets and questions will
be exemplified in the following text section.

2.3.1 Understanding Large-Scale
Temporal Variabilities of Ecological
Variables

Ecosystem dynamics is strongly influenced by the
temporal development of external constraints. The
environmental factors, such as precipitation or mean
temperature, vary in geological timescales as well as
in decadal, annual, and daily rhythms. The effects
caused by such climatic changes are superimposed by
short-term weather effects as well as medium-scale
seasonal changes. The ecosystem itself responds to
all of them, but in a non-linear and delayed mode.
To extract the impact of the long-term changes in the
abiotic external forcing functions, a simple repetition
of snapshots is insufficient. For this purpose, time-
resolved continuous monitoring is necessary to allow
a proper discrimination between the superimposing
responses. As an example, the effects of global climate
change provide numerous questions with reference to
this point:

– How do different species react on the ongoing long-
term temperature rise?
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Table 2.1 Utility of long-term investigations; process classes and examples, after Gruttke and Dröschmeister (1998) and Franklin
(1989)

Process classes Examples

Investigating slow processes • Population dynamics and life-histories of long-living species
• Successions
• modifications of species areas
• integration of invasive species
• soil development
• ecochemical degradation processes
• ecotoxicological effects
• chronic effects
• eutrophication processes
• consequences of global climate change
• consequences of land use change
• consequences of restoration measures
• studies of natural history

Investigating rare events and
episodic phenomena

• gradations
• epidemics and diseases
• consequences of predator abundances
• consequences of extreme weather conditions (drought, floods, erosion, fire, wind, . . .)
• episodic reproduction phenomena

Investigating processes with high
variability

• filtering noise from time series
• determining trends of variable processes
• deriving stability characteristics (resilience, elasticity, buffer capacity)
• development of spatial patterns

Investigating complex
interactions

• meta population dynamics
• behavioural changes of organisms
• genetic distinction
• extinctions
• consequences of fragmentation
• mosaic dynamics
• ecotone dynamics
• studies across organizational levels

Table 2.2 Some recent research themes in long-term ecological research, based on the US-LTER Programme (Hobbie et al., 2003,
see also http://www.lternet.edu/)

Research theme Exemplary topics

Consequences of climate change • role of invasive species
• role of physical forcing factors

Role of disturbance • interactions between long-term and short-term disturbances
• disturbance regimes, disturbance legacies

Mechanisms of ecosystem
self-organization

• interactions of structures and functions, providing mutual causes, and effects of
ecological fluxes

• successions
• control of food web structure

Provision of ecosystem services • consequences of alteration for ecosystems’ capacities to provide services
Investigation of

human–environmental systems
• consequences of changed services for human demands
• role of environmental perceptions for human behaviour
• motivation of human-induced press and pulse disturbances
• human activity and land use change

– Which will be the resulting patterns of their spatial
distributions?

– Which are the extinction risks for sensitive species?
– Which will be the consequences of the biotic reac-

tions for the flows, losses, and storage capacities

of energy, matter, water, and information in
ecosystems?

– Will these physico-chemical reactions act as posi-
tive or negative feedback processes, enhancing or
buffering the global dynamics?



16 F. Müller et al.

– Which will be the consequences for the provision of
ecosystem services?

2.3.2 Understanding the Interactions
of Short-Term Fluctuations Versus
Long-Term Trends

Different time horizons of observations and measure-
ments can lead to different conclusions, and conse-
quently temporal extrapolations can be rather dan-
gerous. For instance, the growth of populations is
influenced by short-term fluctuations of environmental
variables (Nisbet & Gurney, 1982). But of course, also
long-term effects – e.g. the climate change variables
mentioned above – are influential. The interrelations
between these timescales under steady-state conditions
have been investigated by hierarchy theory (e.g. Allen
& Starr, 1982; Holling, 1985; O’Neill et al., 1986;
O’Neill, Johnson, & King, 1989; Callahan, 1991). It
has been suggested that long-term processes (which
are mostly operating on broad spatial scales) provide
constraints for the rapid processes (which function on
small spatial scales), limiting their degrees of free-
dom (see Fig. 2.1). Thus, the theory imposes a control
mechanism into the temporal order of ecosystems.
These ideas have been adopted by panarchy theory
(Gundersson & Holling, 2003), where they are applied

for the analysis of human–environmental systems.
Although the hierarchy concepts are well elaborated
from a theoretical viewpoint, their empirical evidence
has not been shown comprehensively up to now, due
to a lack of respective data sets. On the other hand,
those concepts provide one of the fundamentals of the
resilience approach which has been moved into very
high degrees of environmental policy. Thus, there is
an urgent necessity to prove the hypotheses of ‘hierar-
chy’, ‘panarchy’, or ‘holarchy’ theory (Kay, 2000) on
the base of empirical data. Referring to the distinctions
of different types of dynamics and taking into consid-
eration the concepts of chaos and catastrophe theory,
there is still a lack of understanding, and many ques-
tions, which could be answered with better long-term
data sets, are still discussed. Some examples

– Will it be possible to prove and improve the basic
ideas of hierarchy theory on the base of long-term
data sets?

– Do we really find empirical examples for chaotic
dynamics on different scales in nature, and if yes:
how can they be characterized?

– Which are the characteristics of signal transfers in
instable states and how can we assess the distance
of a system from bifurcations?

– Which is the role of hysteresis effects in ecosystem
dynamics?
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Fig. 2.1 Examples for hypothetical hierarchical structures of ecosystem components (left side) and elements of human–
environmental systems (right side, after Gunderson & Holling, 2001)
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– Which is the influence of stochastic dynamics in
different states of ecosystem development?

– Can we develop new tools to distinguish different
scale-based types of ecosystem dynamics?

2.3.3 Understanding Self-Organizing
Ecological Mechanisms

Ecosystems are self-organized systems, creating
macroscopic gradients which emerge from micro-
scopic disorder and create a web of mutual interac-
tions (Jørgensen, 1996). These interrelations and their
structural implications change in time, and concern-
ing the respective dynamics several hypotheses have
been formulated by ecosystem theory. One of the cor-
responding approaches is orientor theory (Müller &
Leupelt, 1998; Chapter 3) which states that throughout
an undisturbed development, certain ecosystem vari-
ables – ecosystem orientors – are optimized up to
certain, site-specific level. If we take a close look at
the orientors which have been exemplarily presented
in Fig. 2.2, it becomes obvious that many of them
cannot be easily measured or even modelled under
usual circumstances. Some orientors must be calcu-
lated on the base of very comprehensive data sets
which are measured on a very small number of sites,
only. Other orientors can only be quantified by model
applications. In all cases, long-term validation data are
basic necessities to empirically prove the significance
of the following hypotheses.

The complexity of ecosystem structures increases
during undisturbed developmental phases: While
ecosystems are evolving, the number of abundant
species is regularly increasing and the abiotic features
are becoming more complex, too. This development
can be indicated by a rising degree of information, het-
erogeneity, and complexity. Also specific life forms
(e.g. symbiosis) and specific types of organisms (e.g.
the ratio of r/k strategists, organisms with rising life
spans and body masses) become predominant through-
out the development.

The efficiency of ecosystem functions is enhanced
during undisturbed developmental phases: Due to the
increasing number of structural elements, the translo-
cation processes of energy, water, and matter are
becoming more and more complex, the significance of
biological storages is growing as well as the degree
of storage in general, and the residence times of the
input fractions are increasing as a consequence. Due to
the high degree of mutual adaptation throughout the
long developmental time the efficiencies of the sin-
gle transfer reactions are rising, cycling is optimized,
and thus losses of matter are reduced. The respective
ecosystem functions are usually investigated within
three classes of processes which are interrelated to a
very high degree:

• Ecosystem energy balance: The uptake of utilis-
able energy (exergy capture) is rising during the
undisturbed development, the total system through-
put is growing (maximum power principle, see
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values) in dependence of the
specific site conditions (see
also Chapter 3)
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Odum, Brown, & Ulgiati, 2000) as well as the artic-
ulation of the flows (ascendancy, see Ulanowicz,
2000). Due to the high number of processors
and the growing amount of biomass, the energetic
demand for maintenance processes and respiration
is also growing (entropy production, see Svirezhev
& Steinborn, 2001).

• Ecosystem water balance: Throughout the undis-
turbed development of ecosystems and landscapes,
more elements have to be provided with water. This
means that especially the water flows through the
vegetation show typical orientor behaviour. These
fluxes are an important prerequisite for all cycling
activities in terrestrial ecosystems.

• Ecosystem matter balance: Imported nutrients are
transferred within the biotic community with a
growing partition throughout undisturbed ecosys-
tem development. Therefore the intra-biological
nutrient fractions are rising as well as the abiotic
carbon and nutrient storages, the cycling rate is
growing, and the efficiencies are being improved.
As a result, the loss of nutrients is reduced.

Although the described theoretical hypotheses have
been tested with numerous sets of modelling results,
empirical proofs are still missing. Therefore, the fol-
lowing questions are posed to long-term data sets:

– Can we find orientor behaviour in successional
studies that include information on physiological
and structural parameters?

– How strong are the deviations from the theoretically
foreseen behaviour due to external inputs?

– Which orientors can be used as suitable indicators
for ecosystem states?

– Which are the interrelationships between the
orientors?

2.3.4 Understanding Rare Events
and Disturbances

If the orientor hypotheses would be valid all the time,
only growth and development processes would occur
in nature. Realizing that this attitude is not correct, the
theory of the ‘adaptive cycle’ has been developed. In
Fig. 2.3, a respective sequence of ecosystem states has
been illustrated as a function of the system’s internal
connectedness and the stored exergy. The respective
approach refers to the conceptions and results of the
resilience alliance (http://www.resalliance.org/) fol-
lowing the approach of Holling (1986): Starting with
the exploitation function, there is a slow development
which can be characterized by complexification pro-
cedures. The trajectory demonstrates a steady increase
in mutual interactions as well as an increase in stored
exergy, and the system follows an orientor dynamics.
In spite of several variabilities (e.g. annual cycles),
the long-term development shows a steady increase
up to the mature state. Here the maximum connectiv-
ity can be found, which is a product of the system’s

exergy
stored

connectedness

pioneer stage /
exploitation

maturity /
conservation

release /
creative destruction

renewal /
reorganization

Fig. 2.3 A modified scheme
of the adaptive cycle after
Gunderson and Holling
(2001)
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orientation, but which also is correlated with the risk
of missing adaptability that has been nominated as
over connectedness by some authors. After the fast
releasing event, the short-term conditions determine
the further trajectory of the system, the controlling
hierarchy is broken, and the system might turn into a
similar trajectory or find a very different pathway.

All ecosystem components potentially develop
within the described sequence of phases, and many
ecological processes support these dynamics, theoret-
ically. But of course, also this theoretical metaphor of
ecosystem dynamics should be tested by empirical data
sets. These can be used to solve, e.g. the following
problems:

– When does an ecosystem lose its adaptability due to
over connectedness?

– How do disturbances affect the future fate of the
system and which are the sub-processes of the
release function?

– Which parameters are responsible for the fate of
the ecosystem after a creative destruction? Do the
hypotheses of hierarchy theory function under these
circumstances?

– Can a breakdown on a lower scale be understood as
an adaptive process on a higher level of resolution?

The concept of the adaptive cycle is linked with
investigations about the significance of external distur-
bances (Jørgensen et al., 2007), bifurcations (Schultz,
1995), and internal instabilities (Demazure, 2000)
resulting in the irreversible development of ecosys-
tems. For instance, for a given set of environmental
conditions different ecosystem shapes can be found
(Schultz, 1995). In the most extreme case, multiple
alternative stable states reflect the theoretical ability of
self-stabilisation of ecosystems, where the actual state
becomes understandable only by knowledge about its
history. The initializing bifurcations can be the result
of single events which occur very seldom. To under-
stand the underlying dynamics, long-term data pro-
vide a much higher probability that rare events are
included, than conventional data sets. Thus, they can
be extremely helpful to understand the interrelations
between extremely short catastrophic events and con-
tinuous developmental traits, when disturbances are
reduced or buffered. Furthermore, several theoretical
constructions to describe systems dynamics would find
much better explanations, quantifications, threshold

criteria, and comparisons (e.g. the concepts of stability,
resistance, elasticity, resilience, adaptability, or buffer
capacity), if the respective data sets are available.

2.3.5 Understanding Anthropogenic
Land Use Impacts
on Ecosystem Functions

As stated in Table 2.2, the joint analysis of human
and environmental (sub)systems has become a focal
point of interest in science and management. This ten-
dency can also be observed within the CBD ecosystem
approach. In the operational guidance the following
objectives are formulated: ‘The Ecosystem Approach
places human needs at the centre of biodiversity man-
agement. It aims to manage the ecosystem, based on
the multiple functions that ecosystems perform and the
multiple uses that are made of these functions. The
ecosystem approach does not aim for short-term eco-
nomic gains, but aims to optimize the use of an ecosys-
tem without damaging it’. This program provides
challenging demands for environmental management,
which should be based on a better knowledge about the
fundamental interrelations in human–environmental
systems. These demands have been starting points for
the LTSER program, which is described in Chapter 26,
as well. Some respective demands are listed below:

– Which are the general interrelations within human–
environmental systems?

– Can these interrelations be described on the base of
hierarchical approaches (see Fig. 2.1) and which are
the relevant scales of investigation?

– Which have been the general developmental path-
ways of ecosystem goods and services in the past?
How do they develop from a long-term viewpoint?

– Which ecosystem services or functions of nature
should be taken into account for environmental
evaluation procedures and which is their historical
background?

– What are the critical loads and levels for different
landscape types?

– Which special requirements for long-term ecosys-
tem management and monitoring can be drawn
from long-term ecological research?

– How can ecosystem protection conceptions (e.g.
ecosystem health and integrity) be implemented in
such strategies?
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– What can we learn to better solve actual long-term
problems, such as the consequences of global cli-
mate change, demographic change, and land use
change?

2.3.6 Development and Evaluation
of New Ecosystem Models
for Resource Management

Long-term ecological studies are required not only
to understand ecosystems complexity but also to
develop and evaluate integrated dynamic ecosystem
and landscape models as a prerequisite for the sus-
tainable resource management. Ecosystem and land-
scape models are important and necessary tools for
studying and understanding ecological processes, for
testing hypotheses of the functioning of ecosystems
in a systematic manner, and for investigating environ-
mental responses to human impacts (Seppelt, 2003).
Simulation models can be used to augment data col-
lection and data sets in a predictive mode. This step
covers the use of models for the simulation of ecosys-
tem dynamics at different spatio-temporal scales. The
models are able to incorporate and combine different
knowledge bases (data sets) and provide new results to
higher level information. Therefore this approach can
be understood as an analogue to empirical analyses and
comparisons of long-term data sets of different obser-
vation sites. Simulation models can be used to test
hypotheses for consistency with observations. In this
modus models allow to formulate testable conjectures
for further experiments and observations for ecosys-
tem theories (Jørgensen & Müller, 2000). Furthermore,
the results of model-based ecosystem simulations are
important instruments to optimize the ecological long-
term monitoring systems and give suggestions to more
reliable experiments.

A new use of simulation models is their applica-
tion as a communication tool. When the behaviour of
an ecosystem cannot be reconstructed and predicted
from known dynamics, it is still possible to repre-
sent the relevant observations in a simulation model.
In this approach interactive simulation is regarded as
a more powerful classification system of ecosystems
than algorithmic computation (which is the basis of
traditional simulation models).

Over recent decades marked progress has been
achieved in ecosystem modelling. Traditionally,

process and ecosystem models are developed for the
one-dimensional case (point model), i.e. only for
selected points within an area. Examples of such pro-
cess models are soil–plant–atmosphere models such as
CERES (Ritchie & Godwin, 1993), WOFOST (Supit,
Hooijer, & van Diepen, 1994), HERMES (Kersebaum,
1995), APSIM (Keating et al., 2003), or AGROSIM
(Mirschel, Schultz, & Wenkel, 2001; Wenkel &
Mirschel, 1995). At the ecosystem or regional scale
it is difficult to provide all this information for all
spatial nodes. Here the available information is usually
characterized by significant fuzziness and hetero-
geneity. Beyond it, there are many processes which
are related to different spatial and temporal scales.
For example, biotic processes described by habitat
or population models usually are quite local. On the
other hand, some abiotic processes such as matter
flow driven by wind, water, or diffusion are strongly
influenced by spatial features within catchments such
as the heterogeneity of the land use types or elevation.
To analyze, evaluate, and manage ecosystems, tools
and models are required, which can represent and
interpret the variety and complexity of the connections
between biotic and abiotic landscape structures and
functions. The recent concerns of climate change
and the end of cheap oil will provide additional
items to the mix of problems we face in the regional
scale and provoke an even more urgent requirement
for reliable decision-making instruments and policy
support.

In spite of substantial progress in the development
of mechanistic integrated ecosystem models in recent
years, integrated space and time-related dynamic land-
scape models are exceptions to date. The development
of such integrated regional models is a very ambitious
task and requires its ‘own inter-methodical approach’
(Lausch, 2003). However, this is still a challenge as the
diversity of knowledge from various scientific disci-
plines is increasing, requiring ever more creativity, ver-
satility, and openness in research and communication.
From the scientific point of view we are confronted
with the following problems:

– How do we reduce the complexity of landscape
processes within models?

– How much detail in process dynamics can we incor-
porate in regional models still capturing the most
important feedback loops in regional landscape
systems?
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– How can we adequately capture the functional con-
sequences of structural diversity and spatial hetero-
geneity in landscape models?

– How can we compromise between short-term and
long-term developments adequately in landscape
models? What do we mean by ‘adequate?’

– Which model types and tools are best suited to
landscape modelling, considering the fuzziness and
uncertainties in ecological functions and data and
the dynamic nature of processes?

– How can we bring together conceptually different
ecological and economic models?

– Which spatial resolution is required to appropriately
capture processes with regional significance?

– How can we adequately include spatial ecologi-
cal heterogeneity and its influences on ecosystem
functions?

To find answers to these problems we need new
ideas, new thinking and a paradigm shift in inte-
grated regional modelling. To cope with these prob-
lems we suggest an approach that promotes models
of intermediate complexity (Wenkel et al., 2008). An
important feature of Regional Models of Intermediate
Complexity (REMICs) is that they are characterized
by a lower degree of detail in the description of pro-
cess dynamics, but a higher number of interacting
components. The implementation of REMICs calls for
specific modelling tools that can handle the spatial
heterogeneity of GIS and can offer analytical capa-
bilities of both process-based statistical modelling.
One such tool, the Spatial Analysis and Modeling
Toolbox (SAMT), is an open source package that can
be used to develop decision support systems to help
planners and decision makers better understand the
complex reactions of the landscape to various forc-
ing (Wieland, Voss, Holtmann, Mirschel, & Ajibefun,
2006).

A prerequisite for development and scientifically
rigorous validation of complex integrated landscape
simulation models is a network of long-term experi-
mental study areas or, if feasible, specially designed
landscape experiments. Back-casting and comparing
model results to historical conditions offer a useful way
to validate a model. The core research areas within
the Long Term Ecological Research Network LTER
(LTERNET, 2006) could be the basis for the much
needed data sets and studies.

2.4 Data Management as a Pre-requisite
of Long-Term Research

To understand the long-term dynamics of ecosystems
and to formulate basic functional principles, besides
the originating data, adapted tools for data manage-
ment and interpretation are necessary. That is why
ecological informatics as a field in the interface of
ecology and ecosystem research needs to be further
established and applied to long-term dynamics. For
this reason, long-term monitored information bases
as well as classical and modern mathematical proce-
dures and informatic tools are needed to better portray
ecosystem development.

The archetypical data sets from long-term research
sites are time series based on different sampling or
observation intervals. They may consist of single
entries such as limnological, hydro-meteorological or
terrestrial data, or repeated mappings, e.g. surveys of
biota. A widespread appreciation of long-term data
series is not only shared among ecologists but also
among ecosystem managers what might be taken as
indicative of favouring empiricism over a theory-based
approach. Therefore, many management decisions in
ecosystems appear to be predominately ‘data-driven’
and remain embedded in the local history of the respec-
tive ecosystems. Thus, long-term data provide the
context in which short-term observational or experi-
mental results can be interpreted. This analysis should
be based upon mathematical tools. In the following text
passages, some of these data management components
are listed:

Missing data in long-term ecological data records
often lead to some general problems for ecosystem
research and simulation. They cause both difficul-
ties in process identification and parameter estimation
and misinterpretations of spatial and temporal varia-
tions of ecological variables. After Little and Rubin
(1987) missing data can be classified as missing com-
pletely at random, missing at random, and as non-
ignorable. Known procedures to compensate such gaps
are replacing by smoothing, by interpolation, by appli-
cation of trend functions, or by data from reference
curves according to standards and conventional rules.
The efficiency of all these procedures is quite differ-
ent. Applying interpolation procedures on irregularly
sampled raw data sets, time series with equidistant
sampling intervals will be obtained. The application of
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approximation methods on such time series results in
functional relationships. Another procedure is the so-
called re-sampling method which requires data inter-
polation and, in the case of noisy information, data
approximation to place sampled data on a regularly
timescale. The goal of this method is to reconstruct
time series with small sampling intervals. The follow-
ing tasks are equivalent to re-sampling:

– filling the gaps of irregularly recorded data by
interpolation,

– reconstruction of data of regularly recorded time
series by means of analytical functions or signal
estimations,

– filling the gaps of irregularly recorded data by
means of measuring values of reference curves.

Mathematical equations describe either the time
dependency (function of time t) or the frequency
dependency (function of frequency ω or cycles per
time unit) of environmental processes (Pollock, 1999).
Some well-known linear and nonlinear interpolation
methods exist while data estimation can be exe-
cuted by static and dynamic approximation proce-
dures. Regression type functions or – in the case of
cycling time series – Fourier approximation are used.
The re-sampling procedure can be extended by appli-
cation of digital signal filter methods. On the base of
equidistant data consistent time series based on major
process frequencies will be obtained. Figure 2.4 shows
the procedure to produce the respective, consistent
data sets.

To obtain long-term ecological data series with
equidistant sampling intervals from irregularly sam-
pled data, interpolation methods should be used.
Because of random, but not normal distributed long-
term data and nonlinear effects of ecological processes
observed, no R2 statistics can be used. The suitabil-
ity of the interpolation method is valuated by standard
error SE = s/

√
n between interpolated and origi-

nal time series. Mostly, a linear interpolation method
was found to be the best one in opposite of near-
est neighbour, polynomial, and cubic spline functions.
Another method for the re-sampling of long-term eco-
logical records consists of estimations of data due
to approximating functions. For parameter estimation
mostly the least squares method or the maximum like-
lihood methods are applied. Useful procedures are
multivariate regression models, polynomial models,

Long-term ecological data

Interpolation

Equidistant Data

Approximation Digital Signal Filter

static dynamic

Functional Relationship

High PassLow Pass

Consistent Data

Fig. 2.4 Re-sampling procedures

or time-discrete transfer functions. Evaluations of the
quality of the fit are given by linear or nonlinear
coefficients of determination.

2.5 The Outcome: Theory, Ecosystem
Modelling, and Ecosystem
Management Need Information
About Long-Term Ecological
Processes

In the foregoing text many theory-based questions
have been asked and some mathematical concepts have
been sketched which show that various hypotheses are
waiting to be proved and that the instruments for the
interpretation of long-term data sets are available.

Previous ecological research stated that the study
of unusual events such as slow ecological processes,
rare events, episodic phenomena, high frequent vari-
able processes, subtle processes, and their combina-
tions like complex phenomena have not been a com-
monly used object in the past (Weatherhead, 1986).
Therefore, long-term ecological studies are extremely
valuable for providing consistent data records for sub-
tle processes and long-term changes in ecosystems, for
providing early warning procedures due to expected
rapid and hazardous changes, for the development of
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Long-term data 

How can we better
understand the
complexity of
ecosystems?

Which are the
general principles

of ecosystem
self-organization?

Which is the dynamics of
large scale variables and

how do they interact
with short-term

processes?

How can we develop and
better use

modern techniques of
data management and
time series statistics?

How can we improve
modelling techniques and
make them available for

long-term data set
analysis?

How can we better
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human-environmental
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between
different scales?

How can we
quantify

scale
interactions

and temporal
hierarchies
in human-

environmental
systems?

Which are the
dynamics of

rare events and
how can we

better
understand
disturbance
dynamics?

Fig. 2.5 Summary of important theoretical demands for long-term ecological research

integrated ecosystem models to a more reliable predic-
tion of the spatio-temporal ecological impacts of land
use and climate changes, and for suggesting and han-
dling sustainable ecosystem management strategies.

The described demands have been focussed on a
small number of approaches only. Further arguments
can be taken from other theoretical concepts as well
(Müller, 1997). For instance, network theory, informa-
tion theory, or ecological thermodynamics could be
taken to prolong the list of questions.

Summarizing, in fact there is a huge demand for
long-term ecological analyses to fulfil these require-
ments (see Fig. 2.5). Therefore, also the scientific
support policy should consider these demands more
intensively and enhance the number of long-term stud-
ies on a worldwide scale.

Within the resulting conceptions, the collaboration
between theory, statistics, modelling, and empirical
ecology should be widened and deepened. Only an
integrative interdisciplinary cooperation, based on the
ecosystem approach, will be helpful to better under-
stand the environmental interrelations as a holistic
multiscale processual unit. Such knowledge will be
suitable to find solutions for all the long-term prob-
lems our environment is facing recently. Therefore, a

good theoretical background should not be attained
as an academic exercise, but as a basis for better
environmental applications of ecological knowledge.
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Chapter 3

Long-Term Ecosystem Dynamics: Theoretical
Concepts of Environmental Change

Brian D. Fath and Felix Müller

Abstract The question of ecosystem dynamics is
important because when studying ecosystems, par-
ticularly over the long term, one must expect that
natural endogenous changes will occur. In other words,
observed changes may not be solely reflective of
human-induced or other exogenous perturbations, but
rather represent the natural long-term dynamic which
the system experiences. Therefore, ecosystem manage-
ment must account for these expectations, such that
the goal might not be to preserve a system in its cur-
rent state, but to allow the range of natural dynamics to
occur, to allow the system to follow its self-organizing
trajectory. The challenge for ecosystem theory and
long-term ecological research is to identify this trajec-
tory or direction in which ecosystems change. We can
for instance look at some of the main system character-
istics such as species composition, functional integrity,
or biodiversity, and also look at changes in the thermo-
dynamic patterns of organization in the ecosystem. In
this chapter, we review some of the standard concepts
on ecosystem growth and development and discuss the
use of holistic orientors and indicators as a means to
understand long-term ecosystem dynamics. We also try
to demonstrate some respective linkages for the analy-
sis of human–environmental systems and derive some
suggestions for environmental management.
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Ecological succession · Ecosystem growth · Ecosystem
development, Ecosystem decay
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3.1 Introduction

There are many good reasons to support the long-
term aspects in ecological research. Besides several
urgent practical demands, theoretical considerations
play a major role in long-term ecosystem analysis
(see Müller et al., 2010). To illustrate these scientific
motivations, we will discuss the state of the art in con-
ceiving theoretical approaches for ecosystem growth
and development. The following considerations there-
fore can be taken as a starting point for the derivation
of new hypotheses on the long-term behavior of envi-
ronmental systems.

We will start this short review with an outline
of focal components from general succession theory,
which has been focused on structural items and com-
munity features in the past. Therefore in a second step
we will enhance the view and include functional pro-
cesses throughout ecosystem growth and development,
i.e., taking a thermodynamic perspective. Realizing
that ecosystems do grow all the time, but death and
decay also are parts of ecological dynamics, the adap-
tive cycle will be shortly described, and thereafter we
will try to outline some principles from the long-term
development of human–environmental systems. This
will lead to a final short discussion about respective
management options.

3.2 Components of Ecological
Succession

The classical view of ecological succession is based
on the idea that there are orderly changes in com-
positions and structures of biotic communities. The
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concept states that rapidly growing, short-lived, pio-
neer species with wide dispersal mechanisms colonize
an area later to be replaced by slower growing, longer-
lived, shade tolerant climax community species (Drury
& Nisbet, 1973; Connell & Slatyer, 1977; Shugart,
1984; Pickett & White, 1985). This process is called
primary succession if it originates on a landmass ini-
tially devoid of a biological community such as after
glacial retreat, island formation, or volcanic activity
(Walker & Del Moral, 2003; Glenn-Lewin, Peet, &
Veblen, 1992); or secondary succession, if it occurs
on an area which has the remnants of a biological
community from which to rebuild, e.g., after a fire,
hurricane, or human-induced clearing (Horn, 1974;
Walker, Walker, & Hobbs, 2007).

This view of ecological succession theory describes
a bi-modal development of species composition from
r-selected species to K-selected species (MacArthur &
Wilson, 1967). The biotic potential, r, for reproduc-
tion, expressed in exponential growth, characterizes
the earlier pioneer stage:

dN

dt
= rN (3.1)

where N is the population size and r the rate of
growth. During this pioneer period resources usually
are not scarce relative to the biotic community so pop-
ulation grows unchecked, exponentially – except for
density-independent factors not captured in the sim-
ple equation. Species that thrive during this stage are
able to grow and reproduce quickly, colonizing new
areas for establishment. In the second stage, crowding
and other resource limitations express themselves as
density-dependent factors such that the overall carry-
ing capacity, K, limits the growth typically expressed
using the logistic equation:

dN

dt
= rN

(
1 − N

K

)
(3.2)

In this view, the system grows quickly during the early
stages when the population is low (when N<<K, this
approximates Equation 3.1). Mathematically, there is
an inflection point when N=K/2, after which the popu-
lation growth slows as quickly as it rose during the first
half until it reaches a steady state, also called a climax
community (Whittaker, 1953; Roughgarden, May, &
Levin, 1989). Under these conditions, when N=K pop-
ulation growth is zero, but it does not mean that there

is a static situation because it is not an equilibrium in
the thermodynamic sense: Organisms are still growing
and dying. Rather, the ecosystem level processes are
equally balanced between growth and death. Of course
nature is never so well behaved such that N asymptot-
ically approaches K, nor remains poised there for an
extended period of time. Consequently, there is little
evidence that any empirical data sets will precisely fit
this model (Hall, 1988).

In fact, a more common pattern is based on over-
shoot and collapse, where the growth momentum
causes the population to exceed the carrying capac-
ity, after which it cannot be supported by the envi-
ronment, and collapses to a level below the carry-
ing capacity (Taylor, Aarssen, & Loehle, 1990). If
this pattern repeats, then there will be a series of
overshoot and collapse. It is also possible that the
overshoot and collapse degrades the environment in
a way that permanently lowers the carrying capac-
ity such that the rebounding population level will be
lower. Furthermore, the carrying capacity itself is not
fixed by environmental conditions, but is also influ-
enced by the amount of resource extraction the species
incur. More efficient use of resources allows a greater
population sustenance that effectively raises the car-
rying capacity. These ecological concepts have been
the fundamentals of several environmental approaches,
such as carrying capacity or ecological footprint (e.g.,
Bossel, 1998, 1999, 2004; Wackernagel & Rees,
1996).

Summarizing the logistic model of succession from
more exploitative to conservative life patterns provides
a useful conceptual model to view ecosystem dynam-
ics (Shugart, 1998). The emphasis in switch from
growth in early stages to steady state is represented
by the nomenclature for r- and K-selected species rep-
resenting these two stages and captures an important
transition in the overall dynamics.

While there have been several other variations of
this standard succession model, one to call to atten-
tion has been developed by Grime (1979), specifically
describing the dynamics of plant species. He expanded
from the r and K classification to three ecological
classes – ruderals, competitors, and stress tolerators –
based on a population’s response to the two categories
disturbance and stress (Table 3.1). In this concept dis-
turbance is any action that destroys the plant biomass
in part or whole, and stress is any factor that prevents or
inhibits growth. Grime saw no viable life strategy for
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Table 3.1 Plant species succession model after Grime (1979)

Stress

Disturbance Low High

Low Competitors Stress tolerators
High Ruderals No viable strategy

a high stress, high disturbance scenario, and therefore
left it blank.

A problem remains that both the bi-modal and
tri-modal models downplay the significance of ecosys-
tems as open, thermodynamic systems and do not suffi-
ciently consider ecological functions. An open systems
perspective, integrating ecosystem properties, was
implicit in E.P. Odum’s 1969 seminal paper describ-
ing trends to be expected in ecosystem growth and
development because in it he focused on the thermo-
dynamic development of ecosystems, which of course
is dependent on a supply of energy. A sample of the
type of dynamics he proposed as ecosystems go from
early stages to mature stages is given in Table 3.2.

In this list it is clear that thermodynamically and
organizationally the expected trend is toward a less
growth dominated and more conservative stage in
which the captured energy is utilized to maintain and
support a large ecological community in terms of

Table 3.2 Some trends of ecosystem development after Odum
(1969)

Ecosystem attribute Developmental stage Mature stage

Community
energetics

– –

Gross production/
community
respiration (P/R
ratio)

>1 ~1

Biomass
supported/unit
energy flow (B/E
ratio)

Low High

Food chains Linear Weblike
Nutrients – –
Mineral cycles Open Closed
Nutrient exchange

rate
Rapid Slow

Nutrient
conservation

Poor Good

Overall homeostasis – –
Internal symbiosis Undeveloped Developed
Entropy High Low
Information Low High

thermodynamics, which can be measured as biomass
energy or exergy (Schneider & Kay, 1994a; Jørgensen,
2002; Kay, 2000; Odum, Brown, & Ulgiati, 2000).
An efficient ecological community is one that supports
large biomass storage for a relatively small, constant
flow of energy. The ratio of biomass storage – with
units of some amount – to flow (amount per time) gives
units of time. In other words, the efficiency is a mea-
sure of how long the energy is retained in the system,
which of course increases if there is a greater diversity
of organisms forming a more complex network (Patten,
1992; Ulanowicz, 2000). The key to remember is that
the amount of energy available to the system is mostly
fixed by the solar constant. Within that constraint
though, highly complex and diverse systems have
arisen and are supported due to self-organized ecosys-
tem dynamics (Müller & Nielsen, 2000; Jørgensen
et al., 2007). The respective thermodynamic processes
seem to constrain systems dynamics in a very general
manner, whereby the increasing complexification can
be seen as a key process (Weber et al., 1989; Müller
et al., 1997).

3.3 Ecosystem Growth
and Development

Another formulation of ecosystem growth and devel-
opment by Jørgensen, Patten, and Straškraba (2000)
and Fath, Jørgensen, Patten, and Straškraba (2004)
proposed that there are four stages which ecosystems
generally undergo. First, it is necessary to clarify that
growth refers to the quantitative increase of some mea-
sure such as biomass or throughflow, and therefore has
an upper limit based on physical constraints (Müller
& Fath, 1998). Development, on the other hand, refers
to qualitative change that transpires such as with the
organization or information level (Ulanowicz, 1986).
In principle, there is no upper limit to the process of
development (Jørgensen et al., 2007).

The four stages of growth and development in
this model are Boundary, Structural, Network, and
Information Growth.

1. Boundary Growth brings the input of low-entropy
material into the system. Ecosystems are open sys-
tems, dependent always on a constant inflow of
low-entropy, high-quality energy and also on the
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presence of sinks to absorb the discarded high-
entropy, low-quality energy. The vast complexity
of genetic, biological, and ecological diversity has
emerged within these two constraints. The inflow
for almost all natural ecosystems is solar radiation –
the only known exception is the deep ocean sulfur
vent community.

2. Structural Growth occurs when the physical quan-
tity of biomass in the system increases, often as a
result of the increase in the amount, number, and
size of components in the ecosystem. Structural
growth is a positive feedback mechanism because
the additional biomass makes it possible for the sys-
tem to capture more of the incoming solar energy,
though also requiring more energy for maintenance.

3. Network Development is related to the internal orga-
nization of the connectivity in the system through
additional or more effectively placed energy–matter
transactions between system components, which
results in more interconnected pathways increas-
ing the cycling of matter and energy (Patten, 1998).
Network development also raises the total system
throughflow (since it is retained and utilized in
the system longer, see Ulanowicz, 1997) and con-
tributes to the role which indirectness plays in the
system interactions (Fath & Patten, 1999).

4. Information Development is qualitative progression
in system behavior from exploitative patterns to
more conservative patterns, which are more ener-
getically efficient. Information growth deals with
the development of ecosystem compartments them-
selves, as they tend to increase their own perfor-
mance within the system.

This four-stage model provides a general conceptual
model for ecosystem growth and development. The
typical sequence that occurs during primary and sec-
ondary succession corresponds roughly to these four
forms, however, the expression of the four forms is
not strictly sequential because the different functional
components can operate in parallel (e.g., boundary
input initiates growth, but continues on as long as
the system organization remains; network and infor-

mational growth both can occur simultaneously). Of
interest is its application to ecological processes. These
stages help explain how the trends Odum (1969)
observed come to pass. For example, initially, ecosys-
tem biomass increases (physical structure), and while
the overall system respiration increases, the respiration

Table 3.3 Several of the thermodynamic goal functions pro-
posed to track ecosystem change

1. Maximize power (Lotka, 1922; Odum & Pinkerton, 1955)
max (total system throughflow)

2. Maximize exergy storage (Jørgensen & Mejer, 1979)
max (total system storage)

3. Maximize dissipation (Schneider & Kay, 1994a, 1994b)
max (total system export)

4. Maximize cycling (Morowitz, 1968)
max (total system cycling)

5. Minimize specific dissipation (Prigogine, 1955)
min (total system export/total system storage)

6. Maximize retention time (Cheslak & Lamarra, 1981)
max (total system storage/total system throughflow)

relative to biomass decreases as larger plants and ani-
mals become more prevalent. Total entropy production
first increases and then stabilizes when further bound-
ary flow importation is not possible. Next, feedback
increases – including recycling of energy and mat-
ter – as the network structure evolves, which leads
to decreases in biomass-specific entropy production.
Lastly, information increases in terms of the biochemi-
cal and species diversity and genetic complexification.

Several ecological ‘goal functions’ have been used
in the literature to assess these growth and devel-
opment trends (see, for example, Müller & Leupelt,
1998; Svirezhev, 1998, Müller et al., 2010). Table 3.3
lists some of the common ones based strictly on the
thermodynamics of the system.

Fath, Patten, and Choi (2001) showed that the
goal functions listed in Table 3.3 although derived
to assess different aspects of ecosystem development
are in fact not in conflict with each other, and often
are complementary. For example, maximizing cycling
leads to greater storage and greater throughflow. The
property that seemed most at odds with the others was
minimization of specific dissipation, but it became
clear that this is possible first, because total system
export is capped by the amount of inflow the system
can capture, and second, the total system storage con-
tinues to increase due to the network and information
development. One also sees from the maximization
of residence time that over time the system storage
outpaces the system throughflow, which is consistent
with the idea that B/P is increasing in mature systems.
In a more detailed analysis of these orientors Fath et al.
(2004) showed that indeed the ‘goal functions’ while
consistent in principle do behave differently during the
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Table 3.4 Ecosystem growth
and development during the
four growth forms (↑
indicates an increase, ↓ a
decrease, and ↔ no change in
the condition or orientation)

Boundary
G&D

Structural
G&D

Network
G&D

Information
G&D

Thermodynamic
Indicator

Specific entropy ↔ ↔ ↓ ↓
Energy

throughflow
↑ ↑ ↑ ↑

Exergy
degradation

↑ ↑ ↔ ↔

Exergy storage ↑ ↑ ↑ ↑
Retention Time ↔ ↔ ↑ ↑

different phases (Table 3.4). We see that only system
storage and throughflow continue along their intended
trajectory during all growth and development stages.

At this point of the discussion, the question arises,
whether ecosystems only grow or develop in a com-
plexifying manner. They do not. The further the sys-
tems have been moved away from thermodynamic
equilibrium, the higher seems to be the risk of get-
ting moved back (Schneider & Kay, 1994b). The

more time has been used for complexification, the
higher is the risk of being seriously hit by disturbance
(see Table 3.5), and the longer the elements of the
system have increased their mutual connectedness, the
stronger is the mutual interdependency and the total
system’s brittleness. Table 3.5 combines some features
of mature ecosystems and lists some risk-related con-
sequences of the orientor dynamics. In general it can
be concluded that the adaptability after changes of

Table 3.5 Some characteristics of mature ecosystems and their
potential consequences for the system’s adaptability: Maturity is
attained due to a long-term mutual adaptation process. In the end
of the development the interrelations between the components

are extremely strong, sometimes rigid. Reactivity and flexibility
are reduced. If the constraints change this state runs the risk of
being seriously disturbed (after Jørgensen et al., 2007)

Orientor functions Related risks

High exergy capture The system operates on the base of high energetic inputs
→ high vulnerability if the input pathways are reduced

High exergy flow density Many elements of the flow webs are dependent on inputs which can be provided only if the
functionality of the whole system is guaranteed

→ high risk of loosing mutually adapted components
High exergy storage and

residence times
Exergy has been converted into biomass and information
→ high risk of internal eutrophication

High entropy production Most of the captured exergy is used for the maintenance of the mature system
→ minor energetic reserves for structural adaptations

High information High biotic and abiotic diversity
→ risk of accelerated structural breakdown if the elements are correlated

High degree of indirect effects Many interactions between the components
→ increase of mutual dependency and risk of cascading chain effects

High complexity Many components are interacting hierarchically
→ reduced flexibility

High ascendancy and trophic
efficiency

Intensive flows and high flow diversities result in a loss reduction
→ changing one focal element can bring about high losses

High degree of symbiosis Symbiosis is linked with mutual dependencies
→ risk of cascading chain effects

High intra-organismic storages Energy and nutrients are processed and stored in the organismic phase (Kay, 1984)
→ no short-term availability for flexible reactions

Long life spans Focal organisms have long life expectancies
→ no flexible reactivity

High niche specialization and
K selection

Organisms are specialized to occupy very specific niche systems and often have a reduced
fecundity

→ reduced flexibility
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the constraints may decrease when a high degree of
maturity is attained.

3.4 Adaptive Cycle

In this context, C.S. Holling (1986) made an impor-
tant contribution to the standard ecosystem dynamics
model by explicitly addressing the issue of distur-
bance of the steady-state, climax community. He pro-
posed a four-stage model of ecosystem dynamics that
includes growth (or exploitation), conservation, dis-
turbance (which he called creative destruction), and
reorganization (renewal, see Fig. 3.1). This figure is
laid out as a sideways figure-eight to represent the con-
tinual growth and regenerative dynamics ecosystems
undergo in a metaphoric sense. This conceptual model
is further defined by identifying the axes as connectiv-
ity (abscissa) and the stored capital (ordinate). Other
dimensional formulations have been proposed, such as
Kay considered exergy storage and exergy consumed,
while Hansell and Bass (1998) used carbon storage
and nutrients. Jørgensen et al.(2007) re-oriented the
model to show that the potential and dynamics fol-
low an inverse pattern (Fig. 3.2; see also Müller et al.,
2010). This is consistent with Holling’s original con-
cept in that the disturbance phase was termed cre-
ative destruction because the system becomes rigid

Fig. 3.1 Holling’s ‘figure-eight’ curve. The concept of the
adaptive cycle states that ecosystem development touches four
different fundamental stages, which are passed with differ-
ent velocities. Breakdown (‘release’) and ‘reorganization’ after
disturbance are integrated processes. The slow growth phases
of ecosystems are situated between the stages ‘exploitation’
and ‘conservation.’ From the resilience alliance web page,
http://www.resalliance.org, see also Gundersson and Holling
(2003)

or locked into a specific configuration in which
whole-scale change although maybe warranted is not
possible.

Schumpeter (1911) used a similar model to describe
economic development and the cyclic nature of
entrepreneurship. Without disturbance the system
becomes rigid in ways that make emergence of new
markets difficult, and the current players achieve a
status of economic lock-in (Arthur, 1990). A good
example of lock-in and the role of creative destruc-
tion in human society could be the housing stock which
when constructed has a long characteristic time frame.
In some cases though the initial designs are not in
the long run most desirable, but once become estab-
lished are too costly to replace particularly if it involves
turnover of the entire existing stock. When a natural
disaster strikes – the destruction – there is an open
opportunity to rebuild with a new approach – allowing
for creativity. Such was the case in the fast growing
years of the city of Chicago in the mid-1800s. The
population grew from a small remote town of 30,000
people in 1850 to almost 300,000 people by 1870 (on
its way to 1,000,000 by 1890 and 2,000,000 by 1920)
and due to the easy availability of lumber, balloon-
frame, wooden housing was the dominant design style.
A great fire in 1871 destroyed large portions of the city
and the existing housing stock, and re-development in
many central areas implemented masonry and concrete
materials. While it would have been impractical to ini-
tiate a leveling of the city to replace the housing stock,
the fire provided an opening for putting in place a new,
more lasting design pattern. Some speculate that the
current suburban development prominent in the United
States is a similar investment trap in that it is unsustain-
able in the long run (due to long transportation require-
ments), but there is too much invested in it to change.
Oil shocks may make these areas obsolete, providing
another form of creative destruction. Other examples
include the San Francisco earthquake of 1906, after
which new building codes were implemented to guard
against seismic shocks, but could not have been insti-
tuted in the existing structures, as well as the impact
of Hurricane Katrina on New Orleans in 2005. The
devastation caused by Katrina provides an opportunity
for New Orleans not only to re-establish the natural
flow of the Mississippi River but also to rebuild the
lost communities in more sustainable patterns, but the
verdict is out whether the re-development learns from
or repeats the same mistakes.
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Exergy
stored

Pioneer stage / Exploitation

Maturity / Conservation

Release /
Creative

destructionRenewal /
Reorganization

A: Hypothetic trajectory of orientor development in the adaptive cycle

Exergy
stored

Connectedness

C: Adaptive cycles at multiple hypothetical scales

Develop-
mental
potential

Connectedness

Connectedness

B: Developmental potentials in different developmental states

Fig. 3.2 Different interpretations of the adaptive cycle. (a)
Hypothetic trajectory of orientor (‘goal function’) development
in the adaptive cycle: In this case the function of connected-
ness (complexity) and stored exergy (biomass and information)
is depicted. The system is operating in orientor dynamics for the
longest time, while release and reorganization are passed rather
quickly. During the renewal phase the stored exergy does not
increase in contrast to the original ‘figure-eight diagrams’. (b)
In parallel with exergy increase the number of potential system

states decreases throughout the orientor phase until around matu-
rity the adaptability of the system is minimized. During the
destruction the degrees of freedom of the system as well as
the developmental uncertainty are rising strongly. (c) Depiction
of a multiscale orientor hypothesis: Under certain continuously
developing constraints breakdown events can provoke an opti-
mization of long-term adaptability. Consequently destructions
on a lower scale can support the orientor optimization on a
higher spatio-temporal level

3.5 Complex Adaptive System Orientors

Ecosystems are a class of systems more gen-
erally referred to as complex adaptive systems.

Characteristics of such systems are that they
have many interacting parts operating at varying
hierarchical scales (complexity), they maintain
themselves in changing environments and create
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themselves in response to self-creativity in other sys-
tems (adaptivity), and they have emergent, irreducible
properties (systemness). There have been proposals
to describe holistically, the tendencies in which these
systems change over time; one approach in particular
by Hartmut Bossel (1998, 1999) worth mentioning
identifies six fundamental orientors, which are meant
to apply for all complex adaptive systems. These
include

1. Existence: Attention to existential conditions is
necessary to insure the basic compatibility and
immediate survival of the system in the normal
environmental state.

2. Effectiveness: In its efforts to secure scarce
resources (exergy, matter, information) from, and
to exert influence on its environment, the system
should on balance be effective.

3. Freedom of action: The system must have the abil-
ity to cope in various ways with the challenges
posed by environmental variety.

4. Security: The system must have the ability to pro-
tect itself from the detrimental effects of variable,
fluctuating, unpredictable, and unreliable environ-
mental conditions.

5. Adaptability: The system should be able to change
its parameters and/or structure in order to generate
more appropriate responses to challenges posed by
changing environmental conditions.

6. Coexistence: The system must modify its behavior
to account for behavior and interests (orientors) of
other systems.

Orientors are defined as dimensions of concern not
specific goals as they arise from the system interactions
and are considered emergent system properties. They
functions as attractors of systems development. The six
orientors are responsive to the six general properties of
the environment.

1. Normal environmental state: The actual environ-
mental state can vary around this state in a certain
range.

2. Scarce resources: Resources (exergy, matter,
information) required for a system’s survival
are not immediately available when and where
needed.

3. Variety: Many qualitatively very different processes
and patterns occur in the environment constantly or
intermittently.

4. Reliability: The normal environmental state fluc-
tuates in random ways, and the fluctuations may
occasionally take it far from the normal state.

5. Change: In the course of time, the normal envi-
ronmental state may gradually or abruptly change
to a permanently different normal environmental
state.

6. Other systems: The behavior of other systems
changes the environment of a given system.

Bossel proposes a one-to-one relationship between
the properties of the environment and the basic ori-
entors of systems. Therefore, the system equipped to
secure better overall orientor satisfaction will have
better fitness and will therefore have a better chance
for long-term survival and sustainability. The point in
including the orientor approach is to show the diversity
of measures which have been used to identify the long-
term trajectory and space in which systems adapt and
evolve.

3.6 Long-Term Dynamics
of Socio-ecological Systems

One would expect that the long-term dynamics
observed in ecological systems could also provide
insight into the development and dynamics of socio-
ecological systems. Both systems are open, complex
and far-from-equilibrium; they are ultimately depen-
dent on the inflow of energy and the ability of the
waste generated not to exceed the system’s capacity
for reuse or assimilation. While the orientors and goal
functions can be seen as basic principles of the devel-
opment of ecological systems there is the question
if the related optimization functions are also of sig-
nificance for human–environmental systems. At least
three answers can be given to this question: (i) yes,
because also human systems are self-organized sys-
tems; (ii) yes, because focal aspects of sustainability
are founded on similar optimization strategies; (iii)
no, because humans are optimizing their basic orien-
tor expressions on different scales, thereby decreas-
ing the potential development of the natural partner
systems.
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A relevant discussion in this context can be made
about Jared Diamond’s recent and popular book,
‘Collapse: How societies choose to succeed or fail.’
Diamond (2005) proposes 12 reasons for which human
societies collapse related to their use of natural
resources:

1. Deforestation and habitat destruction
2. Soil problems (erosion, salinization, loss of

fertility)
3. Water management problems
4. Overhunting
5. Overfishing
6. Introduced species
7. Human population growth
8. Increased per capita impact
9. Human-induced climate change

10. Build up of toxic chemicals
11. Energy shortages
12. Full human utilization of earth’s photosynthetic

capacity.

The first eight reasons are affecting all epochs of
human civilization up to the present; the last four have
been emerging during the past few centuries since the
industrial revolution (more appropriately referred to
as the fossil fuel revolution). Diamond is clear in his
statements that he believes societies make a choice to
succeed or fail depending on how they deal with and
manage their environmental resources. He provides
numerous examples of societies that have collapsed
as a result of environmental mismanagement, but the
hypothesis lacks a guiding theory in that anecdotes
exist of societies persisting or collapsing under similar
activities.

In an earlier work on the same topic, Joseph
Tainter (1988) takes a different, a more deterministic
approach. First, he starts by critiquing many of the the-
ories proposed for societies to collapse, including not
only environmental ones, such as resource depletion,
bountiful resources, catastrophes, intruders, and gen-
erally failure to adapt. The main problem, he contends,
with these theories is that they are not causative in that
in some cases societies experience such events (e.g.,
invaders, resource depletion), yet manage to thrive by
winning in victory, finding new methods or resources,
etc. In other words, it is not a good theory if sometimes
it holds and others it does not. His thesis then rests
more generally instead on the complexification of the

society and its limitation of that as a problem-solving
strategy.

‘More complex societies are more costly to main-
tain than simpler ones. . .as societies increase in com-
plexity, more networks are created among individuals,
more hierarchical controls are created to regulate these
networks, more information is processed, there is more
centralization of information flow, there is increasing
need to support specialists not directly involved in
resource production, and the like’ (Tainter 1988, p. 91).
Note the similarity between these stages with those
identified independently in ecosystem development,
from structural, to network, to information growth. He
goes on to say, ‘All this complexity is dependent upon
energy flow at a scale vastly greater than that char-
acterizing small group of self-sufficient foragers or
agriculturalists. The result is that as a society evolves
toward greater complexity, the support cost levied on
each individual will also rise, so that the population as
a whole must allocate increasing portions of its energy
budget to maintaining organizational institutions.’ In
other words, independent of the energy source, first
solar, and now fossil, we rely on a greater alloca-
tion of this energy to maintain the complex structures
created.

Ecosystems are very efficient at supporting a great
amount of structure for a given amount of production
(B/P high in mature ecosystems). Our current eco-
nomic and political institutions are still in a phase that
promulgates the creation of increased production – in
addition to supporting all the existing built structure.
This insistence on quantitative growth over qualita-
tive development would be considered to be an early
immature stage according to ecological succession.
In fact, one could conclude that how production is
treated in the long term for ecological versus societal
systems is one of the main discrepancies and leads
to much of the tension between resolving sustainable
integration.

3.7 Ecosystem Dynamics
and Environmental Management

It is clear that ecological systems change over time,
so a policy that seeks only to maintain the system
in its current state, i.e., preservation, counters that
natural tendency. It takes energetic input to inhibit
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successional trajectories. For example, an agricultural
field is maintained at an early stage of succession in
order to benefit from the high productivity of fast-
growing cereal crops, but at the expense of plowing,
planting, and harvesting. In the case of agricultural
production the motivation is obvious; however, there
may be other cultural rationales for preserving socio-
ecological systems in a state that opposes the natural
tendency. For example, there are remnant bog ecosys-
tems in the Midwestern United States that harbor
species and habitats similar to those found thousands
of years ago as the last glaciers retreated. Clearly,
over time those ecosystems will fill in and give way
to new ecosystems, but as a relict system and refuge
for rare and endangered species environmental protec-
tion agencies may be encouraged or even required to
intervene and preserve the habitats. While this could
be an acceptable societal choice it should be acknowl-
edged that this differs from protecting species within
a current trajectory. Likewise, we at times protect
social systems that are in conflict with the natural ten-
dency. Venice is a cultural icon that will be protected
at great expense in the face of sea level rise (and
city sinking), however, as history has shown, over the
long term it is likely that the costs will exceed the
benefits to maintain and it will be abandoned or at
least re-organized to better accommodate the current
environmental conditions.

3.8 Conclusions

Understanding the long-term dynamics of natural
ecosystems is an important goal both from a scientific
and management question. It is clear that ecosys-
tems undergo natural transitions from simpler, less
diverse, less interconnected patterns, to ones that are
more diverse, complex, and interconnected. Proposals
to track the thermodynamic tendencies during this
transition have produced encouraging results as there
is an observable pattern that energy throughflow and
storage both increase during growth and develop-
ment. Ecosystems appear to naturally transition from
a more growth-oriented phase to one in which conser-
vative elements are dominant. But with the increas-
ing connectedness, the risks of Holling’s brittleness
are growing as well, and destruction may take place
due to a reduced buffer capacity. Nature conservation
very often follows the basic principle to restore and

maintain historical states, even if high inputs are nec-
essary to fulfil that requirement. From a theoretical
viewpoint, the question should be discussed in which
cases this objective should be followed and in which
situations self-organized dynamics might be allowed.
It may in fact be easier to assess and protect the current
(orientor) trajectory than the current state or a histori-
cal situation. Thus, environmental management might
profit from learning from long-term ecological expe-
rience, which could be helpful to keep on developing
the approaches of adaptive management strategies. The
focal question should be: How to cope with change
with respect to adaptability and future developmental
capacity? To find constructive answers, on the other
hand, the efforts to understand long-term ecological
processes should be enhanced, theoretical propositions
should be taken into account and should be tested,
and the potentials and limitations to apply ecosystem
principles for the analysis of human–environmental
systems should be supported in the future.
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Chapter 4

The Scientific Potential of Environmental Monitoring

Claus-G. Schimming, Sabine Augustin, and Rolf Karez

Abstract Over time environmental monitoring has
produced an immense amount of data that was col-
lected in order to assess environmental pollution
impacts but also for ecological research. Although this
research produced revelatory, valuable data and infor-
mation on the structures and functions of ecosystems,
amazingly few studies have focussed on the theoret-
ical aspects of ecosystem evolution. This obviously
is counter to the progress in the field of ecosystem
theory and the provision of integrated concepts in rela-
tion to indicators of ecosystem performance. In this
regard, the major intention and challenge of LTER
(Long-Term Ecosystem Research) is to combine the
theoretical background with the ecological knowledge
already available in order to extrapolate monitoring
information about environmental problems and to find
solutions in line with recent progress at the global
scale. With a view of ecosystem evolution in a long-
term perspective and to support applied ecology with
respective monitoring information, special methodi-
cal diligence has to be lenient towards temporal and
spatial extrapolations. This focuses on problems of
representativity and reference. The aim of this chapter
is to inform the reader how information on ecosystems
can be derived and the potentials and limitations of
using available databases from monitoring in networks
and results produced by integrated data evaluations
in ecosystem research. Ideas on further optimisation
of monitoring activities are also presented. Two envi-
ronmental initiatives are presented as case studies

C.-G. Schimming (�)
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including protection of forest ecosystems against the
effects of atmospheric deposition (ICP-forests) and
the definition of properties that define a good eco-
logical state of aquatic ecosystems (European Water
Directive); critical load indications and success con-
trol measures are respectively used and the benefits to
environmental protection are discussed.

Keywords Monitoring · Ecological information ·
Data evaluation · Indicators · ICP-forests · Water
Framework Directive · Reference state · Evaluation
concepts

4.1 Introduction

Because of concern for environmental quality and
human health issues, for a long time a great deal of
monitoring data and long-term time series have been
collected in many states exposed to pollution or envi-
ronmental change problems. Data quality ranges from
records of single values (e.g. air temperature, solar
radiation, chemical concentrations, census) up to inte-
grated data and information about ecological change
(e.g. fluctuations in biocoenoses, productivity, element
cycling). In many cases already integrated monitoring
information is reported (Spellerberg, 2005; Vaughan
et al., 2001). However, until recently, the collected
data was sometimes incomplete with respect to envi-
ronmental sciences and ecology (cf. Vaughan et al.,
2001).

Unilaterally, the main focus has been emphasising
the purity of ambient air, water and soil to deter-
mine safety issues regarding the quality of for exam-
ple breathing air, drinking water, nutrient-production
potentials in agriculture etc. (Larrsen & Hagen, 1996;
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EEA, 2003, Buse et al., 2003, Fehér & Lázár, 2003,
Carpenter et al., 2006, Álvarez-Robles, ÁngelLatre,
Muro-Medrano, Zarazaga-Soria, & Béjar, 2007). The
ascertained data was initially used for rectifying polit-
ical actions or for juridical purposes in relation to crit-
ical value exceedances or environmental quality stan-
dards. Meanwhile monitoring activities by degree also
became components of programmes to protect sensi-
tive environments: The Rio Convention on Biological
Diversity, the United Nations Framework Convention
on Climate Change (UNFCCC), The Convention on
Long-range Transboundary Transport of Air Pollution
(CLRTAP) and the Kyoto-Protocol with the objec-
tive of reducing greenhouse gases that cause climate
change. Because the global foci of programmes like
the Kyoto-Protocol mostly require acquisition of data
on socio-economic drivers and related environmental
pressures, in topical juxtaposition numerous monitor-
ing programs have been installed. Administrative bod-
ies active in environmental protection mostly organise
these, in order to record physical and biotic data, which
describes environmental states and changes on regional
or local scales.

Although bodies such as HELCOM (Governing
body of the Helsinki Convention, Baltic Marine
Environment Protection Commission) in the Baltic
sphere install their own monitoring stations at the point
and non-point sources of euthrophic elements or pollu-
tant fluxes into water bodies and to study emissions,
other international programmes like AMAP (Arctic
Monitoring and Assessment Programme) refer to the
existing stations and networks of national state authori-
ties. The European Water Framework Directive (WFD)
is based on a monitoring system which the EU member
states are requested to set up individually, consisting
of three intercalibrated types which grant for repre-
sentativity of reporting in the individual EC states
(EC, 2003a,b, Buffagni et al., 2005). Following the
CLRTAP (Convention on Long-range Transboundary
Air Pollution), International Cooperative Programmes
(ICPs) received mandates to organise monitoring on
the effects of air pollutants. Owing to the well orga-
nized and targeted framework, the Level I and Level
II programmes of ICP-forests with focus on the state
of the European forests and atmospheric deposition
loads may be one of the most experienced systems in
harmonization of methods worldwide especially qual-
ified by the special manual and the recent data sets
already recorded. Owing to the small-scale compliance

with ecosystems and landscapes, especially data with
local or regional reference is of great interest and rele-
vance in ecology (Alcamo et al., 2003) and has been
produced in a couple of major ecosystem research
projects comprising ecosystems in a landscape context
(cf. Fränzle et al., 2008).

Looking ahead, more integrated evaluation in par-
ticular of long-term observations in relation to holistic
aspects of ecosystem research may produce sensitive
indicators of ecological change in the global context.
In this respect the purpose of this chapter is to rivet
the reader’s interest on the potentials of mentoring data
in ecology and how to comply with the different data
qualities in order to meet the challenges of using and
integrating the data to infer possible changes using
any kind of comprehensive information. The intention
is neither to document the dimension of monitoring
data and metadata information nor to document and
evaluate the qualities of individual data sources but to
stimulate ideas on how existing data can be combined
in LTER (Long-Term Ecosystem Research network).
The challenge is to proceed in regard to ecosystem evo-
lution not only in the regional or landscape context but
also to integrate information on ecosystem functions
over the long-term perspective at the global scale.

Through two example case studies the recent state
and pragmatism of monitoring data use is demon-
strated. The first will enlarge on the problem of the
European Water Framework Directive to find a ref-
erence for the “good state” of aquatic systems (EC,
2003). Secondly, evaluation of monitoring on for-
est ecosystems in the frame of ICP-forests will be
demonstrated by relating tree vitality with atmospheric
deposition load and exceedances.

4.2 Scientific Potentials of Monitoring
Data in Ecosystem Research

Already in the early 1970s Ellenberg, Fränzle and
Müller (1978), spearheading ecological principals,
suggested a comprehensive ecological surveillance
system for Germany, which reflects the basic ideas of
UNESCO’s Man and Biosphere Programme (MAB)
(Kasstenholz & Erdmann, 1994). The concept was
later tested for integrated environmental monitor-
ing using existing network ecosystem research (cf.
Schönthaler et al., 2003). In compliance with general
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aims of ecosystem research on the dynamics of struc-
tures and processes, the MAB concept in particular
encompasses the important long-term aspects which
allow for the identification of trends or periodici-
ties in ecosystem evolution, for efficiency control
of protection measures and for the scientific under-
pinning of spatiotemporal model extrapolations. The
approach also provides data for early-warning sys-
tems (Ellenberg et al., 1978). As suggested by these
primordial ideas and as a simple example, long-term
monitoring of carbon transfers and atmospheric CO2-
concentration data on the global scale may have con-
tributed a great deal of information to evaluating
potential effects of global warming on the scale of
ecosystems (several authors in Schulze et al., 2003;
Piao et al., 2008). Although much revelatory and valu-
able knowledge about environmental impacts has been
produced in the past with emphasis on structures and
functions of ecosystems and landscapes in order to
demonstrate the need for environmental protection and
to sustain the attention of policy decision-makers via
a scientific basis for such decisions, pitiably few stud-
ies have looked at the theoretical aspects of ecosystem
evolution till recently.

However, on the basis of conceptual ideas about
ecosystem functioning more advanced ecosystem anal-
yses of data on climate, soil, the abundance of veg-
etation, animals, micro-organisms, and nutrient and
energy fluxes could link these components together
at the landscape scale. This for example was realised
by distinguished projects in the framework of the
International Biological Programme (IBG) such as in
the Solling mountains in Germany (Ellenberg, Mayer,
& Schauermann, 1986) or others like the Hubbard
Brook Project in the White Mountains (NH, USA)
(Likens et al., 1977) and the Bornhöved Lakes District
in northwest Germany (Fränzle et al., 2008). The inten-
tion of LTER, also born from the idea that ecosystem
evolution does not coincide with the average run of
research projects, is to approach ecosystem analysis
with an adequate time scale so that components can
be linked together in the long-term perspective. Thus,
the special aspects of LTER challenge databases pro-
duced in monitoring networks and ecosystem research
to not only trace environmental change but to also test
hypotheses on ecosystem evolution.

One of the major aims of applied ecology is
to derive ecological information which describes
ecosystems under human pressure (Nelson et al., 2006)

and to use this information as an indicator for the need
for environmental protection, and for the assessment
of stressed ecosystems; modern concepts favour health
or integrity indicators. These must be ideally inte-
grated measures for example in context with primary
production, aspects of biodiversity and other suitable
principles (see Jorgensen et al., 2007; Udy et al., 2001).
Rapport (1989) suggested more sophisticated indica-
tor concepts on the bases of properties like vigour,
organisation and resilience, whilst integrity refers to
the ability of ecosystems to maintain organisation (Kay
2000), which both comprises and integrates structural
and functional aspects of ecosystems (see De Leo &
Levin, 1997). Because a range of disturbances during a
preceding period is integrated these types of indicators
provide expediently direct measures of ecological con-
ditions whereas the measured values or indices they are
integrated from only work indirectly. Although there
is an immense amount of data collected by various
environmental monitoring activities and research, the
potential of these data and information resources to
produce the integrative concepts implied above has not
been realised. The reasons may be found in the amount
of data itself but also in missing coordination which
is especially needed especially to solve the environ-
mental problems proceeding from the various issues
on local or regional scales where they are assessable
by ecosystem research in a global context.

In the first instance, evaluating census, climate
and chemical concentration data comprising structural
properties, and assessments of matter and energy inter-
connections in ecosystems can produce information
about primary production and nutrient accumulation,
and consequently proceed to functional indicators of
euthrophication or pollution effects as well as to
evaluating source and sink functions in ecosystems.
Since the interconnections between physical and biotic
environments make up ecosystems, beyond structural,
biocoenitic and climate aspects, monitoring activi-
ties concern chemical concentrations in the different
abiotic and biotic media not only for environmen-
tal purity and human health issues, but to monitor
changes in ecosystems as a consequence of pollution
and euthrophication. Element activities and matter-
flux ratios are parameters of biogeochemical models
that create couples of fluxes between mobile element
species in the environment and biomass production.
Thus, they refer to the aspect of connectivity as a
measure of linkage in ecosystems and exchange with
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the environment as a functional indicator (Gardner &
Ashby, 1970). Chemical concentration data are eas-
ily available from surface water monitoring activities
comprising scales as of lakes, rivers, coastal and shelf
seas, and the oceans as well as carried out at stations of
atmospheric deposition measurements, of soil chem-
istry and groundwater pollution assessments. Solid
matrices for chemical analyses are sampled from abi-
otic and biotic compartments of ecosystems and in
respect of ecotoxical problems in relation to popula-
tions, organisms, or types of organs. Useful databases
include element cadastres (see Lieth & Markert, 1990
and other publications of the authors), and chemical
analyses carried out in soil inventories in any direc-
tion. Valuable databases to access and identify regional
or local chemical loads may be acquired from environ-
mental monitoring of sensitive acceptor plants possibly
affected, typically mosses and lichens (Pott & Turpin,
2004, Kleppin, Schroeder, Schmidt, & Pesch, 2008).
Surveys monitoring matter-transfer balances in ecosys-
tems like in the IBG and related projects (see above),
or carried out by soil scientists in experiments on the
chemical equilibrium between mobile element activi-
ties and solid-phase species, make provision for more
advanced knowledge about biogeochemical principles
(see Nasidu, 2008).

Apparent dissimilarities in the chemical element
concentrations of a source and a sink lead to the
acquisition of useful information about imbalances in
element cycling and of related chemistry in abiotic
media. Considering ecological stochiometry (Sterner
& Elser, 2002) which focuses on the definite propor-
tion of chemical elements affected by organisms and
their interactions in ecosystems, in a first step, ele-
ment cadastres provide valuable databases. The basic
approach considers definite proportions of elements
that are affected by organisms and the evolution of
ecosystems in the context of interactions with the envi-
ronment. Assuming the relation between a medium
in the abiotic environment and an autotrophic organ-
ism in a first step followed by consumers using
food web resources, differences in the element con-
tents between two steps provide useful information
on imbalance, on trophical states and eutrophication
issues. Structural aspects are explicitly respected and
changes in simple element ratios from the uptake to the
accumulation in biomass may serve as ecological strain
indications (see Fränzle & Schimming, 2008). Matter
flux estimates, more or less onerous to carry out,

showing sampling and related scale problems are not
essential.

Nevertheless, estimates of matter fluxes are essen-
tial for calculating rate-dependent loads in ecosys-
tems since these strongly affect chemical change in
ecosystems and control the overtopping of critical con-
centrations. For instance, a biogeochemical approach
based on combined mass-charge balances of element
fluxes, comprising atmospheric deposition, acidifica-
tion and consequent change of soil-solution chemistry
leads to greater understanding of forest decline in
an ecological context (Ulrich, 1985). The degree of
imbalance referenced by long-term budgets of pos-
itive and negative ionic charge correlates with the
acid load as well as soil chemistry indicated by free
acidity and other critical concentration values (Ulrich,
1983a,b). Finally, the evaluation of the results from
the Solling project recently contributed to some the-
oretical aspects of ecosystem evolution for instance in
regard to issues of resilience in forests (Ulrich, 1987).
Beyond the aspects of ecosystem functions, report-
ing of chemical loads critical for ecosystems depend
on matter flux data. Reporting of exceedances on the
basis of mostly pragmatic concepts balances atmo-
spheric deposition rates of acidifying air pollutants
with the critical load of forest ecosystems by means of
biogeochemical approaches (Bashkin, 2006). Steady
state results are used as an indicator for air pollu-
tion control. The databases consist of air pollutant
concentrations and information provided by landcover
maps for the parametrization of a deposition model.
Relevant soil properties are informative to calculate
critical acid or eutrophic nitrogen loads and to bal-
ance the capacities with the deposition rates which
proceeds to the degrees of critical loads exceedances.
(see Gauger et al., 2002 and Chapter 18). The con-
cept is also available for aquatic ecosystems (Nillson
& Grennfelt, 1988; Kernan, 1995) and has been devel-
oped for assessing vegetation with respect to their
sustainability against atmospheric deposition loads.
Large amounts of census data are applied to calcu-
late sink functions for vegetation cover with respect to
the protection of rare species (see Schlutow & Kraft,
2008).

Following projects like that in Solling shows the
onerous efforts over long periods needed for assem-
bling adequate values and the combing of consistent
data sets for useful evaluations. In the nature of things
data sets produced in monitoring activities worldwide
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on the various media (air, soil, water, biocoenoses etc.)
as well as spatial (micro-scales, local, regional. global)
and temporal scale references are very heterogeneous
in regard to eligibility for both ecosystem research and
in particular LTER evaluations. Owing to scale incon-
sistency, the conflation of monitoring data obtained
in various environments and different media but also
related insufficiencies of data quality typically involves
conformity problems with scale extrapolations which
limits the scientific potentials of integrating ecological
information from different sources.

It is clearly evident that use of the concepts men-
tioned above depends on appropriate databases being
available that cover the important temporal aspect.
Insufficient data sets that do not have the adequate
completeness, duration or continuousness may be
eventually supplemented or completed from other
available data sources, where sampling, inventories,
recording, mapping and surveying can contribute, but
also authority-run environmental pollution control net-
works provide valuable data potentials eligible to
LTER. In this regard, weather-service information that
is available worldwide in certain temporal and spatial
density is of great importance because of the available
networks, the number of stations and the harmonised
methods. Programmes especially focussing on ecosys-
tem research on landscapes or on special kinds of inte-
grated indicators (e.g. Ecosystem Health Monitoring
Program, EHMP, www.ehmp.org/index.html) typically
organise specific monitoring programmes on the local
or regional scales under observation. Also the method-
ical compatibility, data quality, spatial and tempo-
ral representativity may be widely unknown, which
is a concern for the evaluation of monitoring data.
Evaluations of data by combination of the various
sources and extrapolations to the ecosystem or land-
scape scale are mostly complex and counter intuitive.
For instance, amounts of precipitation sampled by
standard rain gauges do not necessarily comply with
the amounts at the landscape scale. The general prob-
lem was exposed by Kluge and Fränzle (2008) for
the evaluation of water and element relations in the
Bornhöved Lakes District. The problem can also be
identified during the calculation of element-flux bud-
gets from soil chemistry data sampled on the basis of
ceramic cup samplers of small volumes, and for atmo-
spheric deposition rates, with typical model results
presented at the scale of crown area projections or
for certain grids. As a problem of theoretical physics,

these difficulties are also implied by Petter (1956) and
to be referred to as scale-, bottle-, edge-, and similar
effects (Petter 1956). The edge effect has been adopted
to ecology by Odum (1956) in his ecotone concept
which describes the transition between two or more
ecosystems and corresponding diversity of structure.
This complex problem can be generalised by stating
that data and related model extrapolations have to be
carefully tested for connectivity regarding the desired
information as elucidated in Fig. 4.1. Thus, in the sense
of valid information on for example landscape scales
data from measurements on process scales (e.g. leaves)
may be questionable. The quality of data has to be rec-
onciled with the accuracy of information needed and
the validity of modelling with respect to the aspired
scale (cf. Haraldsson & Sverdrup, 2004).

Therefore, potentials for ecology and particularly
LTER purposes have to be carefully tested. Methods
are suggested by Schröder, Schmidt, Pesch and
Eckstein (2002) that are based on geostatistical consid-
erations. In the scientific respect, mostly the obligatory
manuals and data-quality control schemes contribute
to and inform about the special quality of monitoring
in regard to reproducible evaluations, valid modelling,
and for mapping. However, the degree of elaboration
and the applicableness of methods are very discrimi-
native. Hitherto much more than in other monitoring
activities, the competence of the expert panels of ICP-
forests and ICP-mapping and the program manuals
are most advanced in these fields (UNECE, 2006).
Considering the objectives of LTER to investigate
ecosystems in a long-term perspective and broad spa-
tial scales in order to produce scientific explanations
of e.g. cause-effect relationships, to find connectivity
between driving forces and ecosystems, to describe
their state and evolution, the use of monitoring data
decisively depends on standards under two aspects:
Methodically, which means accuracy and reproducibil-
ity related to the scale problem and the reference of
standard or of baseline states (Paulus et al., 2005).
From a more practical point of view, this means to
choose a system or any object like a tree in crown
condition inventories of known properties, a standard
(healthy) tree respectively in time and space and then
evaluate the relative performance of the observation
in reproducible (calibrated) manner (cf. Rempel &
Kushneriuk, 2003; Nillson et al., 2003; Redfern &
Boswell, 2004, cf. EC, 2003). In more complex sur-
veys on environmental problems, the properties of
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Fig. 4.1 Connectivity of monitoring data and significance of model extrapolations with respect to uncertainty and the quality of
reference for environmental quality aims

an affected system can be compared with another
supposedly unaffected system that has maintained sus-
tainability or ecosystem health. The compared system
has to be representative of the respective conditions
which may be a problem particularly in LTER as the
respective conditions change in the course of evolu-
tion independently from the compared system. With
respect to information at higher scales, the specific
local or regional situations can also be compared to
those in representative ones as a reference. Methods for
testing spatial representativity have been developed by
Schröder et al. (2002) and suggested for harmonising
environmental observation systems in Germany.

Other approaches are to objectify monitoring
and environmental reporting by the integration of
scale-conformed data on structures and functions of
ecosystems using case studies or via a geostatistical
approach using randomly selected landscape units in
regard to representativeness (Hoffmann-Kroll, Schäfer,
& Seibel, 1998; Dröschmeister, 2001; Statistisches
Bundesamt, 2000). Last but not least, in Germany,
an integrated and cross-functional approach tested

harmonising of data from environmental monitoring
in order to designate the reference to so-called repre-
sentative Eco-regions. These were designated on the
basis of geostatistical approaches as well as model
applications on element transfers with spatial refer-
ence (Schönthaler et al., 2003). The project highlighted
the potentials and limitations of environmental obser-
vations using existing databases and the consequent
substantial reporting on diverse environmental issues.

4.3 Case Studies on Monitoring
Activities in Two Environmental
Protection Initiatives

4.3.1 Water Framework Directive

In 2000 the parliament of the European Union passed
the Water Framework Directive (Directive 2000/60/EC
of the European Parliament and of the Council estab-
lishing a framework for the Community action in the
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documents of the European Water Framework Directive (modified after EC, 2003a)

field of water policy – WFD), which was implemented
in the member states’ laws in the following years.
The WFD requests that all aquatic habitats within the
EC have to have good ecological status by 2015, and
it concerns groundwater, rivers, lakes, estuaries and
coastal areas. Since the WFD is an EC-directive the
EU can amerce its member states if the directive is
not properly implemented, i.e. if good status is not
achieved in the agreed periods. However, upon proof of
serious efforts by member states, extensions until 2021
or even 2027 are possible. For each of the water cat-
egories, various types were discriminated (e.g. alpine
lakes, Mediterranean Sea) and for each of these types
a five-step scale for the assessment of the type-specific
ecological status had to be defined (EC, 2003a). This
scale is based on so-called reference conditions (the
“very good” status), which can be defined by reference
sites of that type (if available) (Fig. 4.2), by histori-
cal data, or by modelling and expert judgement. After
many discussions, the reference condition is more or
less defined as the condition that would arise, if human
impact on an aquatic system would be minimised with-
out unacceptable retrenchments, although the latter is
not explicitly stated in EC-guidance documents. It is,
thus, not simply a pristine condition; however, there
are various interpretations of feasible definitions. From
here by certain deviations from the reference condition
four more steps of degradation had to be defined (high,
good, moderate, poor, bad), and only a good or very
good status will be acceptable in 2015.

The WFD and related guidance (EC, 2003a,b, 2006)
recently stimulated a lot of research to find scientific
substantiation in order to calibrate this kind of assess-
ment scheme and to define the so-called “Ecological
Quality Ratios” (EQR) which range between 0 and 1
(Fig. 4.2) (EC, 2003a). The EQR values of status class
limits can be variable among classification systems;
however, an intercalibration process among member
states sharing a certain water type shall assure a com-
mon understanding of status class limits (EC, 2003b).
Theoretically reference properties are based on infor-
mation on the pristine states of ecosystems which
does not exist owing to the more or less ubiquitous
anthropogenic influence. However, recently references
have been defined based on information from histor-
ical research, modelling, or even qualified expertise
and sometimes has been derived from a combina-
tion of these methods. The WFD recommends the
methodical approaches necessary to establish the site-
specific reference conditions (EC, 2003a). For each
water category certain biological quality elements are
mandatory to be used for defining the assessment tools
for the ecological status, for example for estuaries this
is phytoplankton, macro algae and angiosperms, the
invertebrate benthic fauna and fish. Another important
feature of the WFD is that the point of view has to be
on river basin districts, which demands the cooperation
of many agencies inside and among member states.
Because of the legal bindingness and the demand-
ing aims of the WFD, the directive had an enormous
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impact on the water agencies of the member states.
In most cases, scientists in institutes and universities
were entrusted with the definition of reference con-
ditions and with the development of the assessment
scales, thus the WFD also had an enormous impact
on the scientific community and its publications and
symposia.

In many cases the possibility to use contemporary
reference sites was not available, since all water bod-
ies (i.e. legally defined areas belonging to a certain
type, e.g. bays, single lakes, parts of rivers) of that type
today show degradation. Only in very few cases were
historical data available that were of such comprehen-
siveness and scientific value that they could be used
to define reference conditions with a certain reliability.
One of these few data sets is the Danish data on the
depth distribution of the Eelgrass Zostera marina.

Denmark has unique historical data sets on the dis-
tribution of eelgrass and benthic fauna in coastal waters
around the year 1900. Even the interplay between the
biology and the physico-chemical environment was
described – decades before the term “ecology” was
invented. The work was conducted by scientists con-
nected to the Danish Biological Station led by C. G.
Johannes Petersen with the main aim to investigate
matters relevant to the fishery. The work included
country-wide studies of the distribution (Petersen,
1901) and depth penetration of eelgrass as well as anal-
yses of seasonal growth patterns and eelgrass growth in
relation to light attenuation, bottom type, exposure and
salinity (Ostenfeld, 1908) and assessment of the annual
production of Danish eelgrass communities (Petersen,
1913). It was supplemented by detailed studies of
eelgrass in specific areas (e.g. Petersen, 1892, 1893;
Ostenfeld, 1918). The investigations documented that
eelgrass penetrated to maximum depths of 11 m in
the Kattegat, covered 6,726 km2 and produced about
8 million tons dry matter per year.

These early studies could have been the foundation
of a long-term-monitoring program, but only spo-
radic observations of the distribution and abundance of
marine flora were made from the 1920s to the 1970s.
In 1933, when eelgrass of the north Atlantic was hit
by the eelgrass wasting disease, a questionnaire sur-
vey was conducted among fishery officers in order to
map the extent of the disease (Blegvad, 1935). The
decline of Danish eelgrass communities continued, and
by 1941, the eelgrass area was reduced to only 1/13
of that around year 1900 (Lund, 1941). A few years

later, investigations of the Isefjord showed that marked
recolonisation of eelgrass had taken place (Steeman &
Nielsen, 1951), and further vegetation surveys were
conducted in a few estuaries (Mathiesen & Nielsen,
1956; Grøntved, 1958).

In the 1970s, Rasmussen (1977) reviewed the long-
term changes in Danish eelgrass communities and its
environmental effects. In the same period, a new gen-
eration of Danish marine biologists followed in the
footsteps of the pioneer ecologists of the early 19th
century and started a new era of Danish research in
eelgrass ecology (Sand-Jensen, 1975; Wium-Andersen
& Borum, 1980; Bak, 1980). During the 1970s and
1980s, eutrophication effects became more and more
apparent and, as a consequence, the “Action Plan on
the Aquatic Environment,” which aimed at reducing
phosphorus load by 80% and nitrogen load by 50%,
was passed by the Danish Government in 1987, and
a Danish national monitoring programme on marine
and fresh waters was initiated in 1989. This monitor-
ing programme now approaches a 20-year data series
and is thus slowly becoming a long-term monitoring
programme – with observations from the early 1900s
as a reference scenario.

Comparisons between historical information and
recent monitoring data have allowed assessments of
changes in eelgrass distribution across the 20th cen-
tury (Olesen, 1993; Rask et al., 1999; Boström,
Baden, & Krause-Jensen, 2003). Changes in eelgrass
area distribution over the period 1940/1950s–1990s
have also been analysed based on information “hid-
den” in aerial photos found in the archives of the
National Survey and Cadastre (KMS) (Frederiksen,
Harris, Daunt, Rothery, & Wanless, 2004; Frederiksen,
Wanless, Harris, Rothery, & Wilson, 2004). Moreover,
the historical data have been used to define good eco-
logical status with regard to Danish eelgrass commu-
nities as required by the WFD (Krause-Jensen, Greve,
& Nielsen, 2005).

Quantitative analyses of changes in eelgrass com-
munities across the century have been limited by
the fact that no systematic, continuous sampling pro-
gramme occurred before 1989. Sampling sites, metrics
and methods have varied between investigations and
the data sets have large time-gaps. Still, the historical
data has proved to be very valuable for document-
ing and understanding the changes in Danish eelgrass
communities and thereby underline the importance of
long-term data sets.
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The paucity of sufficient data sets for defining ref-
erence1 conditions in most water types throughout
Europe underlines the necessity for long-term ecolog-
ical data sets. In many cases, expert judgement had
to be used as the poorest of the proposed possibili-
ties. There is an implicit danger in this option termed
the “shifting baseline,” meaning that a contemporary
scientist only very rarely actually saw a pristine con-
dition in his life-time and is apt to confuse what he
saw as a young person with reference conditions. Only
high-quality long-term data can really avoid this prob-
lem. Especially under the pressure of anthropogenic
global change there is an urgent need to start many of
these long-term surveys today for coming assessments
in the future. However, on the other hand the WFD will
use an enormous (though of course limited) amount of
effort in the near and medium-term future for conser-
vative ecological surveys, since the monitoring of the
biological quality elements is mandatory with a type
and element specific frequency, and every six years the
results of this assessment-driven monitoring have to be
reported to the EC. There are three different types of
monitoring in the WFD. In cases where water bodies
fail to reach the good ecological status, an “operative
monitoring” has to indicate the success of measures
that have to be taken to improve the ecological status
(e.g. reduction of nutrient input). If water bodies are in
a good or very good status, “surveillance monitoring”
has to indicate any changes in the system. That means
it has to be indicative for many potential pressures
(cf. Müller, 2004). If there are such changes, but for
unknown reasons, a temporally limited “investigative
monitoring” is meant to find the causes of the observed
changes. For all these monitoring types, it is essential
that they are implemented in a scientifically sound way,
since observed negative changes in ecological status
(or the failure to improve it) have to be detected with a
statistically sound certainty and since often economic
interests are the ultimate reasons for pressures (e.g.
fishery, dumping, fertilisers), monitoring data must be
ready to endure court trials.

1 According to EC (2003b) is the reference condition “a descrip-
tion of the biological quality elements that exist, or would
exist, at high status. That is with no, or very minor disturbance
from human activities. The objective of setting reference condi-
tion standards is to enable the assessment of ecological quality
against these standards.”

Therefore, there is an urgent need for help from
the scientific community, but on the other hand there
is an enormous chance for the scientific community
to formulate sound monitoring standards that can also
be used for “pure” science – at least as supporting
and explanatory background for other changes and sur-
veys. For the marine context this could, for example,
be the controls for certain manipulative experiments
concerning the communities of phytoplankton, benthic
macro-vegetation, or macrozoobenthos. The data may
contribute to science in autecology and physiology,
community ecology, global change, invasion ecology
to name only some of the most obvious.

4.3.2 Long-Term Forest
Monitoring – Current Examples
of the ICP Forests Level I and II
Programs

In the following section two examples for the poten-
tial of the integrative evaluation of long-term and
large-scale monitoring of the ICP Forests are given.

As a consequence of unexpected and wide-spread
forest damages, that differ from those formerly
observed in polluted areas (see also Chapter 18), in
1985 ICP Forests was launched under the CLRTAP.
The mandate of ICP Forests is the scientific support
of political decisions by monitoring of the effects of
natural and anthropogenic stress on the condition and
development of forests, and to contribute to a better
understanding of cause-effect relationships in forest
ecosystem functioning. This is obtained by a two-stage
monitoring system: The extensive monitoring on Level
I (Fig. 4.3), aims at the detection of the spatial and
temporal pattern of crown condition. This survey is
completed by a soil condition survey (Vanmechelen
et al., 1997) and the assessment of the forest foliar ele-
ment concentration (Stefan, Fürst, Hacker, & Bartels,
1997). The intensive monitoring on the 860 plots of the
Level II system helps to detect key processes of ecosys-
tem functioning by means of analysing for example
element fluxes, tree growth and ground vegetation
assessments (UNECE & EC, 2005).

The overall goal of the ICP Forests monitoring is
the survey of forest vitality. Vitality of a tree is a theo-
retical concept (Dobbertin, 2005), which is defined as
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Fig. 4.3 Setting of the two intensity levels of forest monitoring of ICP-forests (modified after Lorenz et al., 2004)

a combination of the ability to resist stress, to grow
and reproduce and longevity. In this context vitality
can not be measured directly, so that various indicators
serve to describe it (Gehrig, 2004). In the frame-work
of the ICP Forests monitoring of crown condition is
assessed as leaf/needle loss and discoloration (UNECE
& EC, 2005). Other frequently used terms are crown
transparency, crown density, foliage percentage, or
defoliation. Crown condition is an unspecific indicator,
reflecting all natural and anthropogenic factors acting
together at a site.

The results of many studies on forest damage led
to the conclusion that the damages are the effect of a
complex forest disease and an expression of impaired
functioning of the whole forest ecosystem (Ellenberg
et al., 1986, Schulze, Lange, & Oren, 1989, Ulrich,
1989, Augustin & Andreae, 1998; De Vries et al.,
2000). Possible causes were seen in both non-biotic
and biotic factors, acting sequentially, concurrently,
synergistically, or cumulatively on the forest ecosys-
tem. However, to distinguish between triggering,

accompanying and/or inciting factors is very difficult,
because of the complexity of forest ecosystems and
regionally varying affecting factors. The mean defoli-
ation on the European scale is fluctuating. The amount
of damaged trees (>25% defoliation) is relatively con-
stant at ca. one fifth of the trees assessed (UNECE &
EC, 2007). Evaluations indicate, that forests respond
to all stress factors, but that their contribution differ
depending on the dominance of certain stress factors
in a given geographic region or site.

The tree growth reflects all beneficial and
unfavourable environmental factors acting together
at a forest stand. Forest growth can therefore act as
another indicator for forest condition. Natural growth
factors are nutrient and water availability and climate,
and in the last decades the anthropogenically triggered
input of acidifying and eutrophying depositions
(sulphur, nitrogen), increased CO2 concentrations in
the atmosphere as well as higher temperatures and
changes in forest management are additional factors
influencing the forest growth. Overall, the forest
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growth has increased during the past several decades
in many regions in Europe (Spiecker, Mielikäinen,
Köhl, & Skovsgaard, 1996), which is mainly explained
by the anthropogenic changes of growth conditions.

One of the aims of the Level II monitoring of
the ICP Forests is the assessment of the response of
forests and tree growth to environmental factors. Forest
growth measurements have been carried out on Level
II plots since 1994/1995. Despite a high variability
of tree growth, there is a relation between high defo-
liation and reduced basal area growth, especially for
Norway spruce. Trees with high defoliation have a
higher risk to die in the following years (Dobbertin
& Brang, 2001). Recent findings from 363 Level II
plots confirm a positive growth response to nitrogen
deposition (De Vries, Dobbertin, Reinds, & Solberg,
2007). On plots with high nitrogen inputs, growth of
Scots pine, Norway spruce and common beech trees
was consistently higher than expected for given site
conditions and stand age. The magnitude of growth
response depends highly on the nitrogen status of the
site: trees on sites with limited nitrogen availability
respond more strongly to the atmospheric input. On
sites that were already nitrogen saturated this effect
was smaller. Overall, an increase of 1 kg nitrogen
per ha and year accounted for an increase of 1% in
stem growth. Temperatures above the long-term annual
mean during the growing season correlate with higher
relative growth for the main tree species Scots pine,
Norway spruce and common beech (De Vries et al.,
2007). The extreme drought in Europe in 2003 revealed
(in Switzerland and south Germany) that trees grow-
ing below 1,200 m a.s.l. showed up to 50% reduced
growth, compared to the year 2002, whereas trees
on sites above 1,200 m a.s.l. reacted with increased
growth. Obviously water availability in 2003 had
been the limiting factor at low altitude, while higher
temperature at high altitude had favoured growth
in 2003.

Independent of the possible causes for the increased
tree growth the question arises of what this increase
means in terms of tree vitality (Dobbertin, 2005)?
Increased stem growth does not indicate automati-
cally higher vitality. Results from fertiliser experi-
ments show that increased above-ground growth can
result in decreased root growth (Clemenssonlindell &
Persson, 1995). The growth effect in fertiliser stud-
ies is often followed by a decline. A higher nitrogen
nutrition state can lead to nutrient imbalances, lower

frost resistance and more severe insect attacks. Higher
trees can be more frequently subjected to wind throw.
In some studies a higher sensitivity of the growth
reaction to natural growth conditions was reported,
starting in the 1970s, indicating a higher vulnerabil-
ity to environmental stress (Beck, Müller, & Eichhorn,
2007, see also Dittmar and Zech (1994). Therefore,
growth changes due to changes in environmental con-
ditions must be interpreted with great caution and with
a long-term perspective (Dobbertin, 2005).

In 1988 the International Co-operative Programme
on Modelling and Mapping of Critical Loads and
Levels and Air Pollution Effects, Risks and Trends
(ICP Modelling and Mapping) was established. The
aim is to develop an effects-based approach for air pol-
lution abatement policy for the long-term maintenance
of ecosystem sustainability and the minimising of risks
due to the deposition of acidifying and eutrophying
substances or heavy metals. This is realised with the
modelling and mapping of critical loads. Critical loads
were used as the basis of the CLRTAP protocols
Protocol on Further Reduction of Sulphur Emissions
(Oslo Protocol of the CLRTAP, 1999), the Protocol
on Abate Acidification, Eutrophication and Ground-
level Ozone (Gothenburg Protocol of CLRTAP, 1999)
as well as the National Emission Ceilings directive of
the EC (EC, 2001). The ICP Modelling and Mapping
conducts research jointly with other ICPs to support
the CLRTAP goals (UBA, 2004).

Critical Loads are defined as “the highest depo-
sition of acidifying compounds that will not cause
chemical changes leading to long-term harmful effects
on ecosystem structure and function” (Nilsson &
Grennfelt, 1988). Critical loads can be derived either
on an empirical basis using observed sensitivities of
plant species or communities (empirical critical loads
for N: Bobbink & Roelofs, 2003) or by the site-
specific modelling of all relevant acid and nitrogen
consuming and producing processes and substances
(steady state mass balance – SMB, biogeochemical
models, see UNECE & EC, 2005). The critical load
is an ecosystem property resulting from soil chem-
istry and stand characteristics (e.g. forest type). The
exceedances of critical loads by depositions indicate a
long-term potential risk for the ecosystem. This is not
necessarily combined with the development of damage
symptoms, since soils may buffer acids or ecosystems
may accumulate nitrogen for a certain time span. This
is the main reason for the so called “damage delay
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time” between the exceedance of critical loads and
effects (Posch & Hettelingh, 2001). In contrast, the
attainment of the threshold value of the critical limit
(for acidity) reflects more or less the starting point of
an “acid stress situation,” with the possible onset of
decline symptoms.

For the critical loads (acid) calculation the mostly
used critical limit is ca. pH 4.2, which is the ther-
modynamically derived threshold of aluminium oxide
dissolution. Between pH 5 and 4.2, manganese (Mn)
oxides were dissoluted in soils and taken up by plants.
High Mn concentrations in soils and plants are there-
fore an indicator for a considerable change in soil
quality in the rooting zone (Guyette & Cutter, 1994)
and the by-and-by reaching of the critical limit. Effects
of pollution and changes in the availability of elements
can be detected in tree rings and assigned to a distinct
time in the past (Guyette & Cutter, 1994; Ferretti et al.,
2002; Poszwa et al., 2003).

Within the framework of a German interdisciplinary
study on the integrated evaluation of forest monitor-
ing data (Augustin, Evers, et al., 2005), it was possible
to link data on soil chemistry with tree chemical data
in order to identify the attainment of the critical limit
in nature (Augustin, Stephanowitz, Wolff, Schröder, &
Hoffmann, 2005). Tree rings of 60-year-old Norway
spruces from a plot in the Thuringian Forest show a
distinct decline in Mn concentration, beginning in the
late 1960s and ending in the late 1970s. This reflects
the dissolution and subsequent depletion of Mn oxides
in soils preceding the onset of an acid-stress situation
for trees. These conditions are characterised by low
availability of Mg, low pH and increasing concentra-
tions of Al. First studies on the observed “novel forest
damages” for this region in 1984 reveal for exam-
ple those very low Mg contents in spruce needles and
soils, leading to the deficiency symptoms. Consistently
with this, often elevated Mn concentrations in plant
organs discern damaged from undamaged tree col-
lectives, and indicate the beginning of “novel forest
damage” (multivariate evaluations of Level I data in
German Bundesländer (Becher, 1986; Gärtner, Urfer,
Eichhorn, Grabowski, & Huss, 1990).

The example shows that in principle it is possible
to link information of the environmental monitoring in
forests with indicators from tree ring analysis to recon-
struct soil chemical history on the medium timescale.
It could be demonstrated, that the thermodynamic and
empirical derived value of the critical limit is linked to

the onset of damages. The effect-based approach of the
critical loads calculation is approved by the evaluation
of ICP Forest data.

4.4 Conclusions

Considering the huge amounts of monitoring databases
and environmental information produced, seemingly
few have contributed towards unifying concepts that
comprise advanced research results on abiotic and
biotic environment interactions which make up ecosys-
tems together with the theoretical aspects of ecosystem
evolution. The integration of both aspects is not only a
major emphasis of ecosystem research in general but
is also subjected to LTER since solutions need to be
found for environmental problems that, in a long-term
perspective, have recently developed from local and
regional to the global scale. The main tasks are deter-
mination of indicators and measures for sustainable
environmental management and efficient protection of
sensitive ecosystems and nature.

Beyond the value of monitoring information evalua-
tions of information must face recent developments in
ecosystem theories and various indicator concepts that
are derived from holistic views as to how an ecosys-
tem functions. By describing ecological states in terms
of health and integrity they work more directly inclu-
sive of the history of environmental impacts than the
measured indices they are integrated from. In practice
to date probably both the potential of monitoring data
evaluations and that of scientific principles have not
been combined to an extent that is useful for the assess-
ment of ecological health and integrity as well as for
applied ecology issues. Available data and information
are not only produced by monitoring activities on vari-
ous media but also research projects report evaluations
for a better understanding of ecosystem functions. A
great deal has been contributed to the understanding
of biogeochemical cycling and the role of acidifica-
tion in the functions of ecosystems and the succession
of vegetation by forest decline research which later
proceeded to critical load concepts as an indicator of
exceedances that are calculated by means of infor-
mation about atmospheric deposition rates provided
directly from or calculated on monitoring data. Useful
data sources are also provided by authority-run net-
works installed for environmental pollution control
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and sampling of solid matrices in biotic and abiotic
environments under ecotoxicological considerations.

Data quality in environmental monitoring ranges
widely covering categories of census, weather val-
ues, radiation, concentrations and information about
ecological change but also integrated monitoring infor-
mation is useful. However, until recently the col-
lected data has sometimes been incomplete with
respect to scientific evolution. Potentials and limita-
tions are mostly determined by methodical compat-
ibility and data quality performances which may be
widely unknown. In this respect, evaluations of data
by the combination of various sources and in particular
different temporal and spatial scale references are typi-
cally counterintuitive. A generalisation of this complex
problem is that data and related model extrapolations
have to be carefully tested for valid representativity
of values that are to be used for the extrapolation.
Accordingly, it may be appropriate to organise spe-
cific monitoring programmes on the respective local or
regional scales under observation.

As concluded from the presented examples of mon-
itoring activities in the framework of the European
Water Framework Directive and ICP-forests, evalua-
tion of monitoring data can proceed to cause-effect
relationships and help to find reference conditions to
evaluate structural changes in ecosystems. In order to
substantiate the scientific background of environmen-
tal policy and action plans, both initiatives undoubt-
edly stimulate a lot of useful contributions and have
received considerable provision by their adjacent com-
petent communities. Owing to the different emphases
either on structural or vitality aspects and critical load
exceedances as a functional aspect in ICP-forests, the
values only to a limited extent are contributions to
a unified position between ecology and solutions to
solve environmental problems. Nevertheless, just for
the specific aims a lot of valuable data and information
has been produced. In particular the political mandate
of the Convention on Long-range Transboundary Air
Pollution has allowed for a long-term perspective for
the adjacent monitoring conducted for specific data
sets on forests dating back to more than ten years.

As demonstrated by the conceptual background
suggested for a comprehensive surveillance system
implemented by paradigmatic projects, conducting
research on ecosystems and environmental intercon-
nections can provide organisational structures by com-
bining inter- and transdisciplinary cooperation with

integral functions. The organisation of LTER struc-
tures may provide the expedient constraints as well
as opportunities for panels to discuss integrated appli-
cations of ecosystem theoretical aspects. Conceivable
are testing of hypotheses on ecosystem evolution using
the potentials of monitoring data in order to develop
knowledge about ecosystems functions, and their inter-
actions proceeding from the local and regional toward
the global scale in a long-term perspective.
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Chapter 5

Twenty-Eight Years of the US-LTER Program:
Experience, Results, and Research Questions

James R. Gosz, Robert B. Waide, and John J. Magnuson

Abstract The U.S. Long Term Ecological Research
(US-LTER) program consists of 26 research sites
involving a wide range of ecosystem types and con-
centrates on the interactions of multiple ecosystem
processes that play out at time scales spanning decades
to centuries. Long-term data sets from programs such
as US-LTER provide a context to evaluate the pace
of ecological change, to interpret its effects, and to
forecast the range of future biological responses to
change.

The primary challenges for LTER type research
during its history involved sustaining funding, part-
nership development to sustain growth, maintaining
continuity in objectives, and linking scientists and
data through communication and cooperation. These
challenges have been successfully addressed over the
decades of the US-LTER program through close coop-
eration and coordination of the scientific community
and the funding agencies for these programs.

The scientific community benefits much from work-
ing with colleagues around the world that have other
experiences, social cultures, and knowledge bases.
Ultimately, the mission of LTER and the International
LTER Network is to incorporate understanding of the
role of humans in the environment to inform policy
makers and translate understanding into action.

As the US-LTER Network approached its fourth
successful decade of scientific achievement in the eco-
logical sciences, it developed a scientific plan for the
future to provide a unifying framework that proposes to

R.B. Waide (�)
US LTER Network Office, Department of Biology,
University of New Mexico, Albuquerque, NM 87131, USA
e-mail: rwaide@lternet.edu

understand how humans perceive the critical services
provided by ecosystems at multiple human scales,
how these perceptions change behavior and institu-
tions, and how these changes in turn feed back to
affect ecosystem structure and function and the abil-
ity of ecosystems to continue to deliver services over
the long term. This initiative called Integrative Science
for Society and the Environment will allow increased
collaboration, experimentation, and synthesis that take
full advantage of the power of a Network approach.

Keywords Long-term research · Time and
space scales · Information management ·
Cyberinfrastructure · Synthesis · Legacies · Cross-site
experiments · Ecosystem · National science founda-
tion · International LTER · Partnerships · Networking ·
Transdisciplinary science · Education · Social ecology

5.1 Introduction

The U.S. Long Term Ecological Research pro-
gram (hereafter US-LTER) concentrates on ecologi-
cal processes that play out at time scales spanning
decades to centuries. This focuses US-LTER research
between the most common time scales for ecologi-
cal studies (1–3 years; Tilman, 1989; Fig. 5.1) and
the much longer temporal foci of disciplines such
as paleoecology. The importance of the decade-to-
century time scale is particularly evident in light
of the rapid changes in ecological forcing func-
tions that are occurring at a broad range of spa-
tial scales (Millennium Ecosystem Assessment, 2005;
Intergovernmental Panel on Climate Change, 2007).
Long-term data sets from programs such as US-LTER
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Fig. 5.1 Duration of observational and experimental studies randomly selected from Ecology between 1977 and 1987. From Tilman
(1989)

provide a context to evaluate the pace of ecological
change, to interpret its effects, and to forecast the range
of future biological responses to change.

Although many US research sites and programs col-
lect data over long time spans, the US-LTER is the only
one that intensively addresses the interactions of mul-
tiple ecosystem processes acting over long time scales.
Moreover, the 26 sites constituting the US-LTER func-
tion as a network to compare long-term trends and
synthesize the results of those comparisons into gen-
eral principles that underlie the behavior of ecosys-
tems (LTER, 2007). Long-term data sets in the United
States arise from many sources, including research
programs sponsored by federal and state agencies (e.g.,
the Department of Energy’s National Laboratories),
monitoring programs instituted to support resource
management and conservation (e.g., the Bird Breeding
Survey), monitoring networks focused on envi-
ronmentally significant factors (e.g., the National
Atmospheric Deposition Program), and efforts to doc-
ument trends in specific parameters undertaken by
agriculturalists, academicians, conservation organiza-
tions, and private citizens. The existence of these
other long-term data provides a wealth of informa-
tion that complements results from the US-LTER
and extends understanding beyond individual research
sites.

5.2 Description of the US-LTER Program

Twenty-six research sites constitute the US-LTER at
present (Fig. 5.2). These 26 sites include a wide range
of ecosystem types spanning similarly broad ranges of
environmental conditions and degrees of human dom-
ination of the landscape. The geographic distribution
of sites ranges from Alaska to Antarctica and from
the Caribbean to French Polynesia. The US-LTER
Network includes agricultural lands, alpine tundra,
barrier islands, coastal lagoons, cold and hot deserts,
coral reefs, estuaries, forests, freshwater wetlands,
grasslands, kelp forests, lakes, open ocean, savannas,
streams, and urban landscapes. In addition to this wide
range of ecosystem types, many sites encompass sig-
nificant heterogeneity within their particular ecosys-
tems. Each site develops individual research programs
in five core areas: pattern and control of primary
production; spatial and temporal distribution of pop-
ulations selected to represent trophic structure; pattern
and control of organic matter accumulation in surface
layers and sediments; patterns of inorganic inputs and
movements of nutrients through soils, groundwater,
and surface waters; and patterns and frequency of site
disturbances. The National Science Foundation (NSF)
initially funded sites at $250,000/yr starting in 1980.
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Fig. 5.2 Location of sites in the US-LTER Network. AND –
H.J. Andrews Experimental Forest LTER, Oregon; ARC – Arctic
Tundra LTER, Alaska; BES – Baltimore Ecosystem Study
LTER, Maryland; BNZ – Bonanza Creek Experimental Forest
LTER, Alaska; CAP – Central Arizona-Phoenix LTER, Arizona;
CCE – California Current Ecosystem LTER, California; CDR –
Cedar Creek Natural History Area LTER, Minnesota; CWT –
Coweeta LTER, North Carolina; FCE – Florida Coastal
Everglades LTER, Florida; GCE – Georgia Coastal Ecosystem
LTER, Georgia; HBR – Hubbard Brook LTER, New Hampshire;
HFR – Harvard Forest LTER, Massachusetts; JRN – Jornada
Basin LTER, New Mexico; KBS – Kellogg Biological Station
LTER, Michigan; KNZ – Konza Prairie LTER, Kansas;
LUQ – Luquillo Experimental Forest LTER, Puerto Rico;
MCM – McMurdo Dry Valleys LTER, Antarctica; MCR –
Moorea Coral Reef LTER, French Polynesia; NWT – Niwot
Ridge LTER, Colorado; NTL – North Temperate Lakes LTER,
Wisconsin; PAL – Palmer Station LTER, Antarctica; PIE – Plum
Island Ecosystem LTER, Massachusetts; SBC – Santa Barbara
Coastal Ecosystem LTER, California; SEV – Sevilleta LTER,
New Mexico; SGS – Shortgrass Steppe LTER, Colorado; VCR –
Virginia Coast Reserve LTER, Virginia

Periodic increases have resulted in current funding lev-
els of $820,000/yr through renewable, 6-year grants for
base funding.

Sites in the US-LTER Network average 18 coop-
erating investigators and 20 graduate students per site
(US-LTER Network Office, unpublished data). In addi-
tion, between 10 and 150 additional investigators make
use of the research infrastructure provided at sites.
Support for these additional researchers comes from

many sources and augments the base funding available
for research at sites by a factor of 2.9. Each of the 26
US-LTER sites integrates an education program with
its research agenda. All sites incorporate graduate and
undergraduate education in their programs, and most
sites have kindergarten through 12th grade programs
as well.

Network-scale research initiatives are developed
through intensive planning activities (LTER, 2007) and
fostered by annual meetings of a Science Council
with representatives from each site and triennial meet-
ings that involve most US-LTER investigators. The
Network research agenda is supported by a coordinated
program of information management that involves data
managers from each site, common metadata stan-
dards, and a centralized information architecture that
provides access to site data. The integration of data
collection and data management activities provides a
strong basis for cross-site and network synthesis.

The US-LTER is governed by an elected Chair
and an Executive Board comprised of nine rotat-
ing site representatives and one member selected to
provide expertise on information management. Eight
standing committees (Climate, Education, Graduate
Students, Information Management, International,
Network Information System, Publications, and Social
Science) support and inform the governance pro-
cess. A Network Office, funded separately by the
National Science Foundation, facilitates research,
education, information management, and governance
activities.

Goals – The mission of the US-LTER Network at
this writing encompasses six goals:

Understanding: To understand a diverse array of
ecosystems at multiple spatial and temporal scales.

Synthesis: To create general knowledge through long-
term, interdisciplinary research, synthesis of infor-
mation, and development of theory.

Information: To inform the US-LTER and broader sci-
entific community by creating well-designed and
well-documented databases.

Legacies: To create a legacy of well-designed and
documented long-term observations, experiments,
and archives of samples and specimens for future
generations.

Education: To promote training, teaching, and learning
about long-term ecological research and the Earth’s
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ecosystems, and to educate a new generation of
scientists.

Outreach: To reach out to the broader scientific com-
munity, natural resource managers, policymakers,
and the general public by providing decision sup-
port, information, recommendations, and the knowl-
edge and capability to address complex environmen-
tal challenges.

Five examples of the kinds of results that come
from US-LTER research are provided in the follow-
ing boxes. These examples demonstrate how LTER
research can help uncover the causes of an outbreak
of human disease, how LTER science can generate
new concepts that involve both space and time, how
an LTER site can contribute to evaluating competing
needs for water, and results from intersite research.

5.2.1 Ecological Correlates to the Spread
of Hantavirus

Unexpected events (i.e., ecological surprises) driven
by new phenomena or different combinations of vari-
ables that occur on an infrequent basis generate new
questions and new discoveries. An example occurred
in the North American Southwest in 1993 when a seri-
ous outbreak of a disease, subsequently identified as
Hantavirus (Nichol et al., 1993), caused the deaths of
nearly half of the people that contracted it. Research
from the Sevilleta LTER project (Fig. 5.3) helped make
possible the rapid discovery of the cause of the out-
break of the virus because the project was unique in the
Southwest in having the necessary historical data and
museum specimen collections to provide the critical
information. Virus identification led to vector identi-
fication, the deer mouse (Parmenter, Brunt, Moore, &
Morgan, 1993; Childs et al., 1994). Yates et al.(2002)
showed that the outbreaks of Hantavirus in 1993 and
in 1998–2000 were associated with the warm phase
of the (ENSO) phenomenon that produced increased
amounts of fall–spring precipitation in the arid and
semi-arid regions of New Mexico and Arizona, and
greater production of rodent food resources. These
abundant food resources allowed greater reproduction
in rodents that dispersed across the landscape and came
into contact with humans in homes and businesses. The
scientists also were able to confirm the existence of
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9, p < 0.01) at the Sevilleta LTER site. High rodent densities
in 1993 and 1998–1999 reflect post El Niño periods and coin-
cide with the initial Four Corners Hantavirus outbreak in 1993
and increased prevalence of seropositive individuals sampled
from the Four Corners area in 1998–1999. Figure by Michael
T. Friggens from data published in Yates et al.(2002)

the deadly virus in tissues archived in the museum’s
collections prior to the original outbreak in 1993, prov-
ing the ‘new’ virus had been present in New Mexico
probably for millions of years and was just now being
discovered.

The value of the contribution has been identified by
NSF as one of the 50 discoveries made with NSF fund-
ing that have had the most influence or biggest impact
on the lives of Americans. Highlighted in an NSF pub-
lication titled ‘Nifty 50’ the discoveries were chosen
from 10s of thousands of NSF-funded projects since
its inception in 1950. This represents a classic case for
the importance of long-term, basic research in helping
to solve real societal problems.

5.2.2 The Importance of Landscape
Position

The concept of the landscape position of lakes in the
hydrologic flow system provides an important context
for the factors that determine the status and dynam-
ics of lakes (Kratz, Benson, Blood, Cunningham, &
Dahlgren, 1991; Webster, Kratz, Bowser, Magnuson,
& Rose, 1996; Kratz, Webster, Bowser, Magnuson,
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Fig. 5.4 Lake surface area,
conductivity, and fish species
richness as a function of
landscape position for the
seven primary LTER lakes in
northern Wisconsin (Kratz
et al., 1997, 2006). Modified
from Fig. 3.3 on p. 54 from
Magnuson et al.(2006).
© Oxford University Press
and used by permission of
Oxford University Press, Inc.

& Benson, 1997; Magnuson & Kratz, 2000; Riera,
Magnuson, Kratz, & Webster, 2000; Webster et al.,
2000; Kratz, Webster, Riera, Lewis, & Pollard, 2006).
It parallels, in some ways, stream continuum con-
cept (Vannote, Minshall, Cummins, Sedell, & Cushing,
1980; Thorp & Delong, 1994).

In respect to status or condition, the position of
lakes from high to low in the hydrologic flow paths
at the North Temperate Lakes LTER determines, in
part, the concentrations of phytoplankton and dis-
solved solids, and fish species richness (Fig. 5.4 from
Kratz et al., 2006). A diverse set of other features, i.e.,
lake morphometry, optical properties, ion and nutrient
concentrations, biology, and even human variables, are
related to landscape position.

Landscape position is not a direct cause of these
differences but a context related to more proximate fac-
tors that differ with landscape position. Concentrations
of nutrients and other dissolved ions depend very much
on the water source with precipitation (lower concen-
trations) dominating high in the landscape and surface
and groundwater (higher concentrations) dominating
low in the landscape. Lakes high in the landscape

are more isolated from fish immigration because these
higher lakes do not have surface streams. Lakes high in
the landscape are less productive because they receive
fewer nutrients in their water sources than do lakes
lower in the landscape.

Landscape position also influences dynamics.
During a drought over several years, lakes higher in
the landscape (seepage lakes) had greater declines
in water level than lakes low in the landscape, i.e.,
not only was precipitation lower, but seepage lakes
received almost no groundwater during the drought
(Webster et al., 1996). Lakes high in the landscape
also had greater inter-annual variation in chemical con-
centrations (Kratz et al., 1991) owing to their greater
responsiveness to drought.

The geomorphic template for landscape position
of lakes is a legacy from geological events that pat-
terned the landscape, in northern Wisconsin the retreat
of the continental glaciers some 12,000 years ago.
Thus, the influence of landscape position on lake sta-
tus and dynamics is remarkably stable in ecological
time; much more stable than the decade and century
dynamics in ecological time.
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5.2.3 Managing Water in Tropical
Catchments

Increasing population, growth in tourism and indus-
try, and agricultural needs combine in many parts of
the tropics to create significant pressure on regional
water supplies. This global issue has been addressed
by the development of integrated water resources man-
agement initiatives, which are promoted by programs
such as Hydrology for the Environment, Life and
Policy (HELP), a joint effort of the United Nations
Educational Science Organization (UNESCO) and the
World Meteorological Organization (Ortiz-Zayas &
Scatena, 2004). The problem is particularly acute on
tropical islands, where groundwater resources are too
limited to meet the demands of rapidly increasing pop-
ulations (March, Benstead, Pringle, & Scatena, 2003).
On these islands, dependence on surface water has led
to a proliferation of small dams, the effects of which
are poorly known. Because the majority of native
macrofaunas in these islands migrate between rivers
and coastal zones as part of their life cycle, the impact
of dams is potentially great (March et al., 2003).

In Puerto Rico, long-term monitoring data and
intensive studies of the biology of stream organ-
isms conducted at the Luquillo LTER site provided
the information necessary to evaluate the effects of
dams and suggest alternative approaches. The effects
of small dams on stream organisms are variable in
the Luquillo Mountains depending on the structure
of the dam, but in most cases dams serve as bot-
tlenecks to migrating organisms (Benstead, March,
Pringle, & Scatena, 1999, Fievet, Tito de Morais, Tito
de Morais, Monti, & Tachet, 2001). For example, den-
sities of juvenile fishes and shrimp migrating upstream
increased below the dam, where the concentration of
migrating organisms attracted a variety of predators
(Benstead et al., 1999). Water withdrawal at the same
dam led to high levels of mortality in shrimp larvae
migrating downstream. In addition, the existence of
dams alters physical habitat and the flow regime both
upstream and downstream from the dam. The com-
bined result of these effects can lead to changes in
benthic community composition, increases in organic
matter and sediment, and decreased rates of in-stream
litter decay (Pringle, Hemphill, McDowell, Bednarek,
& March, 1999; March, Benstead, Pringle, & Ruebel,
2001; March, Pringle, Townsend, & Wilson, 2002).

The effects of dams can be mitigated by maintaining
existing fish and shrimp ladders and retrofitting dams
without ladders (March et al., 2003). Knowledge of the
biology and behavior of stream fauna can further mit-
igate the effects of water intakes through alterations
in operating schedules. For example, Benstead et al.
(1999) showed that larval shrimp mortality could be
greatly reduced by limiting water extraction during
the peak hours of downstream migration. A viable
alternative to low-head dams is an in-channel with-
drawal system combined with water storage outside
of the stream channel. This type of system in the Río
Mameyes in the Luquillo Mountains minimized the
mortality of migrating organisms as well as the phys-
ical effects on the stream channel when compared to
streams with low-head dams (March et al., 2003).

The importance of these measures is significant
in Puerto Rico, where migrating stream organisms
comprise a substantial portion of the diet of commer-
cially important coastal fishes (Corujo, 1980; Pringle,
1997; March et al., 2001) as well as food and recre-
ation for local human populations. The global impact
may also be significant, since approximately 800,000
small dams exist worldwide (Rosenberg, McCully, &
Pringle, 2000). The capacity to design low-impact
water extraction systems depends on the availability of
long-term records of flow rates and population fluctu-
ations, such as those that exist in the Luquillo LTER
program.

5.2.4 Network Level Studies

Two network science studies serve as examples of find-
ings that could not be reached with site-level science:
(1) a field experiment of forest litter decomposition and
(2) variability in North American ecosystems.

(1) In the cross-site experiment of litter decomposi-
tion, standard sets of tree leaves were placed in
bags at 21 terrestrial ecosystems (17 US-LTER
sites) for 10 years. Even with the diversity among
ecosystems types, differences in nitrogen release
into the soil from litter bags were explained by the
same two factors – the beginning concentrations
of nitrogen in the litter and the amount of organic
matter remaining. Such a robust result simplifies
modeling of nitrogen release from litter decom-
position as a non-ecosystem unique process.
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(http://www.fsl.orst.edu/lter/research/intersite/
lidet.htm)

(2) The analysis of variability in North American
ecosystems used US-LTER site data to make
general conclusions about spatial (position in the
landscape) and temporal (inter-annual) variabil-
ity within lake, stream, forest, grassland, alpine
tundra, and desert ecosystems. The study used
climatic, chemical, plant, and animal measures
from each of 12 LTER sites. General and simple
principles evolved from the analyses (Magnuson
et al., 1991; Kratz et al., 1995). Relative variance
increased from climatic, to edaphic, to plant, to
animal variables. Additionally the proportion of
variance explained by location in a landscape was
greater than that explained by year for edaphic,
plant, and animal measures. That such general
emerging properties were robust across ecosys-
tem types was initially surprising and demanded
consideration of the causal basis of these gen-
eral features of variability in North American
ecosystems.

5.3 Origin and History of the US-LTER
Program

Precursors – Long-term ecological or sustained eco-
logical research became formalized in the United
States as a National Science Foundation program orig-
inating from a natural evolution in the ecological
sciences. Ecologists were well aware of the benefits
of long-term observation and analyses from pioneering
studies by Likens, Borman, Pierce, Eaton, and Johnson
(1977) on Hubbard Brook, Edmondson (1991) on
Lake Washington, and others at Windermere and else-
where in Europe. They knew that extended time scales
revealed new information, new phenomena, and new
processes not apparent in short-term study. Ecologists
were frustrated because funding sources were not
available to more generally examine these important
time scales except by piecing together a sequence
of short-term projects or from monitoring by applied
agencies or a diversity of groups that usually consid-
ered a limited number of parameters.

Long-term ecological research also grew out of
a history of ecosystem studies from Forbes (1887),
Tansley (1935), and Lindeman (1942) and from
growing experience with large-scale interdisciplinary

programs, especially the International Biological
Program (Golley, 1993). Despite the advances made
by these programs, ecologists were not able to rou-
tinely address the important ecological questions and
ideas that played out over decades to centuries or that
required comparisons among ecosystems and ecosys-
tem types.

The focused development of ideas and possibili-
ties for long-term research were stimulated in 1977
by a report by The Institute for Ecology (1977)
called Experimental Ecological Reserves; a Proposed
National Network (TIE, 1977). The rationales for set-
ting up such a network were to provide sites for suit-
able ecological experiments in representative ecosys-
tems, to support facilities for field sites, to ensure suit-
able baselines for responses of ecosystems, to encour-
age coordination so that researchers can complement
each other in the study of complex ecosystem pat-
terns, and to improve communication and cooperation
between researchers and users of ecological knowl-
edge. Subsequently, NSF sponsored three workshops
from 1977 to 1979 to explore and provide the basis for
long-term sustained, ecological research in the United
States (Callahan, 1984; Franklin, Bledsoe, & Callahan,
1990). The leadership and the interaction of a num-
ber of NSF staff, especially John Langdon Brooks and
James Thomas Callahan (Magnuson, Kratz, & Benson,
2006), were apparent.

Participants in these NSF workshops believed that
the approach being proposed was of great value to
advances in ecological sciences. They also knew that
even though many came from programs that might
compete for the new resources, not all worthwhile sites
could be supported. Rather than select sites directly,
they provided criteria for sites that could be used in
the later selection process. Practical elements were
dealt with such as guidelines for establishing long-
term ecological measurements, the next steps toward
implementation, enumeration of desirable long-term
measurements, initial conditions, site characteristics,
and intra- and inter-site coordination. The ideas were
broadened to ensure a diverse suite of ecological
sub-disciplines, i.e., not just ecosystem ecology, and
provide opportunities for individual investigators in
early efforts to reduce sub-disciplinary barriers among
ecologists.

The reasons to initiate a Long-Term Ecological
Research Program were enunciated by Marzolf (1982)
at the beginning of the US-LTER program.
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1. Investigations of ecological phenomena occurring
at the time scales of decades and centuries were not
normally supported by NSF funding in ecology.

2. Ecological experiments were conducted with little
recognition of the high inter-annual variability in
studied ecosystems.

3. Long-term trends were not being systematically
monitored in ecological systems with the conse-
quence that unidirectional changes could not be
distinguished from more cyclic variation.

4. The absence of a coordinated network of ecological
research sites inhibited comparative research and its
benefits.

5. Natural ecosystems where research was being con-
ducted were being lost to other uses.

6. Ecological research was often done on only a
selected component of the system, and multilevel,
integrated data were not available at intensive
research sites.

Initiation – The call for proposals was made by NSF
in 1979 for funding in October 1980. Of the many
proposals received, six sites were funded for an ini-
tial 6 years at $250,000 per year per site. NSF based
its funding choices among proposals on independent
peer review by the ecological community. Choices
were made on the basis of the individual proposals
rather than an overarching plan designating the array of
ecosystems needed in a national program. Funded sites
in the first competition were Andrews Experimental
Forest, Jornada Basin, Konza Prairie, Niwot Ridge,
North Inlet Estuary, and North Temperate Lakes.

Leaders at these six sites were called to NSF’s
Washington DC office in October 1980 to discuss
the program and establish a network for the inter-site
aspects of the program. The NSF Program Officer for
US-LTER convened the meeting. All the research that
had been proposed in the original proposals was rather
site specific with little thought being given to the net-
work and inter-site research. This meeting reminded
the participants of the network side of the equation
and, with NSF’s not so gentle urging, the lead principal
investigators took the first steps in developing a net-
work among the six sites and presumably any subse-
quent sites. A Principal Investigator from an LTER site
was selected as chair, followed by the establishment of
several inter-site committees including data manage-
ment and several of the core areas specified in the call
for proposals. Later chairs for the network continued

the support and establishment of LTER committees to
address specific needs and opportunities.

Site leaders began to meet as a network with sup-
port from network-level proposals funded by NSF.
Attempts to conduct inter-site research and synthesis
developed falteringly, but were stimulated by supple-
mental funding opportunities that were provided by
NSF from the late 1980s until the mid-1990s. In 2006,
the US-LTER established a Science Council, which has
the role of planning and developing network-level sci-
ence. The establishment of this body was provoked
by several key considerations and changes in net-
work governance including the continuing emphasis
by NSF and decadal reviews of the US-LTER pro-
gram on advancing network science, the re-location of
the LTER Network Office to the University of New
Mexico in 1997 with Robert B. Waide as Executive
Director, and the formation of an Executive Board in
2006 to deal with the management issues of the net-
work allowing the Science Council to focus on network
science.

The developing science of the US-LTER is
reviewed and synthesized in key papers by Tom
Callahan (1984), in preparation for the 10-year review
of the program (Magnuson, 1990; Swanson & Sparks,
1990; Franklin et al., 1990), in response to the 20-year
review (Hobbie, Carpenter, Grimm, Gosz, & Seastedt,
2003), and in a growing number of site synthesis books
(http://intranet.lternet.edu/committees/publications/
oxford/).

Data management has been a key investment for
the sites, the Network Office, and entire the US-LTER
Network. The US-LTER program has been recognized
as leading many aspects of information management
because of its key role in collaboration among investi-
gators and synthesis of results both within and across
the Network of sites (Michener & Brunt, 2000; Hobbie
et al., 2003). The history of developing this leadership
started from the need to archive important long-term
data sets, finding comparable archiving methods,
facing the challenges of changing technologies for
making data available, changing the culture among sci-
entists to allow and promote data sharing, developing
capabilities for tremendous increases in the volumes of
data from new technologies, training new generations
of data managers, and finally, providing the services
needed for the entire Network through appropriate
staffing and capabilities developed at the US-LTER
Network Office (http://lno.lternet.edu/services/).
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Fig. 5.5 Incremental addition
of sites to the US-LTER
Network. Initial cohorts were
funded primarily by the
Division of Environmental
Biology of the National
Science Foundation, but other
Directorates added funding
for specific sites

These services are based on the needs in Core
Services, Cyberinfrastructure Support, Development
and Outreach, and Synthesis Support. The types of
services for these needs are collaboration support,
consulting services, database support, data center
services, email support, event support, outreach,
training, and supporting various working groups for
the Network.

Increases in sites and funding – The network of
sites dedicated to long-term ecological research in the
United States has grown steadily since it was formed in
1980 (Fig. 5.5). In addition to adding individual sites,
the focus of the network has shifted from a concentra-
tion on individual site research to a broader synthetic
view. As funding increased (Fig. 5.6), expectations
of results have shifted to include not only individ-
ual researcher, single-site products but also cross-site,
network-wide, and international collaborative studies.
The goal of these latter studies is to search out general
ecological principles that apply to many ecosystems
at many different scales. Comparative and synthetic
approaches have become the norm in the US-LTER
Network.

At the same time that the Network was expanding
its scope, the National Science Foundation initiated
efforts to broaden participation in LTER research. The
purpose of these efforts included a desire to involve

additional investigators at satellite research sites, an
interest in attracting scientists from different disci-
plines, and a need to apply results from US-LTER
research to the solution of societal problems. Trial
efforts to expand the studies conducted at individ-
ual sites were implemented at the Coweeta and North
Temperate Lake sites by inviting the participation of
social scientists and by expanding the geographical
scale of the research. More recently, this trend has been
carried further through an intensive planning effort (see
below).

Governing an expanding network – The planning
for an expanded research and education effort resulted
in a new governance structure better suited to the coor-
dination and management of the complexity inherent
in network-level science (Fig. 5.7). The lead Principal
Investigator (PI) of each site plus a rotating repre-
sentative from that site and eight chairs of standing
network committees make up a 60 member Science
Council led by a chairperson elected for a 2-year term.
The Science Council includes site scientists chosen to
represent a diversity of research interests and sites.
Science Council business is mostly limited to science-
related reports and bylaw revisions, leaving opera-
tional decisions to a 12-member Executive Board,
which is authorized to act on the Council’s behalf.
The Executive Board, acting on behalf of the Science
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Fig. 5.6 Growth of the LTER Network since its inception. The
overall increase in funding reflects a combination of increasing
numbers of sites and increasing funding for each site. The budget

of the LTER Network Office, which coordinates and supports
Network activities, has grown at a pace with the Network budget
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Fig. 5.7 Governance structure of the LTER Network in the shaded box. Twenty-six sites provide members to the Science Council,
Executive Board, and standing committees
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Council, is responsible for implementing the Network
research plan. The Executive Director of the LTER
Network Office is an ex officio member of the Science
Council and Executive Board.

The global LTER network – Incorporating interna-
tional awareness and participation is a critical aspect
of the LTER Network initiative – from research
to cyber infrastructure to education. The scientific
community benefits much from working with col-
leagues around the world that have other experiences,
social cultures, and knowledge bases. The US-LTER
Network has and will continue to contribute to a
significant effort at networking LTER programs in
many countries (i.e., ILTER; International Long Term
Ecological Network). Starting in 1993 at an All-
Scientists meeting in the United States attended by
scientists from 17 countries, the program has increased
with 38 countries working together in the ILTER
Network (http://www.ilternet.edu/). This international
effort consists of networks of scientists engaged in
long-term, site-based ecological and socioeconomic
research. The mission is to improve understanding of
global ecosystems and inform solutions to current and
future environmental problems. ILTER’s 10-year goals
are to:

1. foster and promote collaboration and coordination
among ecological researchers and research net-
works at local, regional, and global scales;

2. improve comparability of long-term ecological data
from sites around the world and facilitate exchange
and preservation of these data;

3. deliver scientific information to scientists, policy-
makers, and the public and develop best ecosystem
management practices to meet the needs of decision
makers at multiple levels;

4. facilitate education of the next generation of long-
term scientists.

Ultimately, the ILTER mission incorporates under-
standing of the role of humans in the environment
to inform policy makers and translate understanding
into action. Ecological issues cross national bound-
aries, and with the appropriate infrastructure for col-
laboration and globally distributed sets of resources,
data, and expertise, groups collaborating in the ILTER
initiative can work at the scale of the ecological ques-
tion. Also, just as students who are trained to work
in interdisciplinary teams are better able to address

the science of the future, students who can work in
multi-cultural teams will be better able to compete in
the global workforce and will be better in problem
solving.

5.4 Challenges for LTER Type Research

The long-term sustainability of any research enterprise
requires close coordination of goals among research
teams and funding entities. Even with close coor-
dination and excellent communication, many chal-
lenges face those who would organize a research
program spanning decades. These challenges include
the most fundamental question: How can a stable
flow of funding be ensured to protect the long-term
research investment? However, other key challenges
include the building and maintenance of trust between
funding agencies and researchers, the potential long-
term effects of inflation, the development of appro-
priate funding partnerships that do not dilute the
primary research goals, the development of mecha-
nisms to assure smooth transitions in the research
team across generations, and the many potential prob-
lems in coordinating a science program distributed
among discrete sites and research teams. All of these
challenges also present important opportunities to
strengthen long-term research activities, but each prob-
lem must be identified and specifically addressed
to ensure success. The experience of the US-LTER
Network provides insights into mechanisms to address
issues relating to inflation, partnerships, transitions,
and communication.

Inflation and the unique nature of long-term research
programs – Long-term research programs produce
useful results even in the early stages of exper-
iments and observations, but the ultimate values
of increased understanding of lag effects, long-
term change, and development of new concepts
and principles from the research may be years or
decades removed from the initiation of the program.
This unique characteristic of long-term research
has important implications for planning a long-
term research program. Specifically, inflation in the
cost of labor and analyses can be significant when
compounded over the life of a long-term study.
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In a constant funding environment with inflation-
ary increases at best, long-term experiments can
constitute a growing fraction of the total research
budget, and this eventuality should be recognized
and planned for from the beginning of the pro-
gram. Some observations may need to be phased
out over time to protect investments in long-term
experiments. Alternatively, additional sources of
funding may have to be sought to insure continu-
ity of selected components of the program. The
question of inflation is also important for funding
agencies, who may find that their long-term pro-
grams create budgetary pressure on other research
programs over time.

Partnerships as a method to sustain growth – A diver-
sified funding portfolio provides protection from
short-term changes in research support. One way
to achieve diversification of funding is to estab-
lish partnerships among institutions and agencies
that share common goals. Many of the US-LTER
sites have entered into mutually beneficial partner-
ships with the owners or stewards of their research
sites, whether these are government agencies, non-
government organizations, or private individuals.
These partnerships can produce direct funding for
research, but more often they result in in-kind
support that reduces the funding that must be
raised from competitive sources and can buffer the
research program against fluctuations in external
funding. Such partnerships are also important in
identifying new research directions and applications
that in themselves may generate increased support.
The US Department of Agriculture (USDA) has
been an important partner of the US-LTER pro-
gram in forest, rangeland, and agricultural sites,
to the extent that the USDA has developed par-
allel efforts such as the Long Term Agricultural
Research (LTAR; Robertson et al., 2008) and
the Urban Long Term Research Area (ULTRA;
http://www.nrs.fs.fed.us/urban/ultra/) programs.

Sustaining long-term research across generations –
One unique challenge of long-term research is to
maintain continuity in objectives in the face of
changes in personnel and leadership that inevitably
occur over the course of time. The US-LTER pro-
gram has been in existence long enough (28 years
at this writing) to experience considerable turnover
in personnel, and there are numerous sites where
LTER graduate students have, over time, moved into

leadership positions in the research team (Magnuson
et al., 2006). From the experience of the US-LTER,
changes in leadership are particularly important
events that must be planned for carefully. Many
of the problems that have arisen with research
programs at US-LTER sites have been related to
changes in leadership, especially where individu-
als have exerted strong influence on research goals.
Many sites address this problem by having inclu-
sive leadership teams and well-defined plans for
leadership succession.

Linking sites, scientists, and data sources – Networked
long-term research programs require attention to
communication and cooperation at two levels,
within and among research teams. Individual scien-
tists engaged in US-LTER research form relation-
ships with colleagues that may last most of their
research careers. The research teams so formed are
dynamic and need to adapt to changes in their com-
position and to shifts in individual objectives over
time. Team leaders need to foster communication
and cooperation, especially when team members are
from different institutions. The problem of com-
munication is even more acute among sites, where
the total number of researchers is greater and the
geographic distribution greater. The US-LTER has
addressed these challenges by focused efforts to
bring site leaders together frequently and to involve
the whole US-LTER community in a joint meeting
every 3 years. One of the most important reasons
to foster communication among sites is to encour-
age data sharing for comparison and synthesis. Data
managers from each of the 26 sites have devel-
oped a well-integrated working group that provides
for coordination of data access through a network
information system. Other disciplinary groups (e.g.,
climate, social science) provide additional opportu-
nities to foster communication among sites.

5.5 New Challenges for the US-LTER
Program

As the US-LTER Network approached its fourth suc-
cessful decade of scientific achievement in the ecolog-
ical sciences, it undertook a significant self-analysis
and planning strategy for future research and educa-
tion. Starting in the late 1990s, the Network chal-
lenged itself to develop additional advancements in



5 Twenty-Eight Years of the US-LTER Program: Experience, Results, and Research Questions 71

Network science and a new kind of trans disciplinary
science – one that ranges from local to global in
scope, and that blends ecological and social science
theories, methods, and interpretations in order to bet-
ter understand and forecast environmental change in
an era when no ecosystem on Earth is free from
human influence. The results of over 7 years of plan-
ning are presented in a science plan submitted to the
National Science Foundation on an Integrative Science
for Society and the Environment (LTER, 2007; see
also http://www.lternet.edu/decadalplan/). This effort
describes a unifying framework that proposes to under-
stand how humans perceive the critical services pro-
vided by ecosystems at multiple human scales, how
these perceptions change behavior and institutions, and
how these changes in turn feed back to affect ecosys-
tem structure and function and the ability of ecosys-
tems to continue to deliver services over the long
term. The details of the plan involve a set of research
themes pursued over the next decade and beyond. Land
and water use change; climate change, variability, and
extreme events; and nutrient mobilization and species
introductions are considered as grand challenges in
environmental science and all are important to society.
They also affect every site in the Network – indeed,
every part of the United States – and are intractable
without full consideration of social–ecological inter-
actions. These particular themes are also among those
that best match the research strengths of the Network.
They can be best addressed with new long-term data
sets, cross-site experiments, and modeling activities.

At each of the Network’s 26 sites there is an extraor-
dinary amount of knowledge about the organisms and
processes important at the site, about the way the
site’s ecosystems respond to disturbance, and about
long-term environmental change. A growing num-
ber of cross-site observations and experiments also
have revealed much about the way that key processes,
organisms, and ecological attributes are organized and
behave across major environmental gradients. The
contributions of basic knowledge of ecological inter-
actions, ability to forecast change, and testing eco-
logical theory are well recognized by the scientific
community.

The Science Plan involves a comprehensive sum-
mary of existing long-term data sets along with
detailed blueprints for the education and cyberinfras-
tructure resources that will be crucial for its suc-
cess. The cyberinfrastructure plans include building

capacities to increase data acquisition, management,
and curation at the site level; to increase data dis-
covery, access, and integration at the network level;
to increase modeling and analysis activities; and
to integrate cyberinfrastructure into social ecological
research, education, and training.

Linking research and education – Education plays a
key role in US-LTER because of the need to inform
and train the next generation of environmental sci-
entists, inform the general public about ecosystem
services to develop social–ecological change, and
educate the public about the need for research.
The Strategic Plan for Education in the US-LTER
Network promotes a vision of an environmentally
literate citizenry able to make informed choices
about complex environmental issues and includes
five parts: (1) a scientific endeavor that continues,
builds on, and celebrates its rich history of basic
scientific discovery; (2) a society with the environ-
mental science literacy needed for sound environ-
mental citizenship and thereby a society that makes
best use of timely, accurate, and unbiased informa-
tion in decision making, including the capacity to act
proactively and with forethought; (3) engagement of
the full spectrum of our diverse society in devel-
oping and applying understanding of environmental
challenges; (4) a scientific community that is recep-
tive and responsive to the knowledge needs of the
public and is committed to the delivery of knowl-
edge in a useful form; (5) an environmental research
and education enterprise informed by an understand-
ing of the science–society interface. Achieving this
vision will require strategic initiatives to (1) develop
leadership, organization, and cyberinfrastructure,
(2) promote research and development around our
goals of environmental science literacy and inclu-
sion of diverse people and perspectives, and (3)
develop programs for specific constituent groups: K-
12 teachers and administrators, undergraduate and
graduate students and professors, and active citizens.

Social ecology – Processes and technologies for using
and maintaining ecosystem services depend on fun-
damental advances in scientific understanding of
social–ecological systems. These systems are the
basis of human well-being. Societies face a chal-
lenge of improving human well-being while main-
taining current and future ecosystem services. The
US-LTER Network is poised to contribute to that
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understanding through the social and ecological
research described in its plan: (1) LTER sites
will seek to understand social–ecological dynam-
ics connecting human cognition, attitudes, behav-
iors, and institutions with ecological structures and
processes. This will include understanding varia-
tions and similarities influencing human decision
making among disparate social groups and under
different social and ecological conditions (both in
place and in time); (2) LTER sites will regional-
ize in order to understand these social–ecological
dynamics in more diverse social–ecological con-
texts than they traditionally have pursued; (3) LTER
sites will combine a long-term, spatially extensive,
and multi-scale approach to understand these social–
ecological dynamics in a regional context. This
will expose temporal lags, spatial dependencies, and
scale mismatches that generate decision-making sur-
prises and sudden shifts; and (4) education will be
both an activity and an object of study, engaging
students and the public in the generation of ecologi-
cal knowledge, sharing that knowledge broadly, and
learning how to transmit ecological knowledge more
effectively. The existing LTER connections between
research and decision-making applications – pub-
lic, non-profit, and private sectors – are likely to
increase over time because of the enduring collab-
orations that are fostered by the long-term nature of
US-LTER sites.

5.6 Summary

Long-term ecological research grew out of a history of
ecosystem studies and from growing experience with
large-scale interdisciplinary programs. The U.S. Long
Term Ecological Research (US-LTER) program con-
sists of 26 research sites involving a wide range of
ecosystem types and concentrates on the interactions
of multiple ecosystem processes that play out at time
scales spanning decades to centuries. This focuses US-
LTER research between the most common time scales
for ecological studies (1–3 years) and the much longer
temporal foci of disciplines such as paleoecology.
Long-term data sets from programs such as US-LTER
provide a context to evaluate the pace of ecological
change, to interpret its effects, and to forecast the range
of future biological responses to change.

Many issues and challenges are associated with
maintaining a successful long-term research network.
Governing an expanding network at both the United
States and international levels requires management
techniques that emphasize the coordination and man-
agement of the complexity inherent in network-level
science. The US program involves a 60-member
Science Council to address science-related efforts and
bylaw revisions and a 12-member elected Executive
Board authorized to act on the Council’s behalf.
Incorporating international awareness and participa-
tion is a critical aspect of the US-LTER Network
initiative – from research to cyberinfrastructure to
education. The scientific community benefits much
from working with colleagues around the world that
have other experiences, social cultures, and knowledge
bases. The LTER Network contributes to a significant
effort at networking LTER programs in many coun-
tries (i.e., ILTER; International Long Term Ecological
Network). Ultimately, the ILTER mission incorporates
understanding of the role of humans in the environment
to inform policy makers and translate understanding
into action.

The primary challenges for LTER type research
during its history involved sustaining funding, part-
nership development to sustain growth, maintaining
continuity in objectives, and linking scientists and
data through communication and cooperation. These
challenges have been successfully addressed over the
decades of the US-LTER program through close coop-
eration and coordination of the scientific community
and the funding agencies for these programs.

Integrative Science for Society and the Environment
provides a framework to understand the interactions
between critical ecosystem services, human percep-
tion of these services, and the behavior of individuals
and institutions based on these perceptions. Education
plays a key role in this plan, with the goal of an envi-
ronmentally literate citizenry able to make informed
choices about complex environmental issues.

References

Benstead, J. P., March, J. G., Pringle, C. M., & Scatena, F. N.
(1999). Effects of a low-head dam and water abstraction on
migratory tropical stream biota. Ecological Applications, 9,
656–668.

Callahan, J. T. (1984). Long-term ecological research.
BioScience, 34, 363–367.



5 Twenty-Eight Years of the US-LTER Program: Experience, Results, and Research Questions 73

Childs, J. E., Ksiazek, T. G., Spiropoulou, C. F., Krebs, J.
W., Morzunov, S., Maupin, G. O., et al.(1994). Serologic
and genetic identification of Peromyscus maniculatus as the
primary rodent reservoir for a new hantavirus in the south-
western United States. Journal of Infectious Diseases, 169,
1271–1280.

Corujo, I. N. (1980). A study of fish populations in the Espíritu
Santo River Estuary. Master’s thesis. University of Puerto
Rico, Río Piedras.

Edmondson, W. T. (1991). The uses of ecology: Lake Washington
and beyond. Seattle: University of Washington Press.

Fievet, E., Tito de Morais, L., Tito de Morais, A., Monti,
D., & Tachet, H. (2001). Impacts of an irrigation and
hydroelectric scheme in a stream with a high rate of
diadromy (Guadeloupe, Lesser Antilles): Can downstream
alterations affect upstream faunal assemblages? Archiv für
Hydrobiologie, 151, 405–425.

Forbes, S. A. (1887). The lake as a microcosm. Bulletin of the
Peoria Science Association. Reprinted in the Illinois Natural
History Survey Bulletin, 15, 537–550.

Franklin, J. F., Bledsoe, C. S., & Callahan, J. T. (1990).
Contributions of the long-term ecological research program.
BioScience, 40, 509–523.

Golley, F. B. (1993). A history of the ecosystem concept in
ecology: More than the sum of the parts. Connecticut: Yale
University Press.

Hobbie, J. E., Carpenter, S. R., Grimm, N. B., Gosz, J. R., &
Seastedt, T. R. (2003). The US long term ecological research
program. Bioscience, 53, 21–32.

Institute of Ecology. (1977). Experimental ecological reserves:
A proposed national network. Washington, DC: National
Science Foundation.

Intergovernmental Panel on Climate Change. (2007). The
Physical Science Basis: The Fourth Assessment Reports,
Cambridge University Press.

Kratz, T. K., Benson, B. J., Blood, E. R., Cunningham, G. L., &
Dahlgren, R. A. (1991). The influence of landscape position
on temporal variability in four North American ecosystems.
American Naturalist, 138, 355–378.

Kratz, T. K., Magnuson, J. J., Bayley, P., Benson, B. J., Berish,
C. W., Bledsoe, C. S., et al.(1995). Temporal and spatial vari-
ability as neglected ecosystem properties: Lessons learned
from 12 North American ecosystems. In: Rapport, D. &
Calow, P. (Eds.), Evaluating and monitoring the health of
large-scale ecosystems (pp. 359–383). New York: Springer.

Kratz, T. K., Webster, K. E., Bowser, C. J., Magnuson, J. J.,
& Benson, B. J. (1997). The influence of landscape posi-
tion on lakes in northern Wisconsin. Freshwater Biology, 37,
209–217.

Kratz, T. K., Webster, K. E., Riera, J. L., Lewis, D. B., & Pollard,
A. I. (2006). Making sense of the landscape: Geomorphic
legacies and the landscape position of lakes. In: Magnuson,
J., Kratz, T. K., & Benson, B. J. (Eds.), Long-term dynam-
ics of lakes in the landscape: Long-term ecological research
on north temperate lakes (pp. 49–66). Oxford University
Press.

Likens, G. E., Borman, F. H., Pierce, R. S., Eaton, J. S.,
& Johnson, N. M. (1977). Biogeochemistry of a forested
ecosystem. New York: Springer.

Lindeman, R. L. (1942). The trophic-dynamic aspect of ecology.
Ecology, 23, 399–418.

LTER. (2007). The Decadal Plan for LTER: Integrative Science
for Society and the Environment. LTER Network Office
Publication Series No. 24, Albuquerque, New Mexico.

Magnuson, J. J. (1990). Long-term ecological research and the
invisible present. BioScience, 40, 495–501.

Magnuson, J. J., & T. K. Kratz. (2000). Lakes in the land-
scape: Approaches to regional limnology. Verhandlungen
Internationale Vereinigung für Limnologie, 27, 74–87.

Magnuson, J. J., Kratz, T. K., & Benson, B. J. (Eds.). (2006).
Long-term dynamics of lakes in the landscape: Long-term
ecological research on north temperate lakes. New York:
Oxford University Press.

Magnuson, J. J., Kratz, T. K., Frost, T. M., Bowser, C. J., Benson,
B. J., & Nero, R. (1991). Expanding the temporal and spatial
scales of ecological research and comparison of divergent
ecosystems: Roles for the LTER in the United States. In:
Risser, P. G. (Ed.), Long-term ecological research. Sussex:
John Wiley & Sons.

March J. G., Benstead, J. P., Pringle, C. M., & Ruebel, M. R.
(2001). Linking shrimp assemblages with rates of detrital
processing along an elevational gradient in a tropical stream.
Canadian Journal of Fisheries and Aquatic Sciences, 58,
470–478.

March J. G., Pringle, C. M., Townsend, M. J., & Wilson, A. I.
(2002). Effects of freshwater shrimp assemblages on benthic
communities along an altitudinal gradient of a tropical island
stream. Freshwater Biology, 47, 377–390.

March, J. G., Benstead, J. P., Pringle, C. M., & Scatena, F. N.
(2003). Damming tropical island streams: Problems, solu-
tions, and alternatives. BioScience, 53, 1069–1078.

Marzolf, G. R. (1982). Long-term ecological research in the
United States: A network of research sites 1982. In:
Halfpenny, J. C., Ingraham, K. & Hardesty, J. (Eds.), Long-
Term Ecological Research (LTER) Network.

Michener, W. K., & Brunt, J. W. (2000). Ecological data:
Design, management and processing. Oxford: Blackwell
Science.

Millennium Ecosystem Assessment. (2005). Ecosystems and
human well-being: Current state and trends. Washington,
DC: Island Press.

Nichol, S. T., Spiropoulou, C. F., Morzunov, S., Rollin, P. E.,
Ksiazek, T. G., Feldmann, H., et al. (1993). Genetic identi-
fication of a hantavirus associated with an outbreak of acute
respiratory illness. Science, 262, 914–917.

Ortiz-Zayas, J. R., & Scatena, F. N. (2004). Integrated water
resources management in the Luquillo Mountains, Puerto
Rico: An evolving process. Water Resources Development,
20, 387–398.

Parmenter, R. R., Brunt, J. W., Moore, D. I., & Morgan,
E. S. (1993). The hantavirus epidemic in the Southwest:
Rodent population dynamics and the implications for trans-
mission of hantavirus-associated adult respiratory distress
syndrome (HARDS) in the Four Corners region. Sevilleta
LTER Publication No. 41, 1–45.

Pringle, C. M. (1997). Exploring how disturbance is transmit-
ted upstream: Going against the flow. Journal of the North
American Benthological Society, 16, 425–438.

Pringle, C. M., Hemphill, N., McDowell, W. H., Bednarek, A., &
March, J. G. (1999). Linking species and ecosystems: Effects
of different macrobiotic assemblages on interstream differ-
ences in benthic organic matter. Ecology, 80, 1860–1872.



74 J.R. Gosz et al.

Riera, J. L., Magnuson, J. J., Kratz, T. K., & Webster, K.
E. (2000). A geomorphic template for the analysis of lake
districts applied to the Northern Highland Lake District,
Wisconsin, USA. Freshwater Biology, 43, 301–318.

Robertson, G. P., Allen, V. G., Boody, G., Boose, E. R.,
Creamer, N. G., Drinkwater, L. E., et al.(2008). Long-Term
Agricultural Research (LTAR): A research, education, and
extension imperative. BioScience, 58, 640–645.

Rosenberg, D. M., McCully, P. & Pringle, C. M. (2000).
Global-scale environmental effects of hydrological alter-
ations. BioScience, 50, 746–751.

Swanson, F. J., & Sparks, R. E. (1990). Long-term ecological
research and the invisible place. BioScience, 40, 502–508.

Tansley, A. G. (1935). The use and abuse of vegetational con-
cepts and terms. Ecology, 16, 284–307.

Thorp, J. H., & Delong, M. D. (1994). The Riverine
Productivity model – An heuristic view of carbon-sources
and organic-processing in large river ecosystems. Oikos, 70,
305–308.

Tilman, D. (1989). Ecological experimentation: Strengths and
conceptual problems. In: Likens, G. E. (Ed.), Long-term
studies in ecology: Approaches and alternatives (pp. 136–
157). New York: Springer.

Vannote, R. L., Minshall, G. W., Cummins, K. W., Sedell, J.
R., & Cushing, C. E. (1980). The river continuum concept.
Canadian Journal of Fisheries and Aquatic Sciences, 37,
130–137.

Webster, K. E., Bowser, C. J., Anderson, M. P., & Lenters, J.
D. (2006). Understanding the lake-groundwater system: Just
follow the water. In: Magnuson, J. J., Kratz, T. K., & Benson,
B. J. (Eds.) Long-term dynamics of lakes in the landscape:
Long-term ecological research on north temperate lakes
(pp. 19–48). Oxford: Oxford University Press.

Webster, K. E., Kratz, T. K., Bowser, C. J., Magnuson, J. J., &
Rose, W. J. (1996). The influence of landscape position on
lake chemical responses to drought in northern Wisconsin.
Limnology and Oceanography, 41, 977–984.

Webster, K. E., Soranno, P. A., Baines, S. B., Kratz, T.
K., Bowser, C. J., Dillon, P. J., et al.(2000). Structuring
features of lake districts: Landscape controls on lake
chemical responses to drought. Freshwater Biology, 43,
499–515.

Yates, T. L., Mills, J. N., Parmenter, C. A., Ksiazek, T. G.,
Parmenter, R. R., Castle, J. R., et al.(2002). The ecology
and evolutionary history of an emergent disease: Hantavirus
pulmonary syndrome. Bioscience, 52, 989–998.



Chapter 6

Introducing the Next Generation of Ecosystem
Research in Europe: LTER-Europe’s Multi-Functional
and Multi-Scale Approach

Michael Mirtl

Abstract LTER-Europe is the umbrella network for
Long-Term Ecosystem Research (LTER) and Long-
Term Socio-Ecological Research (LTSER) in Europe.
It forms part of the global LTER network (ILTER).
Comprising 18 formal national member networks and
five emerging ones LTER-Europe represents more than
400 LTER sites and 23 LTSER platforms. Besides this
in-situ component LTER-Europe stands for a network
of scientists, disciplines, institutions, data and meta-
data, and research projects. The Network of Excellence
ALTER-Net (FP6) provided the frame for meeting the
objective to integrate the highly fragmented European
infrastructure with LTER potential across national and
disciplinary boarders. LTER-Europe has become the
terrestrial and aquatic component in the network of
networks, currently organised by the ESFRI prepara-
tory project LifeWatch. The interdisciplinary expertise
represented by the ALTER-Net consortium allowed
further development of the LTSER concept. LTSER
platforms have been developed as multi-scale and
multi-level infrastructure for investigating interactions
of human and natural systems on the regional or sub-
regional level. These hot spots of interdisciplinary
research (IDR) and data sets are now complement-
ing the first pillar of LTER-Europe’s network, the
network of LTER sites. The character and functional
niche of LTER-Europe is best described by four core
characteristics, namely “in-situ, long-term, system and
process”: LTER-Europe’s research is generating or
using data gathered together with a maximum of other
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Spittelauer Lände 5, 1090 Wien, Austria
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sources of knowledge at concrete locations in the long
term. This allows for the detection and quantification
of processes of ecosystems and socio-ecological sys-
tems, which determine the sustainable provision of
ecosystem services. Summarising, LTER-Europe is a
multi-functional network, but also a process structur-
ing and optimising a distributed research infrastruc-
ture, catalysing the development of research projects
meeting societal needs and helping to streamline
and harmonise the entire sector on the institutional,
national, European and global level.

Keywords LTER-Europe network · Socio-ecological
research · LTSER · Research infrastructure · Mode 2
research · European Research Area

6.1 Introduction

This chapter aims to provide an overview of Long-
Term Ecosystem Research in Europe (LTER-Europe)
as an umbrella framework and a process shaping
ecosystem research and infrastructure in the conti-
nent. It outlines the history of LTER and describes
the environment into which LTER-Europe has been
moulded. We also describe the structure and gover-
nance of LTER-Europe with emphasis on two kinds of
in-situ components – LTER sites and LTSER platforms
– and the role it has played in establishing and further
developing the concepts for socio-ecological research.
Beyond that, LTER-Europe advanced to the regional
implementation of LTSER proposing and testing a
novel design of multi-functional research platforms
or “LTSER platforms”. Given the uniqueness of this
proof of concept LTSER is indeed given dispropor-
tional space, not insinuating minor importance of the
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traditional, site-based LTER, but anticipating that this
component of LTER has broadly been accepted as state
of the art. The representativeness of LTER-Europe’s
network for major environmental and socio-ecological
zones will be illustrated.

An additional goal of this chapter is to highlight the
multi-functional nature of LTER-Europe, which has
started to serve a wide range of purposes across all lev-
els from concrete research sites to institutions, national
networks, the European Research Area, related sister
networks and the global research environment. In that
sense LTER-Europe can in parallel be perceived as

– A Network of LTER sites,
– A Network of LTSER platforms,
– A Network of national networks,
– A Network of institutions,
– A Network of scientists (a community),
– A Network of disciplines,
– A Network of data and metadata,
– Part of a network of European networks,
– A Network of site-based research and research

projects,
– A process structuring and integrating all the above.

By creating a better understanding of the complex
nature of LTER-Europe the chapter attempts to ani-
mate both the scientific community and those in
charge of establishing a framework for environmental
research. We highlight the wide range of added values
of LTER-Europe that support a new generation of envi-
ronmental science thereby contributing to a knowledge
base about major ecosystem services at stake.

6.2 Definition, Terminology
and History of LTER

The US National Science Foundation (NSF) estab-
lished the US-LTER program in 1980 to support
research on long-term ecological phenomena in the
United States. The 26 US-LTER sites represent diverse
ecosystems and research emphases (http://www.
lternet.edu/). Supported by the powerful US-LTER and
through the initiating efforts of NSF in the 1990s, 28
countries worldwide had established national LTER
networks and were formally accepted as members

of the global LTER network (International Long-
Term Ecosystem Research, ILTER) by the end
of the 20th century. “ILTER consists of networks
of scientists engaged in long-term, site-based eco-
logical and socioeconomic research. Our mission
is to improve understanding of global ecosystems
and inform solutions to current and future envi-
ronmental problems” (http://www.ilternet.edu/about-
ilter/mission). ILTER consists of continental or sub-
continental regional groups. In 2001, the European
Environment Agency (EEA) was formally represented
at the global ILTER conference in London, advocating
that Europe needed a powerful and unified continental
research and monitoring network to cope with the com-
plex challenge to better manage European ecosystems
according to the “Late lessons from early warnings”
report of the EEA (Gee, 2001). This report especially
underpins the demand for a better link between ecosys-
tem research and Long-Term Ecosystem Monitoring
(LTEM). It openly addressed the inefficient fragmen-
tation of European ecosystem research, including defi-
ciencies in the analysis and synthesis of principally
available information and the communication of results
to better inform decision making and policy. To sup-
port the initiation of such a European LTER network,
the EEA acted as a key stakeholder for the first
European LTER conference, held in January 2003 in
Copenhagen. Amongst other strategic efforts, the first
call of the EU’s 6th Framework Programme (FP6) con-
sidered LTER in combination with biodiversity as a
potential Network of Excellence.

Concurrently US-LTER came under scrutiny. A
review of two decades of LTER identified major chal-
lenges (http://intranet.lternet.edu/archives/documents/
reports/20_yr_review/). The reviewers elaborated a
list of 27 recommendations, including the necessity of
efforts to establish proper interdisciplinary and cross-
site projects and comparisons, focus on synthesis
science, setting up a standardised and quality-assured
monitoring and experimentation component, estab-
lishing informatics and cutting edge information
management as core functions as well as starting to
include the human dimension in LTER. Concerned
with the restructuring of the US-LTER and the estab-
lishment of the high-tech sensor component NEON,
the US National Science Foundation as key mentor
targeted on making the global LTER network, ILTER,
independent of continuous US support with American
scientists holding key offices in the network. As
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a first step ILTER elaborated formal by-laws in 2004
(http://www.ilternet.edu/about-ilter/ILTER-bylaws-
10-01-2004.pdf/view). International consultants and
organisational developers were engaged in 2005 to
develop a strategic and operational plan for ILTER,
formally adopted by the ILTER Co-ordinating
Committee in 2006 in Namibia (http://www.lter-
europe.net/Structure/key-documents). ILTER had
passed the first phase of establishing a permanent
and globally acting institution representing the most
powerful in-situ network of ecosystem research facili-
ties. In 2007 ILTER became a legal body, registered
as an international scientific association in Costa
Rica. Responsibilities in the governing structures of
ILTER are now evenly spread across the continental
regional groups of ILTER. By the end of 2008 ILTER
comprised 40 national member networks.

In the context of these positive international devel-
opments, LTER-Europe accelerated its efforts from
2004, mainly due to the activities in the Network
of Excellence “ALTER-Net” funded by the European
Union. Developing the concept for LTER-Europe
required institutional integration and IT solutions
alongside the biodiversity issue as a thematic trigger.
ALTER-Net facilitated the creation of a database of
1,800 facilities with “LTER potential” across Europe.
The extensive metadata collated for these facilities
underpin the heterogeneity and fragmentation antic-
ipated by earlier enquiries and reports (e.g. GTOS-
TEMS). Moreover, the uneven distribution (across
habitat types and environmental zones) of locations
where long-term research and monitoring is carried
out became apparent. Supported by the request of the
European Commission for institutional integration the
partner institutions of ALTER-Net started to act as
stakeholders for the LTER processes in their respective
countries. In parallel, ALTER-Net expanded its efforts
beyond the ALTER-Net institutional consortium, suc-
ceeding in including most European countries into
the LTER-Europe process. As a milestone, the former
western and eastern LTER networks were merged in
the course of the formal foundation of “LTER-Europe”
in June 2007 in Balatonfüred, Hungary. LTER-Europe
has become the most powerful regional group world-
wide, since August 2008 consisting of 18 national net-
works (Fig. 6.1). In Europe LTER focuses on terrestrial
and aquatic ecosystems. Besides being an umbrella
term for activities in the field of ecosystem and envi-
ronmental research, it is also the name for formal

LTER networks of research sites and scientists on
national and continental levels composing the global
LTER Network (ILTER).

6.3 Multi-Functionality and Key
Characteristics of LTER-Europe

Contrary to the setup of LTER in the United States
of America a top-down approach for the infras-
tructural component of LTER-Europe was not feasi-
ble due to the diverse funding mechanisms of the
European research area. Secondly, a research frame
programme continuously supporting ecosystem and
socio-ecological research projects at LTER sites and
LTSER platforms cannot to be accomplished in the
mid term. In contrast, US-LTER benefits from the
NSF as key stakeholder and funding body securely
providing resources for both, infrastructure and sci-
entific LTER projects, for a network of 26 LTER
master sites and with a time horizon of decades.
Consequently, the design of LTER-Europe, its infras-
tructure, governance and related research projects had
to take extremely heterogeneous framework condi-
tions into account, including varying initial situations
across countries in terms of involved stakeholder insti-
tutions, national research programmes and divergent
possibilities in former East and West European coun-
tries. Another challenge consisted of the conceptual
expansion of LTER to LTSER, dealing with entire
socio-ecological systems and inducing a transforma-
tion of the scientific community and interest groups
that had so far been involved in and carrying the
traditional LTER. We discuss this later in more detail.

LTER-Europe was developed into an intricate
landscape of European and national environmental
monitoring schemes and nature conservation mea-
sures such as the UNECE International Co-operative
Programmes, the UNESCO Biosphere Reserves and
Natura2000 concerning their site networks, databases,
responsible institutions and overlaps with environmen-
tal research. It has become a key element in the
restructuring of the European research area in the field
of life sciences (see below).

Consequently, LTER-Europe could not exclusively
focus on single research topics, disciplines, adminis-
trational and economic levels, funding schemes, stake-
holders, processes, or on infrastructure or research
projects alone. It needed to serve multiple purposes
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Fig. 6.1 Development of
LTER-Europe 2001–2008;
depths of colours indicate the
level of formalisation with
darkest colours for formal
membership in the global
LTER; in 2007 the former
Eastern and Western networks
were merged at the formal
foundation of LTER-Europe
(graph: M. Mirtl:
http://www.lter-
europe.net/Structure/key-
documents)

and support a wide range of issues related to envi-
ronmental research. Because of the general nature
of a research infrastructure and research network
like LTER-Europe, it was indispensable for LTER-
Europe to identify the core characteristics and identity,
thereby differentiating LTER-Europe from other net-
works. The identity of LTER-Europe is thus based on
four characteristics:

In situ: LTER-Europe generates field data at differ-
ent scales (up to the regional scale) and across

ecosystem compartments. LTER projects make use
of these interdisciplinary data hot spots, enhanc-
ing them with their own findings, but must not all
necessarily gather raw data themselves.

Long-term: LTER-Europe dedicates itself to the provi-
sioning, documentation and continuous use of long-
term information and consistent data on ecosystems.
The time horizon is decades in order to enable detec-
tion of trends. The long-term criterion accounts for
the interdependency of LTER with the Long-Term
Ecosystem Monitoring (LTEM), which is regarded
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as one of the most important but also most challeng-
ing aspects in establishing and securing sustainable
LTER. It also requires complex information man-
agement to enable multiple and efficient use of
data.

System: LTER-Europe contributes to a better under-
standing of the complexity of natural ecosystems
and coupled socio-ecological systems, covering – as
a network - the natural sphere of causation as well as
the cultural sphere of causation (Fischer-Kowalski
& Weisz, 1999). The typology of facilities of LTER-
Europe (LTER sites and LTSER platforms) complies
with the required disciplinary components, spatial
and timescales.

Process: LTER-Europe’s research aims at the identifi-
cation, quantification and interaction of processes of
ecosystems driven by internal and external drivers.
The focal question is how these processes deter-
mine ecosystem services. This implies a scientif-
ically sound combination of long-term monitoring
(dynamics of state variables), research based on
long-term data and short-term experimentation, cov-
ering all abiotic and biotic components of habitats
and ecosystems across Europe’s environmental and
socio-ecological gradients.

As shown in Fig. 6.2 themes can be identified that
benefit from being studied using a long-term pro-
cess approach in an in-situ system (e.g. ecosystem
services, climate and land use changes, biodiversity).

IDENTITY
long-term

system 
approach

site-based

process 
oriented

THEME

land-use

ecosystem 
services

global change

climate change

biodiversity

PROGRAMMES

FP 8

Life+

LifeWatch

GMES

PROJECTS
TOOLS

Fig. 6.2 The cascade spanning from the core characteris-
tics of LTER-Europe to concrete projects at LTER sites and
LTSER platforms and tools (graph: E. Groner: http://www.lter-
europe.net/Structure/key-documents, modified with permission)

Specific programmes and projects on the continental
(and global) scale, assigned to those themes and using
a wide range of tools, have access to synergies enabled
by LTER-Europe (comprising access to data, infras-
tructure in the field, laboratories and local teams of
researchers etc).

6.4 The Integrated Network of LTER
Sites and LTSER Platforms

LTER-Europe comprises two types of in-situ facili-
ties, LTER sites and LTSER platforms, the primary
difference being their spatial extension and structural
complexity (Mirtl & Krauze, 2007). LTER sites extend
over hundreds of hectares whereas LTSER platforms
represent landscapes of thousands of square kilome-
tres where natural, social and economic processes are
intrinsically coupled. Therefore, LTER sites can be
dominated by only one habitat type (e.g. grassland, for-
est) but the regions of LTSER platforms contain all
elements of the landscape pattern, within the respec-
tive socio-environmental zone. Many of the LTER-
sites were delineated to represent orographic and ide-
ally also hydrological micro-catchments to allow for
research related to matter and energy balances and
hydrology; LTSER platform regions are or contain
hydrological meso-catchments. As facilities for inte-
grated system research both LTER sites and LTSER
platforms represent a physical, logistical and research
component, all of them being much more complex in
the case of LTSER platforms (see below: The Design
of LTSER Platforms). Activities at LTER sites con-
centrate on small-scale ecosystem processes and struc-
tures with core topics in the field of primary produc-
tion, population ecology of selected taxonomic groups,
biogeochemical cycles, organic matter dynamics, dis-
turbances and – implicitly – biodiversity. LTSER plat-
forms allow for investigating complex socio-ecological
phenomena such as biodiversity conservation in the
landscape context, including the influence of people’s
perception of biodiversity on decision making and the
overall effects of biodiversity conservation measures in
and outside protected areas. In Europe LTER has up
to now focused on terrestrial and aquatic ecosystems.
LTER-facilities are the umbrella term for wherever
LTER might take place (location) and whatever might
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Fig. 6.3 Location of 406 LTER sites and 23 LTSER Platforms in Europe (graph: J. Peterseil: http://www.lter-europe.
net/Structure/key-documents)

facilitate LTER-activities (e.g. logistics, laboratories,
on-site supporting institutions). Figure 6.3 shows the
location of 406 LTER sites and 23 LTSER Platforms
in Europe.

6.4.1 Introducing the LTSER Component

Since the beginning of the 21st century existing
national and continental networks for Long-term
Ecosystem Research (LTER) underwent major reviews
in a direction that emphasised more focus on their
relevance for society, the efficiency of knowledge dis-
semination and adequacy of current designs to tackle
urgent political questions many of which are related
to the sustainable use of ecosystem services and the
effects imposed on them by Global Change (Hobbie,
Carpenter, Grimm, Gosz, & Seastedt, 2003).

The concept of LTSER platforms evolved in
response to that demand implying the expansion of

the traditional LTER approach. Important drivers and
pressures and their impacts cannot be comprehen-
sively investigated on the spatial scale of hundreds
of hectares, even if a network of hundreds of sites
of that scale covering Europe’s environmental zones
is available (e.g. the effects of agricultural subsidies
on management practices and biodiversity on the
landscape level). Moreover, to support fundamental
research on ecosystem processes in the long-term the
selection of locations for traditional LTER sites was
biased in favour of natural or semi-natural ecosystems
(Metzger et al., 2008). Thus, the characteristics of the
LTER-facilities as well as the disciplines involved
in research do not suffice to appropriately investi-
gate socio-ecological systems (Redman, Grove, &
Kuby, 2004). This has become a bromide since first
stated in the course of evaluating and restructuring
ecosystem research and ecosystem research infras-
tructure in the late 1990s (e.g. US-LTER review;
http://intranet.lternet.edu/archives/documents/reports/
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20_yr_review/). Since then even in studies designed
to address complex interactions between society and
natural resources mismatches between the observed
spatial units and the related spatial scale of manage-
ment as well as the level of political actions were
detected (Dirnböck et al., 2008). This resulted in the
request for a new-generation of LTER considering the
human dimension in a scale- and level-explicit design
and thus signalling the transition towards Long-Term
Socio-Ecological Research or LTSER (Haberl et al.,
2006; Chapter 26).

But developing the framework for LTSER needs to
take a wide range of components into account, rang-
ing from the underlying concepts to the challenge of
developing the common language indispensable for
proper interdisciplinary research (Kaljonen, Primmer,
De Blust, Nijnik, & Külvik, 2007). Identifying appro-
priate regions and physically implementing LTSER has
been revealed to be a major long-term effort, which
strongly requires a shared vision and division of tasks
on the European scale. The Network of Excellence
ALTER-Net (FP 6) provided a frame for meeting the
addressed challenges and integrates the strengths of the
existing, but extremely fragmented LTER infrastruc-
ture on the site level. The interdisciplinary expertise
represented by the ALTER-Net consortium allows fur-
ther development of the main pillars of LTER-Europe’s
network, the now integrated networks of LTER sites
and LTSER platforms.

At the network level the strategic research inten-
tion of the LTSER component is to establish a tool
for building socio-ecological research capacity across
Europe. The major socio-ecological systems of the
continent shall be represented by at least one LTSER
platform each, where exemplary research can effi-
ciently take place, including the participation in assess-
ments and forecasts of changes in structure, func-
tions and dynamics of ecosystems and their services,
and defining the socio-economic and socio-ecological
implications of those changes. LTSER platforms are
also to define and address key management issues
according to complex local and regional settings –
cultural and social values and expectations, economic
conditions and constraints, inherent biophysical capac-
ities, and impacts of internal and external factors.
Finally, LTSER platforms will test and further develop
tools and mechanisms for the communication and dis-
semination of knowledge across cultural and societal
gradients.

LTSER is context-driven, problem-focused and
interdisciplinary. It involves multi-disciplinary teams
brought together for short periods of time to work on
specific problems in the real world. Gibbons et al.
(1994) labelled this mode 2 knowledge production
as opposed to traditional research (mode 1), which
is academic, investigator-initiated and discipline-based
knowledge production. So mode 1 knowledge pro-
duction is investigator-initiated and discipline-based
while mode 2 is problem-focused and interdisciplinary.
LTER-Europe provides an integrated framework for
both types of knowledge production.

6.4.2 The Design of LTSER Platforms

The required elements of LTSER platforms are firstly
derived from the need to represent functionally and
structurally relevant scales and levels. Secondly, the
choice of elements of LTSER platforms depends on the
characteristics of individual regions with regard to their
landscape, occurring ecosystem types and administra-
tional structures as well as economic, social and natural
gradients within the target region. Nevertheless, the
design of LTSER platforms in principle distinguishes
three functional layers to which all elements can be
assigned: (i) physical infrastructure comprising in-
situ research sites, technical infrastructure like power
supply and sensors, laboratories, sites of sectoral moni-
toring networks, collections, museums, visitor centres;
(ii) research itself in the sense of research projects and
a pro-active involvement of the research communities
on the regional, national and international level and
(iii) integrative management serving as the interface
between all the above elements and providing services
to enable efficient research and dissemination of results
(Fig. 6.4).

Regarding the physical infrastructure LTSER plat-
forms represent clusters of facilities supporting LTER
activities and providing data. Ideally, we propose to
distinguish between (i) site-level activities represent-
ing in-depth ecological research in quantitatively rele-
vant habitat types, containing specific sampling plots,
(ii) intermediate-scale elements such as national parks,
biosphere reserves or investigated meso-catchments
and finally (iii) the region as such (Fig. 6.5). Nested
designs from the site- to the landscape levels and
cascadedly harmonised sampling and parameter sets
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Fig. 6.4 The functional layers of LTSER platforms (left) and exemplary infrastructural elements according to landscape composition
(graph: M. Mirtl: http://www.lter-europe.net/Structure/key-documents) (Mirtl et al., 2009)

enable the systematic assessment of the representative-
ness of individual elements for their vicinity. Elements
belonging to bigger scale activities, including national
and international monitoring schemes, are functionally
linked for further up- and downscaling and crosswise
validation (e.g. biodiversity indicators).

By means of land cover statistics, habitat and land-
scape type distributions and environmental parameter

gradients the adequacy of existing research infrastruc-
ture is assessed (e.g. dominating land use sectors like
agriculture ought to be covered by research on the
effects of current and alternative management prac-
tices).

LTSER platform management: In order to achieve
a scale and level explicit design the levels of admin-
istration, decision making and management impacting

Landscape:
Socio-economic & historical 
land use entity (Reg. 
developers & stakeholders)
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Fig. 6.5 Infrastructural
elements of LTSER platforms
across spatial scales within a
LTSER platform region
(graph: M. Mirtl:
http://www.lter-
europe.net/Structure/key-
documents) (Mirtl et al.,
2009)
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the area at different scales are identified, differentiating
between internal and external drivers. Socio-ecological
profiling reveals key ecosystem services, environmen-
tal and economic compartments and societal factors
driving the system. An actor analysis identifies the
corresponding interest groups engaged in regional
and local decision making, management, administra-
tion, regional development, education, monitoring and
research itself, as well as stakeholders of dominat-
ing economic and land use sectors. Only interactive
involvement of these key groups allows for the iden-
tification of research demands as regionally perceived.
One of the processes LTSER platforms support is rec-
onciling national and international top-down research
strategies with bottom-up necessities of nature protec-
tion, regional development, environmental reporting,
and the assessment of abatement strategies.

LTSER and LTSER projects in the proper sense
mediate between strategies and requirements. Non-
scientists should be involved in the definition phase
of projects and the re-translation of scientific findings
into guidelines for administration and management.
Transdisciplinary and participatory approaches play an
important role in the dissemination of knowledge and
educational efforts to change behaviour where scien-
tific findings recommend so. Accessory re-translation
and implementation projects have access to other fund-
ing sources than research itself (e.g. LEADER, LIFE+,
Interreg). All the above implies the necessity of estab-
lishing a multi-dimensional communication space con-
sidering a wide range of idioms spoken across actor
groups of the same mother tongue. The same is true
for science when it comes to the required data access
and data flows. Without central facilitation the efforts
for provisioning required data for complex LTSER
projects alone would exhaust projects, even if these
data were freely available.

It is obvious and has broadly been accepted that
LTSER requires a platform management secured in
the long term and providing a wide range of services
deducible from the outlined work and communication
flows. Amongst these services are:

– Conceptual work
– Project development
– Networking across interest groups, disciplines and

stake holders
– Communication (inter- and transdisciplinary com-

munication space, WEB site etc.)

– Data integration and policy
– IT-Tools
– Representation (nationally, internationally)
– Public relations
– Lobbying
– Fund raising

The management cares for an open communica-
tion space including the implementation of trans-
disciplinary and participatory approaches necessary to
adopt research agendas to regional and local needs and
for achieving access to and involvement of the regional
population, key stakeholders and decision makers, all
of whom can be seen as beneficiaries of the knowl-
edge produced. Moreover, the management stands
for a modern data policy and quick data exchange
based on cutting-edge IT solutions for data integration
(ontologies, tools for semantic mediation, disperse data
sources). The research component of LTSER platforms
has been described with the concept above.

6.4.3 Representativeness and Coverage

LTER projects scrutinise ecosystems in an exemplary
way, assuming comparability of basic mechanisms in
similar environments. The functional integration of
LTER and sectoral monitoring schemes (water, air,
biodiversity) set up with the ambition of probabilistic
sampling in order to achieve reliable trend informa-
tion, allows for empirical estimates of what LTER sites
and LTSER platforms represent. Even though Long-
Term Ecosystem Monitoring (LTEM) on the site-
and platform level indispensably complements LTER-
Europe’s ecosystem research projects, the mission of
LTER-Europe does not comprise providing represen-
tative information on ecosystem trends with full aerial
coverage on the continental scale.

Hence, all European environmental zones must be
represented by LTER sites covering the natural gradi-
ents within these zones. But the distribution of LTSER
platforms needs to reflect the variation induced by
humans, for example through land management, pol-
lution and other disturbances. The extent and the
ways in which humans influence the environment dif-
fer greatly, as do their impacts on ecosystems (Reid
et al., 2005). Redman et al. (2004) give a list of
socio-economic patterns and processes that influence
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ecosystems. Economic power and human population
pressure form the basis of the majority of environ-
mental pressures (Ehrlich & Holdren, 1971; Dietz &
Rosa, 1994) whereas several stratifications of the
European biogeophysical environment have been pro-
vided (Metzger, Bunce, Jongman, Mücher, & Watkins,
2005; Metzger, Leemans, & Schröter, 2005), LTER-
Europe required a complementary stratification of
socio-ecological regions of the continent in order to
support the construction of its network of LTSER plat-
forms. The ALTER-Net project elaborated the LTER
Socio-ecological regions (LTER-SER) of Europe with
a 1 km2 resolution, delineating 48 European socio-
ecological strata (Metzger & Mirtl, 2008). The data
set is based on the Environmental Stratification of
Europe (EnS) (Metzger, Bunce, et al., 2005; Jongman
et al., 2006), a biogeophysical stratification devel-
oped using multi-variate clustering of largely climatic
variables.

The EnS was combined with a newly developed
socio-economic stratification based on an economic

density indicator in order to overcome both the lim-
itations in data availability at the 1 km2 resolution
across Europe and in distortions caused by using
administrative regions (termed Nomenclature d′Unités
Territoriales Statistiques (NUTS) regions). The eco-
nomic density indicator, defined as the income gener-
ated per square kilometre (C km–1), can be mapped
at a 1-km2 spatial resolution. Economic density forms
an integrative indicator that is based on the two key
drivers that were identified above: economic power
and human population pressure (Metzger, Bunce, van
Eupen, & Mirtl, 2009). The indicator, which has been
used to rank countries by their level of development
(Gallup, Scach, & Mellinger, 1999; Sachs, Mellinger,
& Gallup, 2001) can be considered a crude measure
for impacts on the environment caused by economic
activity (Radetzki, 2001).

As LTSER platforms are still scarce, each national
decision on a new platform can close major gaps in
the network (Fig. 6.6). In order to promote decisions
in favour of an optimised division of tasks within the

Fig. 6.6 The detailed pattern of 48 LTER Socio-Ecological Regions of Europe with 23 LTSER platforms, including five preliminary
platforms (Metzger et al., 2009; ALTER-Net; with permission)
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Fig. 6.7 Representativity analysis of Europe LTER facilities
with European environmental zones (EnS) on the x-axis, from
Atlantic north (left) to Mediterranean south (right); dark/red =
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European Research Area, a representativeness analysis
was conducted disclosing environmental and socio-
ecological zones over-, under- and proportionally rep-
resented by LTER facilities (Fig. 6.7).

The analysis shows two strong biases in the present
LTER effort. Firstly, urban and disturbed regions,
where humans interact most directly with nature, are
consistently underrepresented, illustrating a bias for
traditional ecological research away from human activ-
ity. Secondly, the Mediterranean, for which some of
the most extreme global change impacts are pro-
jected, is receiving comparatively little attention. Both
findings can help guide future investment in the
European LTER network – and especially its LTSER
component - to provide a more balanced coverage.

6.4.4 Implementing LTSER Platforms

The process outlined below has been developed and
tested at a small number of LTSER platforms which
were proposed by the FP 6 NoE ALTER-Net in
2006, especially the Austrian LTSER Eisenwurzen,

the Finnish LTSER platforms, LTSER Donana in
Spain and LTSER Braila Island in Romania. LTSER
Eisenwurzen, where the implementation started in
2004, served as exemplar and basis for the training of
LTSER platform managers.

According to the rules and governance of LTER-
Europe the national LTER networks are responsible
for choosing their LTER sites and LTSER platforms
in the respective countries. LTER-Europe provides
a framework to assist in national network building
and decision making. Under the auspices of ALTER-
Net a set of criteria for LTER networks, LTER sites
and LTSER platforms have been developed since
2005 and was formally adopted in 2008 (Technical
report on LTER-Europe Criteria: http://www.lter-
europe.net/Structure/key-documents).

LTSER platforms contain clusters of LTER facil-
ities located in the defined LTSER platform regions.
The development of LTER-Europe was, on the request
of the European Commission, to be based on exist-
ing infrastructure wherever possible. The first step
in deciding potential areas for LTSER thus capi-
talises on inventories of existing infrastructure on the
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national level such as LTER sites, well-equipped sites
of ecosystem monitoring schemes, protected areas,
National Parks, Biosphere Reserves etc. Once, existing
hot spots have been identified further decisions ought
to consider (i) the LTER-Europe criteria for LTSER
platforms (comprising aspects of infrastructure, data
and data availability, access to key actor groups and
streamlined activities), (ii) the scientific interests and
strengths of the national research communities and
(iii) the importance of the environmental zone the area
represents (economy, ecosystem services). From the
European perspective national networks are expected
to help improve the coverage of the network as well
as possible. All environmental zones (EnS) and socio-
ecological regions (LTER-SER, see above) should
be represented by LTER sites and LTSER platforms
and the LTER facilities would ideally be evenly dis-
tributed over these zones. As mentioned, LTSER plat-
forms are still scarce. Therefore, each national deci-
sion on a new platform can close major gaps in the
network. The coverage of European LTER facilities
across 48 socio-ecological strata was tested. LTER-
Europe also provides country-specific analyses and
maps to promote decisions in favour of an opti-
mised division of tasks within the European Research
Area.

Following the decision on the location of a new
LTSER platform a range of analyses are done as a basis
for further steps, aiming at the identification of

– dominant habitat and land use types to be dealt with
by research facilities in the LTSER region,

– levels of decision making, administration and man-
agement affecting the region (provincial govern-
ments),

– actor groups to be considered in the LTSER plat-
form consortium,

– existing data and other information on the region
(environment, economy, administration, demogra-
phy etc.),

– existing communication structures within the
region, especially with respect to regional develop-
ment and knowledge dissemination,

– prevailing human-caused pressures on ecosystems
and conflicts on the use of natural resources,

– prevalent ecosystem services and their link with
regional economy,

– environmental, economic and demographic gradi-
ents within the region.

In many of the LTSER platforms, consortia of
those who control the major regional monitoring and
research infrastructure form the core group promoting
and implementing LTSER platforms. As their mission
usually stretches over decades they offer ideal settings
for hosting the LTSER platform management. Ideally
the platform management is funded by the main bene-
ficiaries of its services, namely the generation of better
knowledge for local decision making and manage-
ment (territorial authorities) and a unique framework
for socio-ecological science (research funding agen-
cies). Through promotion campaigns, workshops and
bilateral information the LTSER concept and plans for
its implementation in a new area are advertised in all
relevant communities in order to build the LTSER plat-
form consortium committed to by a Memorandum of
Understanding (MoU), which should address the sci-
entific and practical goals, governance structure and
data policy of the platform. According to the respec-
tive MoU the LTSER platform management sets up
services listed in the section above on LTSER platform
design.

An alternative approach to the management of the
research of a LTSER platform is to start from the
bottom in a project-oriented way. Here various insti-
tutions develop the strategy for the research and plan
the research activities jointly and – if possible – build
the monitoring necessary for the research raised in the
strategy. This approach is beneficial especially in the
context of LTSER where innovations in carrying out
research are required. The risk involved in the top-
down approach is that the old traditions around ecolog-
ical research will dominate the framing of the research
which does not open space and build motivation for
other disciplines to enter the LTSER research arena.

A crucial step in building LTSER platforms con-
sists of the spatial delineation of the LTSER region. As
empirical socio-ecological research capitalises on data
and information from different realms these data need
to refer to the same spatial units. In most cases the best
available economic and census data are provided with
a resolution on the level of municipalities. Municipal
boundaries are self-evident borderlines for LTSER
platform regions. Problems arise when ecological and
social borders do not match. Preferably, the platforms
provide a buffer zone to exclude this problem.

The LTSER platforms established so far vary
considerably in composition, size and targets.
Whereas some follow an integrated regional approach
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considering the entire policy cycle from user-oriented
knowledge generation to management and political
measures, others still are rather clusters of site-
based research concentrated in a specific area. But
there is clear evidence of a trend towards integrated
approaches. As pointed out earlier, only structured
access to key groups in the regions allows for the iden-
tification of research demands as regionally perceived
and the dissemination and putting into practice of
research findings.

6.5 Network of National LTER Networks

LTER-Europe consists of 18 national LTER net-
works in Austria, Czech Republic, Finland, France,
Germany, Hungary, Israel, Italy, Latvia, Lithuania,
Poland, Portugal, Rumania, Slovenia, Slovakia, Spain,
Switzerland and the United Kingdom. In about eight
more countries LTER networks are under develop-
ment, ranging from the establishment of key contacts
or stakeholders for a national LTER process to cur-
rent final steps toward formal recognition. The current
coverage of LTER-Europe is given in Fig. 6.8.

Each adopted national network has been estab-
lished according to the national peculiarities regarding
organisation and funding of research projects, insti-
tutions and infrastructure. Nonetheless LTER-Europe
achieved comparable overviews of the respective
national organisation in the form of “National LTER
Mind Maps”, mapping key network elements (stake-
holders, institutions, LTSER platforms, LTER sites)
and their relations (www.lter-europe.net). The mind
maps contain references to the contact persons of each

element. LTSER platforms and LTER sites are also
linked with the LTER-Europe InfoBase. Key data on
national LTER networks are annually reported through
a LTER National Standard Report. The contents of
these reports are mirrored in WEB pages interlinking
the LTER-Europe WEB site with national LTER WEB
sites, providing a comparable overview.

LTER-Europe and the national LTER processes
have been key to issues of ecosystem research
and related infrastructural requirements in almost all
European countries. Since forest dieback research lost
importance in the mid-1990s and environmental mon-
itoring faced extensive economies hand-in-hand with
declining public concern about environmental issues
the strategic effort of the European institutions was
to reorganise and integrate the distributed and frag-
mented LTER support avoiding an irrevocable loss of
infrastructure, expertise and data.

6.6 Governance of LTER-Europe

A major goal of ALTER-Net was to create a perma-
nent LTER network in Europe. This was achieved
by establishing LTER-Europe as a regional group
of the global LTER and adopting a governance
structure in the LTER-Europe bylaws (http://www.lter-
europe.net/Structure/key-documents). Each formal
national LTER network is represented in the LTER-
Europe Co-ordinating Committee (CC) as the central
decision-making body. To actively include countries
with LTER networks under development the National
Networks Representatives Conference (NNRC) was
set up as a platform for all countries with LTER.
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Fig. 6.8 Hierarchical
organisation of LTER through
national LTER networks. Not
all national networks feature
both LTER sites and LTSER
platforms (graph: M. Mirtl:
http://www.lter-
europe.net/Structure/key-
documents)
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The continuity of LTER-Europe strongly depends on
the group of experts co-ordinating LTER sites and
managing LTSER platforms across the continent.
This community is organised as the Scientific Site
Coordinators Conference (SSCC). Annual LTER-
Europe conferences are held to bring all bodies
together. To secure key services and cover major
scientific and technical aspects of the network, LTER-
Europe Expert Panels (EP) were set up, comprising
science strategy, communication, standardisation and
harmonisation, technology, information management,
LTSER and IDR as well as site management.

6.7 Network of Scientists
and Disciplines

The modified scope of LTER implied changes in
the composition of the involved scientific communi-
ties. In the initial phase of LTER-Europe only natural
scientists carried the process. Because of the early
agreement on improving information management and

efforts to structure and collect metadata on LTER facil-
ities and data IT experts joined the community. Despite
a broad consensus on the necessity of a strong LTSER
component in LTER-Europe it took several years until
the disciplinary background of LTER experts started
to reflect this fact. Figure 6.9 gives the share of dis-
ciplines of participants of major LTER conferences in
2007 and 2008.

6.8 A Network of Data and Metadata

The overarching goal “LTER” of the FP 6 NoE
ALTER-Net has given information management high
priority. The functionalities required to support the
integrated and interdisciplinary approach outlined
above were conceptualised and key elements were
implemented (Fig. 6.10), comprising (i) a pilot ver-
sion of an object-relational information system holding
semantically structured data (MORIS), (ii) a core
ontology for ecological and socio-ecological observa-
tions (SERONTO) and (iii) a metadata collection and
entry system (LTER InfoBase).

Ontologies

Semantic
data integration

System architecture

Concept for the technical
structure for data 
integration

LTER InfoBase

Collection of meta 
information about the 

network (sites, platforms...)

Fig. 6.10 Main pillars of
LTER-Europe’s information
management (modified
original of J. Peterseil, with
permission: http://www.lter-
europe.net/info_manage)
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A major challenge for a network like LTER-Europe
consists of the distributed nature of its infrastructure
and data. Because of this heterogeneity and opera-
tional aspects it was decided to integrate data and
databases through an ontology covering any kind of
object investigated by LTER and all measured prop-
erties of these objects (parameters) across domains.
Ontology formally represents a set of concepts within a
domain and the relationships between those concepts.
According to Gruber (1995) ontology is a formal spec-
ification of a shared conceptualisation of a domain of
interest. Shared means a common understanding of the
knowledge to be formalised as a basis for the domain
experts, to which own specific views can be mapped.
This opinion is supported also by Davenport (1997):
“People can‘t share knowledge if they don‘t speak a
common language”. As LTER covers a wide range
of domains core ontology was needed, determining in
principle how observations are described. ALTER-Net
set up a discussion and decision-making process to
achieve agreement on the Socio-Ecological Research
and Observation oNTOlogy (SERONTO; van der Werf
et al., 2008). The mid-term goal of LTER-Europe is to
achieve a seamless drill-down to primary data through
metadata. As a first step a hierarchically structured
metadata system was established to describe the dis-
tributed network of LTER sites and LTSER platforms
(LTER Infobase based on eMORIS; http://www.lter-
europe.net/sites-platforms). Information ranges from
basic descriptors to comprehensive lists of measured
parameters across domains, infrastructural and admin-
istrational data. The key purpose of the LTER Infobase
is achieving an overview of ecosystem research facili-
ties in the continent and enabling the search for LTER
sites or LTSER platforms according to given criteria,
for example grassland sites within a certain elevation
range where temperature and nitrogen deposition have
been measured.

6.9 Part of a Network of Networks

LTER-Europe was developed into an intricate land-
scape of European research networks and multi-site
research projects (e.g. FP 6 IP ALARM, FP
6 IP SENSOR), national environmental monitor-
ing schemes such as the UNECE International
Co-operative Programmes and nature conservation
measures like the UNESCO Biosphere Reserves
(EuroMAB) and Natura2000. Even long-term research
projects setting up networks of sites like the Field Site

Network (FSN) of the IP ALARM cannot secure the
maintenance of these networks beyond their runtime in
the range of 3–5 years. On the other hand networks set
up primarily for ecosystem monitoring purposes would
benefit from a complementary research component
which they cannot provide themselves (e.g. UNECE
ICP Integrated Monitoring). Most of the site infrastruc-
ture both of European and country networks is funded
on the national level. Nevertheless examples of efforts
to systematically integrate different in-situ networks
are scarce. Because of the necessity to build on exist-
ing infrastructure the process of establishing national
LTER networks has initiated such network integra-
tion in many of the LTER-Europe member countries
(e.g. Finland, Italy, Austria, Germany), where LTER
sites and LTSER platforms tend to serve two or more
purposes in other research, monitoring or nature con-
servation schemes (e.g. LTSER platforms containing
National Parks, Biosphere Reserves, Nature2000 sites,
sites of UNECE ICP Forests, UNECE EMEP stations
etc.).

On the European level other sectors like the
marine research communities, taxonomic collections
and experimental ecology have launched networks
and projects (MARBEF, EDIT, ANAEE). Each, again,
with topical or infrastructural overlaps and a wide
range of potential synergies from the point of view
of a visionary restructuring of the European research
area in the field of life sciences. As part of the
effort to formalise this process across individual ini-
tiatives, the LifeWatch preparatory project (LifeWatch,
2007) was accepted in the ESFRI roadmap (ESFRI,
2006). Currently LifeWatch foresees the integra-
tion of in-situ networks on the European level with
LTER-Europe as the terrestrial and aquatic com-
ponent (Fig. 6.11). Information management, legal
and financial aspects shall be covered as cen-
tralised services of LifeWatch across the topical
networks.

6.10 Key Potential and Strengths
of LTER

Nowak, Bowen and Cabot (2006) gave excellence evi-
dence of the unique strength of LTER and LTSER.
They found that land use and management had sig-
nificantly changed in big parts of the Lake Mendota
watershed, without prompting a decrease in phospho-
rous loads to the lake – with a resulting stagnation
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Fig. 6.11 LTER-Europe as the terrestrial and aquatic in-situ
component of LifeWatch (from LifeWatch co-ordinator W. Los,
with permission)

or even further decline of biodiversity. So, an inter-
disciplinary team of sociologists, agronomists and
ecologists started searching for the reason for the
detected phenomenon, applying the concept of dis-
proportionality on the case. It is based on the fact
that fundamental biological and social processes are
characterised by positively skewed normal or even
log-normal probability distributions. If, for example,
the distribution between appropriate and inappropriate
conservation behaviour of people in a specific water-
shed unfavourably overlap with the distribution of
resilient and vulnerable parts of this watershed, easily
overlooked malpractice may cause severe environmen-
tal impact. In the studied case dumping of manure
by a few big farms in the Lake Mendota watershed
had created hot spots of phosphorous in the landscape.
These consequences of inappropriate social behaviour
were frequently located close to farms or settlements
and were thus unproportionally prone to erosion events
(wind, storms). “Fast variables” such as (1) construc-
tion processes and (2) changes of vegetation cover
influence such sensitivity, increasing or creating vul-
nerable environmental conditions. The consequence of
a cross-wise overlap of two uneven probability distri-
butions had disproportional influence on the overall
system, because they accounted for a significant part
of the overall P-load to the lake. As the P-Pools in the
landscape are a so-called “slow variable” it will last
decades before P-discharge into Lake Mendota will
significantly decline in order to allow biodiversity to
recover.

The lake Mendota study underpins key strengths
and added values of LTER as a unique frame work for
investigating the interaction of

– fast variables vs. slow variables (the long-term),
– processes at different spatial and timescales,
– processes in different realms (nature – society).

Alongside such examples the recommendations from
the Millennium Ecosystem Assessment can be seen as
a general framework towards policy-relevant ecosys-
tem and biodiversity research. Carpenter et al. (2006)
ask for tools capable of evaluating the success of
human interventions in ecosystems, as well as the
used indicators for monitoring biological, physical and
social changes.

Within such a framework and the strong focus on
in-situ research and monitoring, LTER and especially
LTSER support or offer:

– Evaluation and mechanic insight into main drivers
of ecosystem change, for example do the main
drivers of biodiversity according to the Millennium
Assessment (climate, N-input, land use change),
have the expected effects in concrete regions and at
concrete sites across Europe?

– Development and evaluation of indicators of the
social and natural system across spatial and
timescales.

– Research, monitoring and indicator development
towards the assessment of the state and trend of
Ecosystem Services.

– Possibility to validate the applicability of socio-
economic concepts and system-theories in concrete
human–natural systems.

– Evaluation of applicability of socio-economic meth-
ods to characterise systems, for example Socio-
Economic Metabolism concept (Fischer-Kowalski
& Haberl, 1997, 2007) and Human Appropriation of
Net Primary Production (Haberl et al., 2002, 2004).

– Evaluating and monitoring interventions in socio-
ecological systems (e.g. conservation measures).

– Recommendation of measures for halting biodiver-
sity loss (e.g. Lake Mendota example).

– Application, validation and further development of
Integrated Assessments (IA) on the regional scale.

Very importantly, LTER also represents an enormous
potential for serendipitous science. Serendipity is the
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effect by which one accidentally discovers some-
thing fortunate, especially while looking for something
else entirely (http://en.wikipedia.org/wiki/Serendipity)
Firstly, sagacity is required to be able to link together
apparently innocuous facts to come to a valuable con-
clusion. But – evenly important – one needs access
to the facts to apply sagacity. Translated into envi-
ronmental science and LTER, processes, cause–effect
relationships and mechanisms eventually driving our
socio-ecological systems and significantly affecting
ecosystem services can only be identified on the basis
of well documented long-term data and information.
Creating such databases for a representative network
of locations and securing the sustainable use of costly
gathered legacy information belongs to the core of
LTER-Europe’s mission. Thus, while some scientists
and inventors are reluctant about reporting acciden-
tal discoveries, others openly admit its role; in fact
serendipity is a major component of scientific discov-
eries and inventions. According to Stoskopf (2005)
it should be recognised that serendipitous discover-
ies are of significant value in the advancement of
science and often present the foundation for impor-
tant intellectual leaps of understanding. Bearing the
importance of LTER’s precautionary principle the 20
years review of US-LTER underpinned the importance
of serendipitous science exploiting unexpected events
as opposed to synthesis science looking forward and
being hypothesis and theory driven.

Regarding biodiversity indicators LTER can deal
with two main questions: (i) what are reliable indi-
cators for biodiversity (what do they stand for in
the context of the entire system) and (ii) biodiver-
sity itself as an indicator for specific drivers (biotic,
abiotic and anthropogenic), including the question of
susceptibility and specificy, more specifically:

– Testing of biodiversity monitoring schemes and
methods aiming at an integrated assessment across
levels of biodiversity (e.g. in the frame of the FP 7
project EBONE, http://www.ebone.wur.nl);

– Comparison of identical indicators applied at differ-
ent scales (e.g. bird inventories);

– Response time of indicators (e.g. eutrophication
effects on ground-layer vegetation in forests);

– How do different indicators react to drivers rela-
tive to each other in time and space? How does
the reliability, susceptibility and specific reaction
(to drivers) vary across biogeographical regions?

Because of the limited usability of averaged or aggre-
gated measures of processes and properties (social and
environmental) to explain trends at lower scales the in-
situ generation and provision of high-quality data at
different spatial and timescales is indispensable. LTER
facilitates synergies between long-term environmen-
tal monitoring providing reliable trend information
and short-term measuring campaigns and experimen-
tation data, which in return help with optimising and
adapting monitoring designs. In many cases only inter-
disciplinary research (IDR) allows for the detection of
complex phenomena.

The communication structure and governance
established by LTER-Europe enables the efficient plan-
ning and execution of cross-site experiments and
comparisons. Projects capitalising on LTER sites and
LTSER platforms benefit from earlier investments in
infrastructure and data by far exceeding the respective
project budget, moreover each project adds to the value
of LTER facilities, contribution data, knowledge and
expertise. Thus, comparably low investments into the
networking and central services of LTER have a signif-
icant financial leverage in the sense of a well-structured
European Research Area.

6.11 Outlook

The NoE ALTER-Net ended in March 2009. It has
fostered the LTER process at multiple levels from insti-
tutional commitments to the broad recognition of a
distributed research infrastructure by European stake-
holders and related networks. LTER-Europe forms the
biggest regional group in the global LTER network
and has set up permanent governance structures. Major
strategic challenges ahead are the establishment of sta-
ble infrastructure funding mechanisms (nationally and
on the European scale e.g. through ESFRI/LifeWatch)
and the development of complementary research frame
programs for LTER and LTSER projects. Data and
metadata of LTER infrastructure have to be regularly
updated to enable efficient selections of facilities that
could be used by any kind of projects requiring an in-
situ component. LTSER platforms provide a perfect
basis for Integrated Assessments (IA) as well as the
testing and further development of IA methods. The
need for quality-assured long-term data series requires
the integration of LTER with long-term environmental
monitoring (LTEM), both in-situ and conceptually.
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Chapter 7

The Role of Ecosystem Modelling for Long-Term Ecological
Research

Albrecht Gnauck, Sven E. Jørgensen, and Bernhard Luther

Abstract Analysis, control, and management of
ecosystems are complex tasks which have to cover
broad ranges of operating environmental states and
decision making. Current approaches to ecosystems
modelling and simulation are mostly based on infor-
mation theory, thermodynamics, topology, or balances
of biological and chemical components. Ecosystems
are considered from the point of view of information
theory as complex dynamic communication networks
with living and non-living components and their inter-
relationships. State space approaches are used for
ecosystem management. But these models give no
answer to structural ecosystem changes. The relational
ecology approach covers more the structural prob-
lems of ecosystem modelling. The relationships are
given qualitatively but cannot be quantified easily. The
network approach seems to be the most appropriate
approach to include behavioural and structural changes
of ecosystems in models.

Keywords Ecosystem theory · Ecosystem modelling ·
State space · Ecological network

7.1 Introduction

Ecosystems are dynamic, nonlinear, and non-
stationary thermodynamically open large-scale
systems. They are characterised by following features:

A. Gnauck (�)
Department of Ecosystems and Environmental Informatics,
Brandenburg University of Technology,
Konrad-Wachsmann-Allee 1, D-03046 Cottbus, Germany
e-mail: albrecht.gnauck@tu-cottbus.de

1. Complexity: The number of ecosystem elements
and the amount of relationships among the
elements of an ecosystem as well as between
the ecosystem and its environment are tending to
large.

2. Integrity: The ecosystem possesses properties
which emerge only as a result of interrelationships
between ecosystem elements.

3. Multidimensional stability: Nonlinear and non-
stationary systems may have several stable
regions. Their number depends on bifurcation
points of the system.

4. Controllability: The ecosystem is capable of
changing from one state to another within a finite
period of time. The state is called controllable if it
can be influenced in a target-oriented way by man.

5. Observability: Previous states of ecosystem can be
concluded from the present.

6. Buffer and storage capacity: A transition from
one state to another in response to interference
does not occur explosively but is characterised by
developments of processes.

7. Information processing and storage: Ecosystems
are capable of converting received information
according to its mode of action and to interconnect
it with other stored information to produce new
information. Information is represented by single
data or by time series.

8. Qualitative differences between ecosystem ele-
ments: Elements of ecosystems can be living
(e.g. single individuals, species, or groups of
species) or non-living (e.g. pools of chemical
substances, energy resources, natural internal driv-
ing forces). The elements of ecosystems are
coordinated to such an extent that ecosystems
work as indivisible units. A study on ecosystem
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components level will never reveal the ecosystem
properties.

9. Structures in ecosystems are qualified by phys-
ical conditions (e.g. space divisions, light, and
energy conditions), by chemical conditions (e.g.
quantities and distributions of organic and inor-
ganic substances), by biological conditions (e.g.
trophic levels, species distributions, biodiversity),
and by time structures (e.g. biological succession,
ecosystems evolution).

10. Functions in ecosystems are related to circula-
tions of matter as well as degradations of energy,
are related to interrelations between ecosystem
elements as well as between the ecosystem and
its environment. Special ecological functions (e.g.
competition, predator–prey relations, synchroni-
sation, and symbiosis) exist between associated
populations at and among various trophic levels.

Generally, an ecosystem is a biotic and functional
system or unit, which is able to sustain life and
includes all biological and non-biological variables in
that unit. Spatial and temporal scales are not speci-
fied a priori, but are entirely based upon the objectives
of the ecosystem study. To model the manifold of
ecosystems and ecological processes different scien-
tific disciplines are related to this subject: Hydrology,
hydrochemistry, hydrobiology, systems ecology, geog-
raphy, physics, especially thermodynamics, and math-
ematics, especially statistics, systems theory, con-
trol theory, economics, information theory, and oper-
ations research. Ecosystem simulation models are
well-known informatic tools to manage environmental
knowledge (Bossel, 1992) and to use them for ecosys-
tem modelling and management (Jørgensen & Müller,
2000; Barnsley, 2007). Approaches to ecosystems
modelling are theoretically based on thermodynamics
(Jørgensen, 1981; Anderson, 2005), on systems the-
ory (Odum, 1983), on information theory (Ulanowicz,
1986), on topology (Casti & Karlquist, 1986), or on
economics (Costanza, 1991; Costanza, Cumberland,
Daly, Goodland, & Norgaard, 1998). Practically, the
approaches are focused on different types of study. On
the one hand, empirical studies collect bits of infor-
mation (Straškraba & Gnauck, 1985). Then, attempts
are made to integrate and assemble the studies into a
complete picture of an ecosystem. Comparative stud-
ies are presented to compare some structural and
functional elements for a range of ecosystem types.

Experimental studies are carried out where manip-
ulations of an ecosystem are used to identify and
elucidate ecological mechanisms. On the other hand,
modelling and computer simulation studies are worked
out to derive ecosystem management plans and eco-
technological tools for goal-oriented man-made con-
trol actions. Information systems and decision support
systems studies support industrial, agricultural, and
administrative ecological decisions as well as medium-
and long-term development plans for ecosystem
management.

7.2 Ecosystems as Stochastic Transfer
Systems

Ecosystems can be seen as stochastic transfer systems
(Pahl-Wostl, 1995). They are characterised by measur-
able inputs, immeasurable (stochastic) disturbances,
as well as by measurement errors (Jørgensen, 1994).
The inputs x(t) are transformed into outputs y(t) by an
operator which describes the transient behaviour of
ecological processes y(t) = F · x(t) (Fig. 7.1). During
transition processes all inputs will be smoothed. There
exists some redundancy between inputs and outputs.

Nonlinear dynamic processes within ecosystems are
initiated by switching processes of input and state vari-
ables with different transfer time constants. They are
overlaid and produce ecosystem responses (or output
signals). But it is not possible to determine which
part of ecosystems response and intensity is caused
by the different ecological components and/or matter
transfer processes. In Fig. 7.2 an example is given for
a freshwater ecosystem with a certain algal species
composition. After 5 days the external perturbation
(BOD) has been diminished in form of a negative jump
nearly to zero. The resulting amplitudes of pH and DO
as well as Do net production are much smaller than
before. Ecosystem responses return to former values
after increase of BOD load but with different transfer
times.

x(t) y(t) 

Fig. 7.1 Schematic representation of a transfer system
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Fig. 7.2 Switching processes within an ecosystem influencing ecosystems responses

Linear and nonlinear transfer functions are repre-
sented by

1. Pulse function x(t) = 0 for t < 0 and t > T , x(t) =
x0 for 0 = t = T ,

2. Jump function x(t) = x0σ (t) with σ (t) = 0 for t <
0 and σ (t) = 1 for t = 0,

3. Harmonic function x(t) = x0 + cos(ωt + ϕ) for
− ∞ < t < +∞ or x(t) = x0ej(ωt + ϕ) =
x+

0 ejω t with x+
0 = x0ejϕ

4. White noise function.

Classical transfer functions known from control theory
are given by

1. Exponential function x(t) = x0e−t/T for 0 = t <
+∞ or x(t) = x+

0 ejωteδt for 0 = t < +∞ and δ 	=
0,

2. Periodic function x(t) = a0/2 +�iai cos(iω0t) +
�i bi sin(iω0t) or x(t) = �iciej(jω0t),

3. Dirac impulse (delta distribution) x(t) = 0 for t <
0 and t > T , x(t) = δ(t) with δ(t) = 0 for t 	=0 and
∫ δ(t)dt = 1,

4. Ramp function x(t) = 0 for t < 0 and x(t) = at for
t = 0

5. Time discrete signal function x∼(t) = ∑
k x(kT)

δ(t − kT) with k = 0, 1, 2, . . . and T = 1/(2fmax)
where fmax is the maximum frequency contained in
a signal.

7.3 Approaches to Ecosystem
Modelling

Modelling of ecosystems is a complicated and complex
task. Current modelling approaches are characterised
by dynamic modelling and simulation procedures
(Jørgensen, 1992), by methods of artificial intelli-
gence (Chen, 2004) like neural networks (Recknagel,
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2003) or knowledge based systems (Nielsen, 2000),
by using genetic algorithms (Haefner, 1996), or by
other approaches (Gaylord & Nishidate, 1996; Shields,
1997). All these approaches result in dynamic ecosys-
tem models which are used to describe the time-
varying behaviour of ecosystem outputs, to simulate
the influence of changing environmental conditions on
ecological processes, to produce forecasts of ecosys-
tem developments, and to form an objectified base
for ecosystem management and environmental deci-
sion making. Classifications of ecological models are
often represented by state space characteristics (dis-
crete or continuous), by the type of models used
(linear or nonlinear), by the type of time behaviour
of models (stationary or instationary), or by the type
of parameters (lumped or distributed). Nonlinear feed-
backs within an ecosystem cause changes of charac-
teristics of signals and systems states during signal
transfer processes by modulation of amplitudes, fre-
quencies and phases, and/or by quantification (dis-
cretisation of time domain of amplitudes or sampling
frequencies of signals) (Jørgensen, 1986). Another
classification is given by the type of systems adapt-
ability and stability (Straškraba & Gnauck, 1985).
Looking on ecosystems as controllable transfer sys-
tems (Gnauck & Straškraba, 1980) notions of automata
theory are of interest. Cellular automata procedures
led to numerous models for environmental planning
(Batty, Xie, & Sun, 1999; Bandini & Worsch, 2001),
for urban planning (Liu & Phinn, 2003), for ecosys-
tem description (Gronewold & Sonnenschein, 1998;
Sonnenschein & Vogel, 2001), and for environmen-
tal management (White & Engelen, 1993; Thinh,
2003).

Mathematical approaches to ecosystem modelling
may be distinguished by the type of mathematical
generalisation (Gnauck, 2000). Set theory is well elab-
orated and widespread used. An ecosystem ES is
defined by some weakly structured sets A, B, C, . . .,
and by some functions f, g, h, . . . where A, B, C, . . .
are sets of signals, sets of biotic components, sets of
states , sets of matter, energy and information stor-
ages, or others. The couplings between the elements
of these sets are represented by linear or nonlinear
functions. The system behaviour is described by map-
ping these sets (or their cross-products) into a set ES =

(A, B, C, . . . , f, g, h, . . .) . Another type of generalisa-
tion is given by mathematical algebra. An environmen-
tal system ES is represented by some general algebras
A, B, C, . . . and by morphisms φ, γ ,ψ , . . . which
carry some algebras to other algebras without changes
in their structural properties. The description is given
by ES = {A, B, C, . . . , φ, γ ,ψ , . . .} . This approach
takes into account that the defining sets of an envi-
ronmental system are structured by couplings of the
elements between different system compartments. The
third type of generalisation deals with mathematical
theory of categories (Gnauck & Straškraba, 1980). An
ecosystem ES is defined as a category C with sets
as objects. Morphisms of C are functions with struc-
ture keeping behaviour. The description is given by
C = 〈S1, S2, . . . , mor(S1,S2), mor(S1,S3), . . .〉 , where
Si are subsystems with some common properties and
mor(Si, Sj), . . . are sets of morphisms. Subsystems of
C are also categories which are imbedded in C. The
interrelations between categories are realised by func-
tors 
. This type of generalisation forms a base for a
linguistic (semiotic) analysis of environmental states.
Interpreting ecosystems as discrete stochastic systems
Markov chains and stochastic matrices will be help-
ful modelling tools. The transfers between states are
characterised by jumps where T = {

Tij
}

is a stochas-
tic transfer matrix with Tij = Prob

(
ui, t2|uj, t1

)
, t2 ≥

t1, Tij ≥ 0 and �Tij = 1. Ecosystem states and trans-
fer processes may be expressed by oriented graphs.
Classical population models and modern workflow
models are based on this approach.

Modelling the structure and functioning of ecosys-
tems is characterised by representations and interpre-
tations of relationships combining states and transfers.
All modelling approaches have common roots but
their applicability is quite different. The state space
approach allows dynamic simulations of ecosystem
changes due to changing input and environmental
parameters. The relational ecology approach covers
simulations as well as proofs of dynamic characteris-
tics of ecosystems. The network approach results in
simulations by modern workflow analysis. It allows
interpretations of ecosystems as switching networks
where binary relations play an important role. Modern
signal analysis methods and their use for ecosystem
management are included.
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7.3.1 State Space Approach

Applying methods of systems theory to solve environ-
mental problems two main tasks arise: Quantification
of ecological processes and generalisation of simu-
lation results to obtain a framework for ecosystem
management. Bossel (1992) distinguished three basic
types of systems which are important for ecosystem
modelling and simulation: The general input–output
system, the general state system, and the abstract
automaton. Another classification given by five classes
of dynamic systems can be defined (Table 7.1).

The application of models in ecology is almost
obligatory for understanding the interrelationships
between the structure and the functioning of complex
systems as aquatic ecosystems. Mathematical models
are useful instruments in the survey of complex sys-
tems. It is not possible to survey the many components
and their reactions in an ecological system without the
use of a mathematical model as synthesis tool.

In practice, modelling is started with a conceptual
model of the system of interest (Thomann & Mueller,
1987). State variables are symbolised by boxes, while
interrelationships are expressed by arrows. In gen-
eral, the conceptual model may be interpreted as a
directed graph showing these essential relationships.
Figure 7.3 shows a model concept to simulate eutroph-
ication processes in shallow water bodies. Model state
variables are given by ecological state variables phy-
toplankton, zooplankton, orthophosphate phosphorus,
ammonia nitrogen, nitrite nitrogen, and nitrate nitrogen
as well as phosphorus remobilisation from sediment,
dissolved oxygen, and biochemical oxygen demand.
Qin and Qout denote discharges into and out of a river or
lake segment. External driving forces are photoperiod
(FOTOP), solar radiation (I), and water temperature

Table 7.1 State space classification of models

Type of system State space characteristics

Space–time systems Continuous, discrete
Automata Discrete
Infinite-dimensional systems Continuous, discrete
Linear time-dependent systems Continuous, discrete
Nonlinear differential systems Continuous

(TEMP). To quantify the relationships some differ-
ential equations, site constants, and model-specific
parameters have to be specified.

The relationships are quantified as follows:

Phytoplankton biomass – A (mg CHA/l)

dA/dt = Q/V · (Ain − A) + G − UA · A · f

−FRZ · Z · A · CR − RESP · TEMP · A

P-remobilisation from sediment – Psed (mg P/l)

dPsed/dt = phi · hs · (−Dsp/(1 − log(phi2))

·(P − (Psed/(hs · phi)))/(hs/2)

+�(cpcrit − cpEA)/cpcrit · KFe

·cp · qp)

with � = 1 if cpEA ≤ cpcrit and � = 0 otherwise
Phosphate phosphorus – P (mg P/l)

dPO4/dt = Q/V · (PO4in − PO4) + FRZ · A · Z

·/CR · ((1 − AZP) · KSA/(KSA + A))

+RESP · TEMP · A − G + (1/4)

·dPsed/dt

Ammonia nitrogen – NH4 − N(mg N/l)

dNH4/dt = Q/V · (NH4in − NH4) + B3 · NORGin

−B1 · NH4 − FA1 · FUP · G

Nitrite nitrogen NO2-N (mg N/l)

dNO2/dt = Q/V · (NO2in − NO2) + B1 · NH4

−B2 · NO2

Nitrate nitrogen NO3-N (mg N/l)

dNO3/dt = Q/V · (NO3in − NO3) − (1 − FUP)

·FA1 · G + B2 · NO2



100 A. Gnauck et al.

FOTOP I TEMP 

Qout Qin 

Sediment 

PO4-P 

Zoopl Phytopl 

NH4-N 

NO3-N 

NO2-N 

DO 

BOD 

Psed 

Fig. 7.3 Conceptual model of
an eutrophication simulator

Zooplankton – Z (mg C/l)

dZ/dt = Q/V · (Zin − Z) + FRZ · A · Z · CR

·AZP · C · KSA/(KSA + A)

−MORT · TEMP · Z

Dissolved oxygen – DO (mg/l)

dDO/dt = Q/V · (DOin − DO) + K2 · (DOsat

−DO) + (a3 · G/A − a4 · RESP · TEMP)

·A − K1 · BOD − K4/zmix − a5

·B1 · NH4 − a6 · B2 · NO2 − a7

·MORT .TEMP · Z

Biochemical oxygen demand – BOD (mg/l)

dBOD/dt = Q/V · (BODin − BOD) + K1

·BOD − K3 · BOD

Temperature dependencies of physical water quality
variables are modelled by sinusoidal functions accord-
ing to Straškraba and Gnauck (1985) or Jørgensen
(1986). DO saturation concentration is expressed by a
third-order polynomial (Thomann, 1972). Other func-
tional dependencies will be represented by regression
type functions as well.

Results of this modelling approach are simulation
runs. In Fig. 7.4 an example is presented of nitrate
nitrogen variations at different locations along a chain
of shallow lakes where the code 430 represents the
measured input concentration and the codes Hv0110,
Hv0120, and Hv0190 represent notation.

7.3.2 Relational Ecology Approach

The goal of application of algebraic methods to ecosys-
tem modelling consists of a general mathematical
description of the structural and functional components
of an ecosystem. The interpretation of an ecosystem
(an abstract automaton A) as an algebraic structure S
leads to an algebraic automata description and con-
sequently to general formulations by category theory.



7 The Role of Ecosystem Modelling for Long-Term Ecological Research 101

0 50 100 150 200 250 300 350 400
0

1

2

3

4

5

6

7

N
itr

at
e 

N
itr

og
en

 (
m

g/
l)

Time (d)

430 

Hv0110 

Hv0120 Hv0190 

Fig. 7.4 Simulation runs of
nitrate nitrogen concentration
in shallow lakes

Z

Z GZ

Z A

tA

A

1

1I

1

IZ IA

Imb rb

tA1 tz 1

tA

Fig. 7.5 Commutative diagram of a predator-prey relation

For this reason, it is necessary to use categories with
multiplication. Representations and interpretations of
relations will be proofed by means of commutative
diagrams (see Fig. 7.5).

Between categories and stochastic automata exist
the following relations: M = 〈M, ⊗〉 is a multi-
plicative category. A (Mealy-) automaton on M
is given by a quintuple M = [X, Y , U, F, G] with
X, Y , U ∈ ob M, F, G ∈ mor M with G : U ⊗ X → Y
(output morphism) and F : U ⊗ X → U (state
transition morphism). Ob M characterises the
set of all objects of the category while mor M
denotes a morphism belonging to the category M.
Because of a series of morphisms correspond to
a multiplication of morphisms all these automata
form a M-Aut category. Considering the stochas-
tic relation ∀u ∈ U, ∀x ∈ X and U′ ⊆ U, Y ′ ⊆ Y :
H[u, x](Y ′ × U′) = G[u, x](Y ′) · F[u, x](U′), then the
category M(S) is performed with stochastic models as
morphisms.

Then, an ecosystem system can be represented
by a category C-Mat which results from C-Aut

categories by means of an inclusion functor Inc(C) :
C-Aut → C-Mat. The imbedding of subcategories
into the category C-Mat will be realised by means
of an imbedding functor Imb(C). In C-Mat exists
special morphisms like exchange morphism, diagonal
morphism, terminal morphism, canonical projection
(product) morphism.

On this way it is possible to model an ecosys-
tem, trophic levels, or single elements by subcat-
egories which are imbedded into other categories.
Single elements are called elementary automata; their
morphisms represent elementary switching circuits.
Feedbacks are given by loop morphisms if the sets
of objects may be connectable. Combining switch-
ing operations of elementary automata with internal
and external couplings structural changes of an envi-
ronmental system can described algebraically where
parallel and serial couplings and combinations with
other automata operations are included.

For ecological modelling the following semiotic
expressions can be used, where U denotes a set of eco-
logical states u ∈ {U} belonging to ob C-Mat. l(w)
denotes the length of a word, and N is the set of natural
numbers:

1. Growth of a state u:

grow(u) : U → U, U ∈ ob C – Mat, where

∀u ∈ U, ∀w(u) ∈ W(U) : ∃t ∈ N with

u • w(u) → ∞ and l(w(u)) = t > 0.
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2. Mortality of a state u:

mort(u) : U → U, U ∈ ob C−Mat, where

∀u ∈ U, ∀w(u) ∈ W(U) : ∃t ∈ N with u

•w(u) = 0 and l(w(u)) = t > 0;

3. Lifetime of a state u:

life(u) : life(u) = min(ti, tj), where U ∈ ob

C−Mat and ∀u ∈ U, ∀w(u) ∈ W(U) :

∃ti, tj ∈ N with u

•w(u) > 0 and l(w(u)) = min(ti, tj) > 0

4. Predator–prey relation between objects of C
(Fig. 7.5)

rb = (1z ⊗ tA) : Z ⊗ A → Z with Fz = (1I ⊗ tA) :

IA ⊗ A → Iz, Gz : Iz → Z, A, A∗ ∈ ob Cijk−Mat,

Z ∈ ob Cij−Mat, Imbrb : Cijk−Mat

→ Cij−Mat

5. Mortality of an ecosystem element Ei:

morteEi = actlifeEi ≤ t ∈ N, where ∀u ∈ U,

∀w(u) ∈ W(U) : u • w(u) = 0 and l(w(u))

= t > 0.

Because each mortal state of E has a finite lifetime,
the following is valid:

0 = morte0 Ei ⊆ morte1Ei ⊆ . . . ⊆ mortet

Ei = morte Ei.

6. Actual lifetime of an ecosystem element Ei:

actlife Ei = actlife(E(u)) with U ∈ ob C−Mat

and ∀u ∈ U, ∀w(u) ∈ W(U)

7. Stability of a compartment Ei

stabEi = max(actlife(u − uy)) = n - 1 with n ∈ N,

∀u ∈ U, ∀y ∈ Y , U, Y ∈ ob C−Mat.

8. Process of accumulation in E = [X, Y, U, F]:

accE : U′ ⊗ X → Y ⊗ U ∈ mor C−Mat.

9. Inter-specific concurrency of objects Ai, Nu ∈ ob
C-Mat:

con : A1 ⊗ Nu ⊗ A2 → A1 ⊗ A2 with

U = {A1, A2, Nu} , p = 1A1 ⊗ tNu

⊗ 1A2 is an epimorphism, p1 − 1A1 ⊗ tA2,

p2 = tA1 ⊗ 1A2.

7.3.3 Network Approach

Ecosystems are considered as switching networks
(Higashi & Burns, 1991) or information systems. This
point of view allows not only a generalised mathe-
matical description of ecosystems but also evaluations
of signal transfers, statements on ecosystems stabil-
ity, and detection of bifurcation points. Furthermore,
a reliability analysis can be given based on Boolean
variables of synchronous (natural) and asynchronous
(man-controlled) system behaviour. Hazards of signals
arise by time delays between internal sources and sinks
of information.

Processes and changes of structural components are
characterised by different time parameters like time
delay τ i, threshold values σ j, altering of elements ϑk,
physiological parameters ϕl, and others. Because of
random changes of state variables and of fluctuations
of environmental driving forces switching processes
take place at different time strokes within intervals
(ai(t), bi(t)) with probability densities wi(t) of time
delays of ecosystem variables and probabilities pi(t)
for each realisation of a state transition pi(t) = ∫ wi(t)
where ai(t) and bi(t) are the lower and the upper
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Fig. 7.6 Scheme of an ecosystem switching element
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integration limits. Figure 7.6 shows such a switching
element.

State transitions will be observed after certain time
intervals only. Then, a state transition is charac-
terised by a function �i(t) = {ai(t), bi(t), wi(t), pi(t)}.
For pi(t) = 1 a state transfer takes place absolutely
(positive transfer). If pi(t) < 1 (uncertain transfer), then
there exists a probability qi(t) = 1 – pi(t) that a transfer
does not take place. Input and output of each sys-
tem element is connected with a control element S on
which the control parameter act. For any time events
signal connections take place and cause changes of
ecosystem states and responses to environmental per-
turbations. They can be observed in nature and denoted
as positive (0 → 1) or negative (1 → 0) transfers. For
a simple three-layer aquatic ecosystem a switching net-
work is represented in Fig. 7.7. The trophic layers are
interconnected and characterised by numerous feed-
backs. The systems hierarchy is naturally given by the
food chain. For each element the switch is visualised
by a rhomb.

7.4 Ecosystem Models and Long-Term
Research

Mankind has always used models. They are simpli-
fied pictures of reality or real world. Mathematical
models are helpful informatic tools to solve research
and management problems. Urbanisation and tech-
nological development have increasing environmental
impacts. Energy, chemicals, and other pollutants are
released into ecosystems, where they may cause more
rapid growth of algae or bacteria, damage species,
or alter the entire ecological structure. The qual-
ity of statements on ecosystem development depends
on the flexibility of mathematical simulation models.
Restricted information structures and aggregations of
information lead to model errors.

The systems approach and ecosystems understand-
ing are connected with the amount of data of ecologi-
cal processes and compartments and their availability.
Data sets (or time series) serve as information base
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for parameter estimations and for evaluation of math-
ematical models by verification and validation. Four
cases may be distinguished (Grant, Pedersen, & Marín,
1997):

1. Many data and little understanding: Statistics have
to be used for ecosystems modelling.

2. Many data and good understanding: Natural sci-
ences (physics, mathematics, chemistry, biology)
have to be used for modelling.

3. Few data and little understanding: Systems analysis
methods and simulation procedures have to be used
for ecosystems modelling.

4. Few data and good understanding: Systems analysis
methods and simulation procedures have to be used
for ecosystems modelling.

A model will never contain all the features of the
real world. Then it would be the real system itself. A
model contains the characteristic features, which are
essential in the context of the problem to be solved or
described. Therefore, an ecological model must con-
tain the features which are of interest for ecological
management or theoretical ecology. The reactions of
the system might be not necessarily the sum of all indi-
vidual reactions, but mathematical models can be used
to reveal dynamic system properties. They reveal gaps
in knowledge on ecological systems and can therefore
be used to set up research priorities.

7.5 Conclusions

Continuous or discrete state space modelling is a well-
known and widespread approach used for ecosystem
management. But it expresses only the functioning of
a system on the base of known physical, chemical,
and biological behaviour. The subjective selection of
state variables depends strongly on the basic knowl-
edge on state variables and on the set of available
data. Model parameter values are mostly unknown.
They will be quantified by the assumption of stationary
processes or special conditions. Environmental man-
agement options are derived on the base of a scenario
analysis.

The qualitative relational ecology approach forms a
theoretical base for ecosystems modelling. It combines
structural elements and the systems functioning but
without quantification. This approach is a connecting

link to mathematical linguistics and graph theory. It
describes the genesis of ecological states by chains
of signs and the relations between structural elements.
It is suited for theoretical environmental planning and
decision making.

The network approach combines aspects of system
functioning and structure. In opposite of the relational
ecology approach, the relations will be quantified by
signal transfers and the changes of ecological states
are described by informational processes which occur
in complex systems. The advantage of this approach
is twofold. First, the hierarchic structure of an ecosys-
tem and the couplings of subsystems are represented
by the net itself. Second, in opposite of the state space
approach, the cause–effect relation is replaced by a
condition–event relation which allow the modelling of
informational processes within a system.
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Chapter 8

The Role of Statistics for Long-Term Ecological Research

Albrecht Gnauck, Bai-Lian Larry Li, Jean Duclos Alegue Feugo, and Bernhard Luther

Abstract Sustainable management of natural
resources requires a good understanding of ecosystems
components and their interrelationships. Statistics is
essential for understanding the structure and behaviour
of ecological processes and provides the basis of
predictive modelling. Mostly, physical, chemical,
and biological variables are recorded across time and
space. They serve as indicators, giving information
concerning the state and changes of ecosystems. Most
of monitored ecological indicators are non-stationary
in time structure. The classical static statistical meth-
ods revealed the presence of trends and long memories
in these data sets. On the other hand, modern dynamic
statistical methods indicate the presence of long-term
cycling processes. The Fourier polynomial is a tech-
nique for approximating periodic functions by sums of
cosine and sine periodic functions, shifted and scaled.
Therefore, it may be suitable for approximating
cycling processes with a fixed frequency as portrayed
by some ecological indicators. Wavelet analysis can
be used to investigate the timescale behaviour of
ecological processes. This analysis reveals the long-
term evolution of an ecological indicator at different
resolutions, the dominant scale of variability in the
data set, and its correlation and cross-correlation with
other ecological indicators on a scale by scale basis.

Keywords Statistical ecology · Statistical modeling ·
Descriptive statistics · Time series analysis
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8.1 Introduction

In the past, ecology has been changed from a descrip-
tive to a more quantitative science using statistical
methods. This development was supported by a lot of
famous books where univariate and multivariate sta-
tistical methods were presented (Bliss, 1970; Patil,
Pielou, & Waters, 1971; Pielou, 1977; Eason, Coles, &
Gettinby, 1980, Legendre & Legendre, 1983; Ludwig
& Reynolds, 1988). Due consideration is given to
temporal and spatial changes to the input and state
variables as well as to the ecosystem parameters and
their initial uncertainties. The use of statistical meth-
ods is necessary to understand the basic temporal–
spatial changes of physical, chemical, and biological
components of an ecosystem, their functions with
another, and their interrelationships with the ecosys-
tem environment. From this, the following questions
should be answered: Are there relationships between
ecosystems and their environments? Are there inter-
relationships between different ecological processes
under consideration? Are there dependencies of one
or several ecological variables (or indicators) on one
or several others, and how can they be modelled? Are
there dependencies between groups of ecosystems or
ecological objects? Necessary are those approaches
to solve ecosystem management problems which are
compatible with the stochastic nature of ecosystem
variables or indicators and ecological processes under
consideration. Statistical procedures will be the
adequate mathematical methods as long as the pro-
cesses within an ecosystem and/or the ecosystem
describing differential equations are unknown.

In order to assess the quality of ecosystem services
as well as ecosystem management and environmental
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policies, ecological variables and indicators are
observed or recorded over time and space by short-
term or long-term monitoring programs (Mateu &
Montes, 2001; Haining, 2003). These variables give
information on the current states, the changes, and
trends of ecological processes. The patterns displayed
by these variables can be captured and used for fore-
casting by means of appropriate statistical modelling
techniques. Modelling of ecological time series gives
more insight to the time varying behaviour and the
internal time-dependent correlation structure of an
ecosystem compared with classical univariate and mul-
tivariate statistics which is helpful in comparing of
samples, sites of investigation, intrinsic characteristics
of ecosystems and environmental factors, environmen-
tal standards, and comparisons of habitats and land-
scapes. The extraction of process information from
ecological signals usually requires statistical mod-
elling by removal of the non-stationary events and then
fitting a stationary stochastic model. For this reason
advanced time series techniques are useful as trend
analysis, ARMA or ARIMA modelling or Fourier
analysis, or for long-term data sets by wavelet analysis.
The information extracted may also be helpful in esti-
mating the weight of input and disturbance relating to
the output variables of the model concerned as well as
serve as a practical tool when appropriate initial values
for estimation procedures are to be chosen.

8.2 Statistical Approaches for Analysing
Ecological Data

Statistical methods are based on theory of probability.
From the point of view of systems theory a distinction
is made between two groups, depending on whether
the variable time is included into ecosystem analysis or
not. Static statistical methods (without consideration of
time as a variable) cover simple and multiple linear and
nonlinear regression and correlation, analysis of vari-
ance, cluster, discriminant, principal component, and
factor analyses and estimation procedures (techniques
of direct estimation such as least squares estimation,
Markovian estimation, maximum likelihood estima-
tion, Bayes’ estimation). A special position among the
estimation techniques is held by the indirect techniques
with which the time as a variable is included in eval-
uation by the sort of estimation procedure used (e.g.
cusum technique, trend analysis). Another distinction

can be made by recursive and non-recursive tech-
niques (Aström, 1970). Dynamic statistical methods
(with consideration of the variable time, also known as
time series analysis) covers advanced procedures such
as trend analysis, Fourier analysis, time correlation and
spectral analysis, weighting and transfer functions, and
wavelet analysis. These approaches have also become
known under the notion of dynamic statistics. These
techniques have usually become known in the litera-
ture by the name of time series analysis (Box, Jenkins,
& Reinsel, 1994; Brockwell & Davis, 1998). They are
standard techniques for statistical evaluation of results
obtained also from sufficiently careful linearization of
nonlinear systems.

8.2.1 Static Statistics

The question is asked if there is interdependence
between two or more variables of an ecosystem. This
question can be answered by a regression or correla-
tion analysis depending on the purpose of the problem.
The type of relationship between ecological variables
or indicators is given by a regression equation, but
the intensity of such a relationship is expressed by
correlation measure.

8.2.1.1 Descriptive Statistics

Data series of ecosystem components collected by
monitoring programs are extremely important for
assessing the ecosystem state and developing an under-
standing of the interrelationships between the ecosys-
tem components for ecosystem management. Data
from monitoring programs contain errors that affect the
results of statistical analysis and the quality of models
developed (Pearson, 2005; Han & Kamber, 2006). This
problem is more serious in high resolution data which
usually contain missing data, outliers, and other impos-
sible data as a result of sensor failure and external
disturbances (Little & Rubin, 1987; Latini & Passerini,
2004). The errors cause not only difficulties in pro-
cess identification and parameter estimation but also
misinterpretations of spatial and temporal variations
of ecological processes. Some classical techniques are
aid in doing some preliminary checks and adjust-
ments on ecological data series. Figure 8.1 shows the
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Fig. 8.1 Record (left) and probability density distribution (right) of water temperature data

basic statistical approach for ecological data analysis
(Young & Young, 1992). The left-hand part contains
the record of raw data (measurements of water temper-
ature from a shallow lake) based on a regular time grid.
Outliers cannot be detected from such a record. In the
right-hand part, the probability density distribution of
these measurements is presented. It shows a two-modal
density probability distribution.

For classical statistical procedures such as calcula-
tions of averages, variances, and correlations as well
as computation of regression functions or other multi-
variate statistics all outliers have to be removed from
the data record. The data set has to be homogenous.

8.2.1.2 Regression and Correlation

A regression analysis is required for problems in which
stochastic dependencies (stochastic cause–effect rela-
tions) are to be described by functions, with one
or several variables being specified as independent
(Ludwig & Reynolds, 1988). Simple regression with
one independent variable x and one dependent variable
y may be linear or nonlinear. Nonlinear regressions
are usually obtained by linearization (transformation
of variables) and short-cut methods of computation.
This approach can have negative effects on the quality

of approximation. Estimation techniques give unbiased
estimates. When none of the variables can be consid-
ered as dependent, methods as Bartlett’s best fit line or
geometric mean are useful for statistical description.
The method of geometric means is based on averaging
the slopes of linear regressions y = f (x) and x = f (y),
whereas Bartlett’s best fit line is founded on subsample
estimates.

Multiple regression is characterised by one depen-
dent, but several independent variables. It is usu-
ally linear because the possibilities of linearization
are limited (Chatfield & Collins, 1989; Krzanowski,
1990). There are many situations in which polynomials
of nth order are used to describe ecological processes
or ecosystems (polynomial regression) by the equation
y = a0 +�aixi for i = 1, . . . , n. The highest occurring
power n depicts the order of the polynomial. Whenever
polynomials of higher order are used, there is a ques-
tion of interpretability of variables in the ith power
(see Table 8.1). There are meaningful physical inter-
pretations of certain variables with powers up to the
second-order maximum. In most cases, however, poly-
nomials merely describe a relationship. For example,
dissolved oxygen saturation = f (TW ) can be depicted
as polynomial of the third order (Thomann & Mueller,
1987).

Substitution of the variables xi by sinus and cosi-
nus functions will result in an equation of the form

Table 8.1 Interpretation of polynomials and exponential regression

Type of polynomial/
regression Equation Interpretation

Linear y(t) = a0(t) + a1(t)x(t) (a0) – mean initial value, (a1) – mean rate of
change)

Squared y(t) = a0(t) + a1(t)x(t) + a2(t)x2(t) (a0) – mean initial value, (a1) – mean rate of
change, (a2) – mean process acceleration)

nth order y(t) = a0(t) + a1(t)x(t) + a2(t)x2(t) + ..... + an(t)xn(t) Interpretation of parameters is mostly
impossible

Exponential y(t) = y(0)e−kt + E y(0) – initial concentration value, k – rate of
change, E – random quota (according to
first-order kinetics)
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y = a + b1 sin x + b2 cos x. This equation represents
the simplest form of periodic regression or so-called
Fourier polynomial. In an extended form this method is
called Fourier analysis. This kind of regression is often
used to determine a periodic trend, when time series of
ecological indicators are analysed.

A correlation analysis is used to examine the tight-
ness of correlations between two or more stochas-
tic variable and to define the degree of stochas-
tic interdependencies. This degree may be described
by correlation coefficients. Bilateral and multilat-
eral interdependencies are characterised by simple
as well as partial and multiple correlation coeffi-
cients. A partial correlation coefficient is used also
in the selection of those variables which influence an
ecosystem. If multidimensional normal distribution is
assumed, it is a measure of the linear dependence
of two random variables, xj and xk, with elimina-
tion of the influence of all other random variables,
x1, . . . , xj−1, xj+1, . . . , xk−1, xk+1, . . . , xn. The square
of correlation coefficient is called performance index
B = r2. Its value is a measure for the variance explica-
ble by means of regression.

8.2.1.3 Variance and Covariance Analyses

The variance analysis is a statistical method for qual-
itative and quantitative studies into the effects of one
or several variables on results or measurements. The
basic idea is that the total sum of squares of devia-
tions of all single measurements from the total mean
can be split into two parts: A within-data series sum of
squares and a between-data series sum of squares. In
models with fixed effects merely mean values of sev-
eral random samples are usually compared with one
another. However, in models with random effects the
factor of influence themselves are treated as random
samples from the set of possible occurrences of these
factors. This may be the case with data continuously
monitored.

A covariance analysis may be used in a quanti-
tative investigation of various degrees of effects of
one or several variables on experimental results, with
the action of additional random variables (covariables)
being compulsorily taken into due consideration. This
method actually unifies variance and regression analy-
sis (each related to models with fixed effects).

8.2.1.4 Cluster Analysis and Discriminant
Analysis

Cluster analysis is used in ecology for many purposes
such as determination of interrelations between trophic
state variables (Brezonik & Shannon, 1971), detec-
tion of pollution sources in streams (Einax, Zwanziger,
& Geiß, 1997), in population ecology (Schulze &
Mooney, 1994), or in landscape ecology (Webster &
Oliver, 1990). Cluster analysis can be considered as
a pattern recognition method (Massart & Kaufman,
1983). This set of methods is also known by the
notions numerical taxonomy or automatic classifica-
tion. It encompasses a family of methods which are
useful for finding structures within a set of ecologi-
cal data monitored. Cluster algorithms are divided into
hierarchical and non-hierarchical (partitioning) tech-
niques. Hierarchical clustering can be carried out in
an agglomerative or a divisive way. The agglomera-
tive techniques join similar objects into clusters and
new objects will be added to clusters already found
or to join similar clusters. Divisive techniques start
with one cluster comprising all objects. Then, the
most inhomogeneous objects will be stripped step
by step. They form one or more new clusters with
more homogeneous objects on a lower level of link-
age. Outputs of hierarchical cluster algorithms are
represented by dendrograms. Non-hierarchical meth-
ods allow rearrangements of objects. They need ini-
tial information on the number of clusters to be
obtained. The centroids of each cluster form ini-
tial gravity centres where the objects are attached
to these centres by Euclidean distance. Then, after
computation of the new centroids the objects can be
rearranged.

Discriminant analysis may be applied to the sepa-
ration or classification of ecological objects and their
association with two or more collectives (groups,
populations) (Green, 1978; Legendre & Legendre,
1983; McLachlan, 1992). Separation is undertaken
through analysis of quantitative characteristics and
reference to a separating function by means of
which a decision is made on classification. Illustrative
examples of how useful discriminant analysis is
for ecological data are given by Ciecka, Fabian,
and Merilatt (1980) for trophic state classifica-
tions of lakes and by Reckhow and Chapra (1983)
for construction of phosphorus loading criteria and
others.
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8.2.1.5 Factor Analysis and Principal Component
Analysis

Factor analysis is used to examine correlations
between random variables for common causes, that are
factors, and to reduce these correlations. Emphasis is
laid, in this context, on point estimations of parameters.
Methods of factor analysis and principal component
analysis have been worked out in general ecology and
phytocoenology of higher plants for typifying space
and time relations of different species and environ-
mental variables. Detailed descriptions and examples
are given by Legendre and Legendre (1983), Joliffe
(1986), Einax et al. (1997), Lepš and Šmilauer (2003).

8.2.1.6 Estimation Techniques

Generally, it is quite difficult to derive ecological
process parameters from a real ecosystem. Therefore,
they have to be estimated from observations of various
variables and from their sample functions. These may
be point or interval estimates depending on whether
the parameter proper is searched for or the interval
in which the parameter is contained. Such estimates
are conveniently obtained by statistical computer
packages (cf. BMDP, SPSS, STATGRAPHICS,
STATISTICA, and others (Einax et al., 1997)). For
the nonlinear estimation of (simple) functions

several procedures are known (for example,
Gauss–Seidel algorithm, Newton–Raphson algo-
rithm, Marquart procedure, and other techniques).
Table 8.2 contains some estimation procedures used
for ecosystem parameter estimations.

To obtain an unknown parameter a on the basis
of measured data and to estimate it, it is necessary
to calculate value g of a defined estimate function G
with the latter’s distribution depending on a. Value g is
used for estimation of a and denoted â. Function G is
defined as estimate function of the unknown parameter
a. Estimation techniques based on least squares meth-
ods have worked particularly well in ecological con-
texts since a long time (e.g. Shastry, Fan, & Erickson,
1973; Beck, 1979). The direct techniques (regression,
Markovian estimate, Bayes’ estimate, maximum like-
lihood estimate) estimate the parameters ‘in one step’
from a block of measured data at the input and output
signals of a system. When these techniques are used,
problems of application may rise up because of a pri-
ori information required on the system as a starting
model. The indirect techniques are additionally sub-
divided into recursive and non-recursive procedures.
Recursively organised procedures adjust a model of
a given structure to the system in a stepwise manner,
with any new set of measured data entailing another
step of model adjustment. All parameters must be re-
estimated throughout the procedure. The criterion by
which to measure the quality of adjustment consists

Table 8.2 Parameter estimation procedures (after Straškraba & Gnauck, 1985)

Estimation procedure Model structure Numerical solution technique

Direct least squares t Ay − Bx = e Explicit matrix inversion, Gauss–Jordan technique,
explicit pseudo-inversion

Recursive least squares Ay − Bx = e Orthogonal transformation, Cholesky technique,
matrix expansion

Direct generalised least squares Ay − Bx = e/D Explicit matrix inversion, Gauss–Jordan technique,
explicit pseudo-inversion

Recursive generalised least squares Ay − Bx = e/D Cholesky technique, matrix expansion, orthogonal
transformation

Instrumental variable method Ay − Bx = e Explicit matrix inversion, Gauss–Jordan technique,
Cholesky technique, explicit pseudo-inversion,
matrix expansion

Maximum likelihood Ay − Bx = e/D or Ay − Bx = eC Newton–Raphson technique
Stochastic approximation Ay − Bx = e or Ay − Bx = eC Cholesky technique, matrix expansion, Newton

method
Bayes estimation No special model structure Bayesian method
Prior-knowledge-fitting (PKF) Ay − Bx = Rx + V − ER Orthogonal transformation

A, B – z-transform polynomials of nth order (describing the deterministic part of an ecological process), C, D – z-transform poly-
nomials of mth order (describing the stochastic part of an ecological process), ER – regression error matrix, R – z-transform of the
discrete transfer function in the PKF-model, V – z-transform of drift polynomial, e- error vector
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as non-parametrical procedures (e.g. Fourier analysis,
correlation and spectral analyses), namely minimisa-
tion of a quality function Q by parameter vector â.
The mean quadratic error, Q = ‖e‖2, and the simple
quadratic error, Q = 1/

2�e2
i with e = (yi − ỹi) have

been most commonly used as evaluation functions in
statistical modelling.

The following two approaches to minimisation of Q
have been proposed:

1. ∂Q/∂ â = 0. The estimation rule of normal regres-

sion âk = (
xT

k · xk
)−1

xT
k yk is obtained for k obser-

vations.
2. ∂Q/∂ â → 0. The estimation rule of recursive

regression âk = âk−1 + Kk−1
(
yk − xT

k âk−1
)

is
obtained for k observations.

Good approximation and updating of the model to
the system are achieved by adequate choice of weight-
ing factor K (gain factor). Exponential weighting has
proved to be particularly suitable in this context. The
intensity of weighting will substantially depend on
the rates of parameter variation and on the extent of
disturbances. These two influences must be given dif-
ferent weightings. Hence, optimum weighting will be
achievable only as a compromise.

8.2.2 Dynamic Statistics

Two classical approaches namely the time and fre-
quency domain methods are essential for understand-
ing ecological processes and in most cases, they
provide the basis for predictive modelling (Koopmans,
1985). In the time domain approach, values of sig-
nals recorded as a function of time are analysed by
means of techniques such as autocorrelation func-
tion, partial autocorrelation function. But, these time
domain methods give no information concerning the
frequency at which the changes in the signal occur.
Given that many natural systems have a frequency-
dependent variability, an understanding of this fre-
quency dependence gives more information concern-
ing the underlying physical mechanism that produced
the signal. The Fourier transformation can be used to
project a signal from the time domain into the fre-
quency domain so as to reveal periodic components
present in the signal, the active frequency bands in

the signal, and their intensity or relative importance
(Bloomfield, 1976; Percival, 1995). Fourier approxi-
mation of ecological processes is based on a certain but
fixed frequency (Hipel & McLeod, 1994). However,
the recorded observations of many ecological indi-
cators are an amalgam of components or processes
operating at different timescales (corresponding to dif-
ferent ranges of frequencies active at specific time
intervals in the Fourier domain) but cannot be revealed
by classical signal analysis methods. In opposite of that
wavelet analysis considers variations in time and scale
(Chui, 1992).

8.2.2.1 Statistics of Time Domain

A sequence of observations collected overtime on a
particular ecological indicator is called a time series.
This can be composed of a quantity observed at dis-
crete times, averaged over a time interval, or recorded
continuously with time. From the point of view of
information theory, these data series represent full pro-
cess information. Within this context they are also
called signals. Most of the signals are non-stationary,
where the statistical properties like the variance and
mean are functions of time. A signal is strictly sta-
tionary if it is free of trends, shifts, or periodicity.
This implies that the statistical parameters of the sig-
nal such as the mean and variance remain constant
through time. Otherwise, the signal is non-stationary.
Ecological signals are usually non-stationary as a
result of internal and external processes operating in
parallel manner not only at different timescales but
as well with different frequencies (Powell & Steele,
1995).

Extracting process information from the signals by
classical methods usually requires modelling by the
removal of the non-stationary and then fitting a sta-
tionary stochastic model. Information can be extracted
by means of distinguished time series techniques. To
detect nonstationarities in the data set the cumula-
tive sum and trend analysis methods can be used. The
cumulative sum method enables the analyst to recog-
nize changes in the general tendency of a signal. It
specifically enables one to detect changes occurring in
the mean value of the signal, the time at which the
change appears and the mean value at homogenous
intervals (Pollock, 1999). Given a signal x(t) sampled
at regular time intervals t, varying between 1 to N and



8 The Role of Statistics for Long-Term Ecological Research 113

a reference value r (for example the mean). This ref-
erence value is subtracted from all the estimations of
the series, and then a cumulative sum of the successive
values is calculated:

Sq =
q∑

i=1

Xi − qr

This cumulative sum is very sensitive to changes in
the mean value of a signal. The advantage of the graph-
ical plot of the values obtained is that all local mean
is immediately deducted from the slope. Given two

points Xi and Xj being the respective lower and upper
limits of a relatively monotonous series, the slope p
between these two values separated by K interval of
time (j − i = K) will give P = (

Xj − Xi
)
/K where

p = Xj − Xi

k
, p =

j∑
i=i+1

Xi

k
− r, and Xij = P + r.

The local mean between the two distant points of K
is equal to the slope of the graphic of the cumulative
sum plus the chosen reference value r.

Figure 8.2 shows the time courses of a chemical
water quality indicator of a freshwater ecosystem and
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its cusum line. It can be seen that the mean is an incor-
rect statistical measure to describe time-dependent
changes of the indicator.

The presence of trends in ecological data series can
be analysed by linear or nonlinear regression functions
(Rosenblatt, 2000). In their simplest way ecological
data series of indicator values are related to time by an
equation of the form y = b0 + b1(t) where y is the eco-
logical indicator, t is the time, b0 and b1 are the least
square estimates of the intercept and slope coefficients.
The slope b1 indicates the average rate of change in the
indicator during each time instant of the time period. If
the slope is significantly different from zero, the trend
in the water quality indicator is equal to the magnitude
of the slope and the direction of the trend is defined by
the sign of the slope. The trend is increasing if the sign
is positive and decreasing if the sign is negative. If the
slope is not significantly different from zero, there is
no trend in the water quality indicator. An advantage
of this technique of trend analysis is that it is easy to
apply to a long-term data set (Fig. 8.3).

The trend lines presented in Fig. 4.3 are computed
as follows:

– Water temperature y(t) = 11.8 + 0.00167 · t,
– Dissolved oxygen y(t) = 8.935 + 0.00129 · t,
– Chlorophyll-a y(t) = 50.37 − 0.00033 · t.

The method may fail to detect trends that are non-
linear but still monotonic (in one direction). Other
approaches such as the Mann–Kendall test can equally
be used for detecting monotonic and nonlinear trends,
but it only indicates the direction and not the signifi-
cance of the trends.

Another advanced statistical data modelling tech-
nique for stationary ecological processes is the so-
called ARMA (autoregressive moving average) or
ARIMA (autoregressive integrated moving average)
modelling which is based on the theory of linear
stochastic processes. Figure 8.4 shows examples of this
procedure for a physical, a chemical, and a biological
variable of a shallow lake ecosystem.

The stochastic signal x(t) will be extracted from
white noise e(t). For equidistant data the following
stochastic difference equation is valid: a0x(t) + a1

x(t − 1) + . . .+ arx(t − r)= b0e(t) + . . .+ b1e(t − l).
Using the shift operator q–1 and the relation
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x(t − n) ∼= x(t)q−n one gets A(q−1)x(t) = B(q−1)e(t).
From this equation the AR-model of order r and
the MA-model of order l can be derived. Then, the
ARMA-model of order (r, l) can be computed for
a0 = b0 = 1, while the ARIMA-model is described
by the equation A(q−1)�dx(t) = B(q−1)e(t). The
expression �dx(t) means the difference of two neigh-
boured data. These types of data models are valid for
short-term and for long-term data sets. As can be seen

at the right-hand site of the figure, the predicted values
of indicators are sometimes far from reality.

8.2.3 Statistics of Frequency Domain

Any periodic signal of frequency f can be represented
as the sum of properly chosen sinusoidal waves (Box
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et al., 1994; Brémaud, 2002). This resulted in the
development of a family of mathematical techniques
among which is the Fourier polynomial.

8.2.3.1 Fourier Analysis

Ecological processes which tend to undergo varia-
tion over time can be treated by means of orthogonal
trigonometric (time-) function series which are called
Fourier series. The elements of these series are con-
ceived as scattered harmonic oscillations with the
frequencies ωk = kω0 = k2π/T0, their amplitudes and
phases being exposed to random variation. A basic
oscillation with frequency ω0 is obtained for k = 1
and corresponding distortions will be recordable if k =
2, 3, . . .. With the coefficients being determined in the
way described, the finite approximating trigonometric
sum will have y(t) = F(t) for any value of n:

F(t) = a0+
[

n∑
k=1

(ak cos(kω0t))

]
+

[
n∑

k=1

bk sin(kω0t)

]

and a minimum mean quadratic deviation regard-
ing y(t). Relations Ak = √

a2
k + b2

k and ϕk = arc
tan(bk/ak) apply to the amplitude and phases of the

approximated oscillations, with phases φk in the
interval [0, 2π ] being uniformly distributed with
constant probability density w(ϕk) = 1/2π , while the
amplitudes satisfy the conditions of a Rayleigh distri-
bution (Box et al., 1994).

In a system which consists of several dynamic
sub-systems the output variable will be of an almost
harmonic shape even with the presence of nonlinear
intermediate elements, which enables the application
of Fourier analysis to nonlinear systems. By using
Fourier analysis for identification of linear or linearised
systems, the periodic pattern of influence variable is
given with sufficient accuracy by a function of the
following form y(t) = a0�Ak sin(kω0t + ϕk). An esti-
mation of the part of overall variance of the observed
process explained by the harmonic function is pos-
sible by means of the following equation var(%) =
100 · A2

k/2 · cov with cov = 1/(n − 1)�(yi − ỹ)2. The
percentual variance may be statistically secured
by application of the F test to the ratio: vari-
ance of natural oscillation/variance of predicted
oscillation.

The number of cosine and sine terms can be pro-
gressively increased in order to obtain an accept-
able approximation of cycling behaviour. The advan-
tage of Fourier approximation is the more or less

Fig. 8.5 Fourier
approximation of water
temperature, R2 = 0.95
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Fig. 8.6 Fourier approximation of dissolved oxygen, R2 = 0.30 (top) and chlorophyll-a, R2 = 0.75 (down)

very good description of physical cycling processes
(cf. Fig. 8.5).

The model equation is given by y(t) = 13.02 + 0.41
cos(0.008t) + 0.029 sin(0.008t) − 9.673 cos(0.017t) −
0.47 sin(0.017t).

For ecological processes with high levels of distur-
bances caused by internal and external driving forces
this method can be used by restrictions only. Fourier
polynomials are appropriate for processes with fixed
frequencies, while natural processes especially those
represented by chemical and biological indicators have
varying frequencies. Figure 8.6 shows Fourier approx-
imations which are not acceptable for predictions. This
is because a physical indicator like water temperature
is mainly influenced by external driving forces such
as solar radiation, while high fluctuations observed
in biological indicators like chlorophyll-a are depen-
dent on external driving forces and internal ecological
state variables such as light and nutrients availability.

Chemical indicators such as dissolved oxygen are sig-
nificantly influenced by natural and artificial external
driving forces as well as by natural internal states. They
fluctuate as these factors fluctuate.

8.2.3.2 Autocorrelation and Cross-Correlation

Steady-state ecological processes are characterised by
their time-related linear and quadratic mean values.
These, however, do not yet provide any information
on mutual influences between the values of x(t) due
to the existence of energy storages and feedbacks in
the ecosystem under review. Deeper insights into these
correlations may be obtained with the aid of correlation
functions (generalisation of quadratic mean values).

The autocorrelation function ACF gives the degree
of relationship between the values of x(t). It is defined
by 
xx(τ ) = lim 1/2T0 ∫ x(t) · x(t ± τ )dt where the
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limit process runs from T to ∞, and integration is
done from −T to +T. The cross-correlation function
CCF describes the correlation between two differ-
ent variables x(t) and y(t) : 
xx(τ ) = lim 1/2T0 ∫ x(t) ·
x(t ± τ )dt. The correlation time τ
 of a stochastic pro-
cess x(t) is defined as the time which has to pass before
the amount of difference 
xx(τ ) and x2(t) drops below
a specified ε bound (e.g. ε ≤ 10−5). If a periodic part
is contained in process x(t), a periodic part will be
assigned also to ACF, all in the same period, whereas
ACF of an accidental process, superimposed by noise,
will decay.

The autocorrelation refers to the correlation of the
signal with its past and future values. It is a method
for characterizing the correlation within a signal over
time. The autocorrelation function measures the cor-
relation between two values of the same variable xi

and xi+k and is used to detect non-randomness in the
data (Rebecca, 1999). Correlograms are very practical

for the determination of the dependence between suc-
cessive observations of a time series (Fig. 8.7). If
the correlogram indicates the existence of correlation
between successive terms x(t) and x(t + k), the signal
is assumed dependent or said to exhibit long memory
(Beran, 1998).

The correlogram of the water temperature signal
clearly shows the presence of a strong dependence
of the future values on the present ones. The signal
exhibits long memory with the absence of any form of
randomness. The signal of the chemical indicator dis-
solved oxygen equally portrays persistence as shown in
the correlogram, though not as strong as in the case of
water temperature. This as well means that the future
values of the signal are strongly influenced by the
present values. The signal of the biological indicator
chlorophyll-a also reveals the presence of dependence
of the future values on the present ones. As is shown
in Fig. 8.7, all the three signals have a long memory
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with the signal of the physical indicator having the
strongest autocorrelation compared to the other two.
This has implications on monitoring in the sense that
it will be more cost effective not to sample the signal
at a high resolution so as to avoid a lot of redundant
information.

8.2.3.3 Spectral Analysis

From time correlation functions the frequency correla-
tion functions are derived by Fourier transformation.
In a given frequency domain time functions can be
depicted by their Fourier transformations, the spectral
function, or power spectra. Such a transformation is
not feasible unless x(t) is absolutely integrable. This
demand cannot be met, in the first place, by ran-
dom signals, since convergent Fourier transforms do
not exist in a stochastic process. The same condition,
however, is satisfied by correlation functions.

The auto-power spectrum Sxx(ω) of x(t) is the
Fourier transform of ACF:

Sxx(ω) = Sxx(−ω) = 1/2π · ∫
xx(τ )e−jωτdτ .

The variability of ecological processes are
expressed by variations in signals (due to annual
cycles, seasonal variations, diurnal rhythm, etc.) are
clearly reflected in the auto-power spectrum by one or
several peaks, though in processes with highly oscil-
lation components, the associated spectral function
tends to be more smoothed. It will be visualised as a
function of frequency by means of the periodogram
and cross-spectral analysis. Figure 8.8 shows such a
periodogram for chlorophyll-a where two frequencies
can be considered as dominant for algal development.

The cross-power spectrum Sxx(ω) of two stochastic
processes x(t) and y(t) is the Fourier transform of CCF:

Sxy(ω) = 1/2π · ∫
xy(τ )e−jωτdτ .

Sxy(ω) is a complex function. The limitation of
CCF is considered by what is called a window
function h(τ ) : Sxy(ω) = 1/2π · ∫
xy(τ )h(τ ) · e−jωτ

dτ = Sxy(α) · H(ω − α) where H(ω) is the Fourier
transform of h(τ ) which distorts Sxy(ω) to S−

xy(ω).
The coherency functions COxy(ω) is a measure

of synchronicity of the ecological processes x(t)
and y(t) and can be derived from spectral functions
Sxx(ω), Syy(ω) and Sxy(ω):

COxy(ω) =
∣∣Sxy(ω)

∣∣2
/Sxx(ω) · Sxy(ω) with Sxy(ω)

=
√

Re(Sxy(ω))2 + Im(Sxy(ω))2.
The following relation applies to phase shifting

between both signals:

ϕ(ω) = arc tan (Im(Sxy(ω))/Re(Sxy(ω))).

Frequency resolution depends on both the length
of the period of measurement and the time spacing
between measured data. The highest recordable fre-
quency νmax can be calculated from the scanning step
width, according to Shannon’s theorem: vmax = 1/2 ·
�τ resp. ωmax = π/�τ . If, due to scanning, the spec-
trum of a variable can be calculated only up to an
upper frequency, vh, no higher frequencies must be
contained in the signal itself. These will be undistin-
guishably ‘folded into’ the lower frequencies range,
which will entail distortion of the spectrum (aliasing
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effect) (Jørgensen, 1994). Should such highly oscilla-
tion components be contained in the process, there are
only two ways by which to cope with the problem:

1. Increase of the frequency of scanning (either by
reduction of spacing between measured data or by
lengthening of the data set by long-term observa-
tions).

2. To suppress these high oscillations by band-pass
or low-pass filtering prior to computation of the
spectrum.

8.3 Wavelet Analysis

Wavelets analysis is a mathematical tool that has been
proven useful for timescale-based analysis of ecologi-
cal processes. It is a solution to the timescale analysis
problem because it offers an effective approach of
extracting both the information on the time local-
ization and the frequency content of the time series
(Daubechies, 1990, 1992; Mallat, 1998). The main
idea behind wavelet analysis is to imitate the win-
dowed Fourier analysis, but using basis functions
(mother wavelets) that are better suited to capture
local behaviour of non-stationary ecological signals.
They dilate and translate features which are local in
time and frequency (Debnath, 2002; Shumway, 2005).
Wavelet analysis makes use of the different wavelet
basis functions in the wavelet transform to project a
signal from the time domain into the timescale domain.
It decomposes a signal into its constituents at different
timescales (Shumway & Stoffer, 2000).

A wavelet is a small wave and a wave is a real
valued function that is defined over the entire real
axis and oscillates back and forth about zero with the
amplitude of the oscillations remaining relatively con-
stant everywhere (Percival & Walden, 2000) like the
sine wave. Wavelets come in families generated by the
father wavelet 
 and a mother wavelet ψ . A wavelet
is a function of time that obeys the following wavelet
admissibility conditions ∫Ψ (t)dt = 0 and ∫
(t)dt = 1
(Gençay, Selcuk, & Whitcher, 2002). Father wavelets
used to represent the long-scale smooth or low-
frequency component of a signal integrates to one,
while the mother wavelet used to capture the detailed
and high-frequency components or deviations from
the smooth components, integrates to zero. The father

S

A D

Filters
low-pass high-pass

Fig. 8.9 Principle of wavelet decomposition of an ecological
signal

wavelet gives rise to the scaling coefficients, while the
mother wavelet gives rise to the differencing coeffi-
cients. Hence, the father wavelet acts as a low-pass
filter, while the mother wavelet acts as a high-pass filter
(Fig. 8.9).

The wavelet transformation is a function W of two
variables u and s obtained by projecting a signal x(t)
on to a particular mother wavelet � which gives a
translated and dilated version of the original wavelet
function.

There are two essential wavelet transforms, namely
the continuous (CWT) and the discrete wavelet trans-
forms (DWT).

8.3.1 The Continuous Wavelet Transform

This is a function of two variables W(u, s) obtained by
projecting a signal x(t) on to a particular wavelet Ψ and
is given by

W(u, s) =
∫ ∞

−∞
x(t)�u,s(t)dt,

and

�u,s(t) = 1√
s
�

(
t − u

s

)

where s is the scale parameter and u is the loca-
tion parameter. Changing s produces dilating effects
(s > 1) or contracting effects (s < 1) of the function
ψ(t). Changing u analyses the signal x(t) around dif-
ferent points of u. The continuous wavelet transform is
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applied to functions x(t) defined over the entire real
axis. But, in ecological applications, there are only
a finite number n of sampled values, rendering the
CWT inadequate. Hence, there is a need for a discrete
version.

8.3.2 Discrete Wavelet Transform

Implementing the wavelet transform on sampled data
requires the discretisation of the scale and loca-
tion parameters. Kumar and Foufoula-Georgiou (1997)
demonstrated that in discretising the two parameters
(s,u), one can choose S = mS0, where m is an inte-
ger and S0 is a fixed dilation step greater than one.
Given σs = Sσ1, one can choose t = nt0 mS0, where
t0 > 0 is dependent on ψ(t) with n being an integer. By
defining,

ψm,n(t) = 1√
sm

0

ψ

(
t − nt0λm

0

sm
0

)
= s

−m
2

0 ψ(s−m
0 t − nt0)

then the discrete wavelet transform is given by

wf (m, n) = s
− m

2
o

∫
f (t)ψ(s−m

o t − nto)dt.

When the DWT is applied to a time series or vector
of observations x, it gives n wavelet coefficients

w = Wx

the coefficients can be organized into (J + 1) vec-
tors w = [

w1, . . . , wj, vJ
]

T , with wj being the length
and n/2J vector of scaling coefficients associated
with averages on a scale of length 2J (Whitcher,
1998).

Applying shifted and scaled versions of a wavelet
function ψ(t) decomposes a signal x(t) into sim-
pler components. Wavelet analysis acts as a lens for
inspecting the time varying structure of signals and
relationships between signals. In multiresolution sig-
nal decomposition the time and frequency-dependent
ecological process x(t) will result in the wavelet trans-
form results in a low-pass scaling filter (father wavelet)
and in high-pass wavelet filter (mother wavelet) acting

S

A1 D1

A2 D2

A3 D3

S = A1 + D1

= A2 + D2 + D1

= A3 + D3 + D2 + D1

Fig. 8.10 Principle of signal approximation (A) and decompo-
sition (D)

Table 8.3 Frequencies associated with level of decomposition

Frequency (d) MRA scale MRA scale

1 a1 d1

2 a2 d2

4 a3 d3

8 (appr. 1 week) a4 d4

16 (appr. 2 weeks) a5 d5

32 (appr. 1 month) a6 d6

64 (appr. 2 months) a7 d7

128 (appr. 4 months) a8 d8

as a high-pass filter. The procedure can be seen from
Fig. 8.10.

Given a signal of length n = 2j, a maximum of j
filtering procedures can be performed creating j differ-
ent resolution scales. The wavelet filter represents the
details (d) or wavelet coefficients. It reveals the varia-
tions at different scales (multiresolution decomposition
(MRD)). The scaling filter gives the smoothed version
(a) of the original signal (cf. Fig. 8.11). This multireso-
lution approximation (MRA) filters information in the
signal at different scales. If time records of daily data
are available, Table 8.3 shows the frequencies asso-
ciated with the different levels of decomposition or
details.

Wavelet analysis was applied to dissolved oxygen
time series of the River Havel, sampled at daily inter-
val at the Potsdam monitoring station in the State
of Brandenburg, Germany. The approximations shown
in Fig. 8.11 reveal time-dependent variations and the
long-term evolution of the dissolved oxygen record.
The variations are not homogenous across time. The
highest resolution a7 indicates an upward movement
with stable cycles from the third year. The decreas-
ing effect of long-term DO changes after the fifth
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year indicates the changes of the underlying basic
cycling behaviour. The details reveal that the daily
variations (d1) are less prominent than the weekly
(d4) and bi-weekly (d5) variations. The variations
become smaller at the bimonthly scale (d7). This
gives rise to the opportunity of checking the sampling
strategy.

The variance of a signal can equally be decomposed
using this technique. Gençay et al. (2002) showed
that the time-varying variance for a signal x(t) is the
variance of the scale sj wavelet coefficient wj,t using
σ 2

x,t(sj) = (1/2sj) · var(wj,t).
The wavelet variance shown in Fig. 8.12 reveals the

intensity of variation from one scale to the other of the
dissolved oxygen time series.

The wavelet variance presented in Fig. 8.12 quanti-
fies and indicates how much each scale contributes to
the overall variability of the dissolved oxygen signal.
It reveals that the variation in the time series increases
progressively till scale 8 where a local maximum can
be observed. Scales 8, 16, and 32 are more or less the
same and contribute the most to the overall variability
with the daily variations contributing the least. There is
no significant increase in the variations that occur after
scale 8. The dissolved oxygen curve is dominated by
long-term changes or low frequencies. Rapid changes
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Fig. 8.12 Wavelet variance of dissolved oxygen using db8. U –
upper 95% significance level, L – lower 95% significance level

in algal productivity and respiration cannot be cap-
tured by dissolved oxygen measurements. Monitoring
at scales lower than scale 8 gives redundant infor-
mation. Hence, the optimal wavelet scale of monitor-
ing is 8 for this indicator and the ecosystem under
consideration.

Similar to the wavelet variance of a univariate
signal, the wavelet covariance decomposes the covari-
ance between two signals on a scale-by-scale basis
(Whitcher, 1998). The wavelet covariance is the
covariance between the scale sj wavelet coefficients
from a bivariate signal. After Gençay et al. (2002) the
wavelet covariance for a bivariate stochastic signal of
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Fig. 8.13 Wavelet cross-covariance between dissolved oxygen
and water temperature using db8

the scale sj is given by

γx(sj) = 1

2sj
cov(w1,j,t, w2,j,t),

and a scale-by-scale decomposition of the covariance
is given by

∞∑
j=1

γx(sj) = cov(x1,t, x2,t).

Then, the wavelet cross-covariance is given by intro-
ducing a time lag τ between the signals:

γx,τ (sj) = 1

2sj
cov(w1,j,t, w2,j,t+τ ).

It is known that the correlation between dissolved
oxygen and water temperature is a negative one. The
wavelet covariance between dissolved oxygen and
water temperature in Fig. 8.13 shows a linear increase
in the cross-covariance up to scale 8 (approximately 1
week) after which the co-variation starts dropping and
increases negatively at scale 32. The changes of DO are
determined mainly by the low-frequency behaviour of
water temperature.

From the wavelet cross-covariance, the wavelet cor-
relation (or normalised cross-covariance) is obtained:

ρx(sj) = γx(sj)

σ1(sj)σ2(sj)
.

It must be noted that the wavelet correlation is not
a test of cause–effect relationship. But comparisons
of wavelet correlations enable a deeper insight in the
long-term interrelationships of ecological variables.
Results of wavelet correlations between dissolved oxy-
gen and chlorophyll-a, and between dissolved oxygen
and water temperature are presented in Fig. 8.14. The
wavelet correlation of DO and chlorophyll-a (phyto-
plankton biomass) is quite different from those of DO
and water temperature. At wavelet scale 8 (approxi-
mately 1 week) the highest influence of phytoplankton
biomass on DO can be seen. In opposite of that the
overall wavelet correlation of DO and water temper-
ature indicates a more or less constant and positive
relationship at scales 2, 4, and 8. There is a decrease
in the strength of the positive relationship from scale
8 and becomes significantly negative at scale 32. It
shows that the fluctuations of the DO time series
are caused by the lower high-frequency scales (1–8)
and the variations of the DO signal by the higher
low-frequency scales (16 and 32).

Introducing a time lag τ to the wavelet correlation
the wavelet cross-correlation is obtained:

ρx,τ (sj) = γx,τ (sj)

σ1(sj)σ2(sj)
.

Figure 8.15 shows the lead–lag relationship
between the indicators dissolved oxygen and water
temperature. The behaviour has been decomposed
into different timescales by means of wavelet cross-
correlation. The correlation effects between the two
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Fig. 8.15 Cross-correlation between dissolved oxygen and water temperature using db4

variables investigated is shown on each level. It can
be seen that the high-frequency level (level 1) does
not contribute to the expected shift between both indi-
cators. This level characterises the noise contained in
the original time series. Significant shifts are observed
from level 2 to level 6 with increasing time lag. From
level 2 to level 5 the values of wavelet cross-correlation
at lag 0 are positive, while for level 6 this value will be
negative. This confirms that water temperature effects
on dissolved oxygen are stronger at low-frequency
levels than at high-frequency levels.

8.4 Statistics and Long-Term Ecological
Research

Ecosystems are complex dynamic nonlinear systems.
Grant, Pedersen, and Marín (1997) compared methods
of problem solving in ecology in terms of the rela-
tive level of understanding and the relative amount of
data available on the ecosystem under consideration.
From this point of view statistics plays an impor-
tant role for long-term ecological research. While for
short-term measurements (or observations) of ecolog-
ical variables only classical static statistical methods

should be applied to extract environmental information
from the data, for the analysis of long-term ecologi-
cal data records dynamic statistical procedures should
be applied only. But, Fourier polynomials are based
on fixed frequencies. From Fig. 8.16 can be seen that
the Fourier polynomial is not able to follow a natural
process like global radiation.

Therefore such polynomials are not well suited
to analyse long-term records environmental time
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Fig. 8.17 Long-term approximations of water temperature

series. A wavelet analysis was applied to long-term
ecological data series to study the underlying nature
of ecological processes under consideration. The fol-
lowing Figs. 8.17, 8.18, and 8.19 present examples of

ecological variables taken from a freshwater ecosys-
tem for a physical, a chemical, and a biological
variable. They were recorded from 1998 to 2003.
Figure 8.17 gives an example for a physical variable.
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Fig. 8.18 Long-term
approximations of dissolved
oxygen

In each case, the upper panel shows the original time
record.

When the wavelet approach was used to decom-
pose the water temperature record till level 8, it was

observed that a longer cycle was hidden within the
yearly cycles. Extending it to level 10 a longer cycle
can be seen. This shows the need for analyzing longer
ecological records so as to unravel long cycles hidden
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in signals. Investigating the reason for these cycles may
be greatly relevant for a sustainable management of
ecosystems.

The dissolved oxygen record (Fig. 8.18) contains a
slow upward trend. By decomposing this record up to
level 10 it was found that longer cycles which were not
visible in the basic record are revealed.

The time record of chlorophyll-a (Fig. 8.19) shows
a behaviour with two interesting areas of high algal
biomass. They are caused by growth of diatoms in
spring and of cyanobacteria in summer and fall. Taking
of all environmental induced variations from the record
a simple tendency underlying this record can be seen.

8.5 Conclusions

Statistical analysis of ecological data series by modern
methods makes possible the investigation and quantifi-
cation of the variation across different timescales as
well as the dominant scale of variation and the iden-
tification of the relationships existing between com-
plex ecological processes on a scale-by-scale basis.
It allows the decomposition of signals according to
their different frequency levels which characterise the
intensity of natural and man-made disturbances. The
analysis of long-term records of ecosystem signals is
necessary for extracting information required for their
sustainable management. This can be done using clas-
sical time series analysis methods with different levels
of success. The structural characteristics of the sig-
nals such as the presence of trends, dependence, and
long memory can be detected by techniques such as the
cumulative sum, trend analysis, and the autocorrelation
function. These techniques reveal that the ecological
signals are non-stationary and have to be rendered sta-
tionary before applying time series models like the
Box–Jenkins and the Fourier approximation modelling
approaches. The non-stationary structure due to inter-
nal and external driving forces in ecosystems poses no
problems to wavelet analysis which reveals the basic
variation present in the signals. In so doing, it unravels
any hidden long-term cycles which seem to be present
in the ecological signals. It is of great importance to
analyze the signals over longer periods of time so as to
extract the underlying general tendency.

The following questions can be effectively
answered by the help of wavelet analysis. What is the

dominant scale of variation influencing the observed
general tendency of the indicator? Are the variations
from 1 day to the next more prominent than the
variations from 1 week to the next? Are the statistical
variations in the ecological indicator homogenous
across time? What are the time-dependent variations
such as the presence of trends? How are two indicators
related on a scale-by-scale basis? How do they covary
at different scales? These questions can be answered
by modern statistical methods which consider not only
the probability distribution of ecological data but also
the inherent time structure of ecological processes.
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Chapter 9

The Role of Remote Sensing in LTER Projects

Patrick Hostert, Frederick Swayne, Warren B. Cohen, and Jonathan Chipman

Abstract All Long-Term Ecological Research
(LTER) asks for spatially explicit information. Remote
sensing-based data and related analysis products
are major sources of such information. This chapter
expands on general concepts of remote sensing
and most important methodologies in relation to
LTER. Examples from US-LTER sites exemplify
opportunities related to remote sensing.

Keywords Remote sensing · Geomatics · Satellite
imagery · Upscaling · Downscaling · Land cover
change · Land use change · Landscape structure · GIS ·
Monitoring

9.1 Introduction

The first titles retrieved after entering the search phrase
‘remote sensing’ at the LTER All-site Bibliography
(http://search.lternet.edu/biblio/) are

– Challenges in characterizing and mitigating urban
heat islands – a role for integrated approaches
including remote sensing,

– Canopy chlorophyll estimation with hyperspectral
remote sensing,

– Accuracy assessment of vegetation cover estimated
with remote sensing data,

– Remote sensing and climate from north to south in
CAP LTER, etc.

P. Hostert (�)
Geography Department, Humboldt-Universität zu Berlin, Unter
den Linden 6, 10099 Berlin, Germany
e-mail: patrick.hostert@geo.hu-berlin.de

While this is not truly representative for remote
sensing-related research in LTER, it opens the eye for
the breadth of topics in this context.

The mission of LTER is to document, analyze, and
explain ecological patterns and processes operating
over long time spans and broad ecological gradi-
ents; a specific objective is to detect signals of global
environmental change and its impact on ecosystems
across the world (Hobbie, Carpenter, Grimm, Gosz, &
Seastedt, 2003). LTER on different ecosystems and in
different ecoregions therefore relates to different data
needs and corresponding information retrieval strate-
gies. LTER relies on spatially explicit information,
and one important source is remote sensing-derived
information products. The purpose of this chapter is
accordingly

(a) to explain the relevant background of terrestrial
remote sensing data for LTER,

(b) to illustrate the most relevant methodological
issues related to remote sensing data, and

(c) to provide two examples on how remote sensing is
applied in US-LTER projects.

Accordingly, we first expand on general concepts
of remote sensing. We will then describe the most
important methodologies for qualitative and quanti-
tative data analyses, remote sensing-based modeling,
and concepts how to integrate remote sensing-derived
information with information from other data sources.
Moreover, examples from long-established and suc-
cessful US-LTER sites give valuable insights in remote
sensing-based LTER research. The chapter includes
two examples from the Andrews Forest LTER and the
North Temperate Lakes LTER sites, illustrating how
remote sensing-based information plays a major role
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for analysis and monitoring in different ecosystems.
We close with most important conclusions on remote
sensing in the context of LTER and an outlook on
potential future developments.

9.2 Sensors, Resolution, Scale

LTER covers a broad spectrum both thematically and
scale-wise: ‘Ecosystems across the world’ include
forests, agricultural, marine, coastal and lake ecosys-
tems, dry lands, wetlands, and also urban ecosystems.
It is thus not possible to relate specific remote sens-
ing approaches or sensor systems to LTER. We refer
to general concepts here, with a focus on commonly
utilized data.

It is often distinguished between ground-based,
airborne, and satellite-based remote sensing, thereby
implying the importance of scale, data accuracy,
and information generalization (Aplin, 2006). In the
broader context of remote sensing science, this spa-
tial domain concept is extended to a spatio-spectral-
temporal domain (e.g. Hostert, Röder, & Hill, 2003).
This is important, as incorporating the revisiting time
of a remote sensing system and the wavelength regions
to be analyzed are crucial boundary conditions for
information retrieval. Moreover, there is a kind of
‘domain dilemma,’ as spatial and spectral resolutions,
spatial resolution and swath width (i.e., the area in the
field of view of a sensor), as well as spatial and tem-
poral resolutions are tightly connected. One dimension

cannot be changed without restraints for the other – at
least in the case of satellite-based systems.

When it comes to the question ‘What can be
detected?’, a multitude of factors are playing a role,
but any discussion on the appropriateness of a chosen
approach will come back to the spatial and spectral
resolutions (Fig. 9.1) of a sensor (e.g. Lee, Cohen,
Kennedy, Maiersperger, & Gower, 2004; Underwood,
Ustin, & Ramirez, 2007). Today’s systems are usu-
ally designed as multispectral sensors (several bands),
some also as hyperspectral systems (many bands, up
to several hundreds). Such sensors capture the relevant
spectral properties of the respective target variables
either to separate different surface types or to char-
acterize these surfaces quantitatively or qualitatively
(see Section 9.3 – Methodological considerations). As
many surfaces of interest (e.g., vegetation, soil, human-
made materials) exhibit distinct spectral absorption
bands, the spectral sensor characteristics very much
determine what can be analyzed from a remote sensing
perspective. The separability of different features thus
largely depends on the position, number, and width of
spectral bands for a given sensor (Bodechtel, 2001).
Relevant spectral wavelengths in remote sensing range
from the visible light (VIS), through near, shortwave
and thermal infrared (nIR, SWIR, TIR, respectively),
to the microwave wavelength region (radar). The most
appropriate sensor for a given application depends on
the remotely sensed surfaces, their spectral properties,
and the chosen methods for image analysis. Most sys-
tems used for LTER are optical sensors, covering the

Fig. 9.1 Remote sensing
systems with relevance for
LTER-spatial versus spectral
resolution
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VIS-nIR-SWIR spectrum, i.e., wavelengths between
0.4 and 2.5 μm.

The imagery’s spatial resolution is equally impor-
tant when it comes to the detectability of objects.
It directly refers to the scale of the objects or pro-
cesses to be analyzed. Typical LTER-related scales
range from local test sites, i.e., plots, to landscape and
regional scale analyses. Accordingly, typical scales we
want to observe vary from 1:1,000 to 1:250,000 –
or even beyond (Hobbie, 2003; Hobbie et al., 2003;
Kratz, Deegan, Harmon, & Lauenroth, 2003; Rastetter,
Aber, Peters, Ojima, & Burke, 2003). It is thus legiti-
mate to say that the use of airborne to satellite-based
remote sensing with very high-resolution (VHR), high-
resolution (HR), and medium-resolution (MR) data
plays an important role in LTER-related approaches. It
has, however, to be kept in mind that increasing spatial
resolution will always decrease the spectral resolution
of a sensor and vice versa. Also, if we want to mon-
itor large areas (i.e., need a wide swath), the spatial
resolution of a sensor will be limited (Fig. 9.2). In
other words: depending on the problem at hand, we
have to decide which compromise to make or how to
combine different data sources to retrieve the optimum
information.

When it comes to the question ‘What can be
monitored?’, the temporal resolution gains impor-
tance. How often can a sensor revisit a site or a
region, given the logistic constraints of airborne oper-
ations or the orbit characteristics (and the off-nadir
viewing capabilities) of satellites? We may roughly

differentiate between daily and monthly revisiting
times, disregarding potential cloud cover or acquisition
capacity limitations. The temporal resolution is essen-
tial for any monitoring program and questions focusing
on change detection. This also includes phenological
considerations in vegetation studies.

Airborne systems are most flexible and achieve
the best spatial and spectral resolution. There is a
multitude of sensors, from the classical aerial photo-
graph to digital cameras and from VHR sensors with
cm-resolution (e.g., Leica ADS 40, Digital Mapping
Camera – DMC) to hyperspectral systems (e.g.,
AVIRIS, HyMap). However, this flexibility is con-
nected to high costs and logistic constraints, relatively
small coverage, and also a dedicated geometric pre-
processing, as unsteady airborne platforms can result
in severe image distortions. Satellite-based systems are
often the better (or the only) choice, and the remote
sensing community can employ data from VHR satel-
lite systems such as Ikonos and Quickbird since the late
1990s (Dial, Bowen, Gerlach, Grodecki, & Oleszczuk,
2003; Wang, Sousa, Gong, & Biging, 2004).

Specifically in the case of landscape to global
scale questions, using satellite data is the only way
to cover large areas simultaneously and on a regular
basis. The most prominent high-resolution system is
Landsat, with multispectral scanner (MSS) data reach-
ing back to 1972. Today’s Landsat Enhanced Thematic
Mapper Plus (ETM+) and its predecessor Thematic
Mapper (TM) will probably be inherited by a Landsat
follow-up mission, but are also augmented through

Fig. 9.2 Remote sensing
systems with relevance for
LTER-spatial resolution
versus swath width
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diverse missions worldwide (Mika, 1997). The Landsat
satellite family can be regarded as the prototypical
Earth observation remote sensing platform. It con-
tinuously acquires data almost worldwide and allows
retrospective analyses for almost every region and
ecosystem of the world. Similar sensors are, for exam-
ple, the Indian Remote Sensing Satellite (IRS), the
French Système Probatoire d’Observation de la Terre
(also: Système Pour d’Observation de la Terre, SPOT),
or the Advanced Spaceborne Thermal Emission
and Reflection Radiometer (ASTER) (Capolsini,
Andrefouet, Rion, & Payri, 2003; Gupta, Prasad, &
Vijayan, 2000).

If spatial resolution is not of prime interest, but
high re-visiting rates are mandatory (e.g., for phe-
nological analyses), medium- or low-resolution satel-
lites come into play: Geostationary satellites such as
Meteosat may provide climatologic background infor-
mation several times per hour. With Meteosat Second
Generation (MSG, also Meteosat-8, -9), the first geo-
stationary satellite with a 1 km-resolution in the
panchromatic/SWIR band is available. Geostationary
satellites of the future may therefore develop more
impact than very coarse resolution satellites of the past.
Until today, moderate resolution imagery is usually
delivered from polar orbiting satellites. The Advanced
Very High Resolution Radiometer (AVHRR) was
the first polar orbiting mission to operationally
deliver repetitive global data sets for environmental
monitoring. Today, the Moderate-resolution Imaging
Spectroradiometer (MODIS), the MEdium Resolution
Imaging Spectrometer (MERIS), or SPOT-Vegetation
provide high-quality global data sets with a tempo-
ral resolution of several days (Justice et al., 1998;
Maisongrande, Duchemin, & Dedieu, 2004; Rast,
Bezy, & Bruzzi, 1999; Tucker et al., 2005).

More specialized remote sensing techniques with
potential relevance for different LTER are beyond the
scope of this chapter and are only listed here:

– thermal remote sensing: temperature- and emissive-
related techniques; especially important for charac-
terizing the urban heat island, but also utilized in
vegetation or geological studies (Torgersen, Faux,
McIntosh, Poage, & Norton, 2001; Voogt & Oke,
2003)

– microwave remote sensing (radar): remote sens-
ing based on rather long wavelengths (mm- to m-
wavelengths); cloud penetrating; to a certain extent

surface penetrating (Kimball, McDonald, Running,
& Frolking, 2004; Treuhaft, Law, & Asner, 2004)

– LIght Detection And Ranging (LIDAR): Laser-
based remote sensing, measuring the time delay
between a sent laser pulse and its reflected detection
signal; used for generating precision elevation mod-
els (see also Section 9.4 – Examples from US-LTER
sites) (Hudak, Lefsky, Cohen, & Berterretche, 2002;
Lim, Treitz, Wulder, St-Onge, & Flood, 2003;
Means et al., 2000)

9.3 Data Analysis Strategies for LTER

While the mere image data may serve as a cartographic
backdrop and for generic overviews, we are usu-
ally interested in problem-specific information derived
from remote sensing imagery in LTER. Analyzed
images become information layers that can be inte-
grated in more complex data analysis approaches or
modeling scenarios. Remote sensing scientists need to
formulate a clear processing strategy and to define how
LTER-related research can be supported with remote
sensing-derived information products. Such a strat-
egy always starts with identifying ecologically relevant
indicators that can be tackled from a remote sensing
point of view. These may be very diverse and equally
diverse may be the appropriate processing strategies.
Focusing, for example, on vegetation, we may map dif-
ferent vegetation types from standard remote sensing
imagery or analyze photosynthetic activity in plants
through modeling chlorophyll absorption from hyper-
spectral data. Indicators and processing strategies need
to be valued against the background of relevant sci-
entific questions, data constraints, accuracy needs,
and scale dependencies. With respect to LTER, we
may differentiate ‘baseline products,’ e.g., generic
land use classifications, and problem-specific analyses
like biomass estimates from vegetation canopies. We
only concentrate on the most common and important
approaches in the following.

9.3.1 Maps from Classified Image Data

Classifying data still builds the backbone of many
LTER-related remote sensing tasks. Up-to-date land



9 The Role of Remote Sensing in LTER Projects 135

use and land cover (LULC) classifications are manda-
tory information layers for most LTER. Classifications
do not necessary lead to generic LULC maps, but may
also derive more specific results for any spectrally
distinguishable surface. These may range from water
pollution levels to urban surface sealing proportions.

One good example from US-LTER is the Agrarian
Landscapes in Transition (Ag Trans) project under
the lead of scientists from the Central Arizona –
Phoenix Urban (CAP) LTER. This interdisciplinary
project traces the effects of the introduction, spread,
and abandonment of agriculture at six US-LTER sites,
with cross comparisons in Mexico and France, using a
variety of monitoring strategies, quantitative modeling,
and comparative data. Major sources of information for
this strategy are remote sensing-based land cover clas-
sifications, complemented by map information for the
pre-remote sensing era (Stefanov, Netzband, Möller,
Redman, & Mack, 2007).

Methodologically, classification approaches can be
separated in unsupervised (with minimum user input)
and supervised approaches (Richards & Jia, 2006).
The latter will usually result in more precise infor-
mation and are more often applied in LTER projects.
Unsupervised approaches are preferred for exploratory
and quick analyses or if training data is not available or
of unknown quality. We often start unsupervised, gain
knowledge about the spectral properties of an area, and
then use these results for training supervised classi-
fiers. Supervised classifications may be pixel- or object
based, i.e., pixels are aggregated based on spectral
homogeneity criteria or objects built from spectral gra-
dients. Object-based analyses allow integrating image
texture in the classification process, which can be an
additional source of information to separate different
surface components. Especially, urban, agricultural, or
forest LTER may profit from such information. (Benz,
Hofmann, Willhauck, Lingenfelder, & Heynen, 2004;
Dorren, Maier, & Seijmonsbergen, 2003; Walker &
Briggs, 2007).

Today, most unsupervised classifications are per-
formed based on iterative clustering that defines
optimum class boundaries based on image statistics
and a user-defined number of classes. On the other
hand, there are many established supervised meth-
ods, from simple box classifiers, over probabilistic
approaches such as maximum-likelihood classifica-
tions, to distribution-free classifiers like neural net-
works or support vector machines (Atkinson & Tatnall,

1997; Huang, Davis, & Townshend, 2002; Pal &
Mather, 2005; Richards & Jia, 2006). However, the
most important point is always the quality of training
statistics, i.e., how well we can define examples for a
classification algorithm to be extrapolated to a larger
area. LTER sites offer a great opportunity for high-
quality supervised classifications, as there is a wealth
of training areas well known from multidisciplinary
research (Kratz et al., 2003). Classification-based
results often build the basic input for more sophis-
ticated thematic analyses or modeling approaches.
Among others, classified maps are often used as input
for structural analyses.

9.3.2 Analyzing Landscape Structure
with Remote Sensing

Spatially explicit structural information on LTER sites
delivers important input for solving numerous research
questions related to landscape ecology and is easily
deduced from remote sensing data. Information on
landscape pattern can be derived directly from spec-
tral data, e.g., based on texture (Kuemmerle, Hostert,
St-Louis, & Radeloff, 2009; St-Louis, Pidgeon,
Radeloff, Hawbaker, & Clayton, 2006), or from clas-
sified remote sensing data (Vogt, Riitters, Estreguil,
Kozak, & Wade, 2007; Wickham, Oneill, Riitters,
Wade, & Jones, 1997). We may, for example, prefer
to derive pattern information from continuous remote
sensing data when processes are determined along
ecoclines and from classified data if ecotones pre-
vail. In general, indicators on structural properties of
a landscape relate to the geometric configuration of the
analyzed surfaces in remote sensing data. Numerous
studies in landscape ecological research have shown
that relevant ecological indicators can be derived from
remote sensing-based structural information across
different scales and ecosystems. Most recently, urban
ecological research in LTER has significantly ben-
efited from remote sensing-based structural analysis
(Cadenasso, Pickett, & Schwarz, 2007; Keys, Wentz,
& Redman, 2007; Pickett et al., 2008).

Remote sensing approaches are directly congru-
ent with several core concepts of landscape ecology:
Remote sensing data offer input at multiple resolu-
tions and for different points in time, i.e., allows for
a spatio-temporal characterization of landscape het-
erogeneity across scales. Patch and edge statistics can
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be derived for large areas based on different process-
ing levels of remote sensing data. These allow, for
example, characterizing landscape fragmentation and
related habitat attributes. This kind of analysis offers
proxies for organism abundance at the landscape level
and for understanding the behavior and functioning of
the landscape itself (Malczewski, 1999; Sanderson &
Harris, 2000; Turner, 1989, 2005; Turner & Gardner,
1991).

9.3.3 Quantitative Parameters and
Remote Sensing-Based Models

Vegetation indices (as indices in general) can be
regarded as the most basic, semi-quantitative measure
from remote sensing data. Such approaches are sim-
ple, mostly relying on two or a few spectral bands.
Indices may thereby disregard physical principles that
are respected in the case of more sophisticated meth-
ods. However, indices are straightforward to calculate,
reduce some remote sensing data inherent problems
(such as topographically induced illumination differ-
ences), and are widely used in local to global scale
studies (Lillesand & Kiefer, 2000). Numerous LTER
studies are based on parameters derived from vege-
tation indices (Boelman et al., 2003; Duncan, Stow,
Franklin, & Hope, 1993; Li, Ustin, & Lay, 2005;
Stefanov, Ramsey, & Christensen, 2001). Indices as
such offer a relative, physically uncalibrated view of
‘more or less’ for a targeted surface property. The most
widely used Normalized Difference Vegetation Index
(NDVI) simply relates the spectral reflectance in the
visible red and the near infrared wavelength regions
to derive a summarized measure of vegetation vital-
ity and density. Such indices can again be empirically
calibrated and related to physically meaningful param-
eters, for example, leaf area index (LAI) or biomass
(Anderson, Hanson, & Haas, 1993; Baret & Guyot,
1991; Gupta et al., 2000).

More sophisticated and physically accurate
remote sensing approaches rely on models to derive
parameters quantitatively. Quantitative modeling
asks for calibrated data, usually radiometrically
corrected for atmospheric and topographic distor-
tions. After careful radiometric pre-processing, we
retrieve physically meaningful values, i.e., radiance
or reflectance/emissive data. In other words, such

data sets are regarded as remote sensing-based mea-
surements, comparable to field or laboratory-based
measurements, if we consider the accuracy constraints
of the correction and measurement procedures (Song,
Woodcock, Seto, Lenney, & Macomber, 2001). Such
data exhibit characteristic spectral absorption features
of surface components that – specifically in the case
of spectral high-resolution data – allow for analysis
methods based on such features. Moreover, such
data serves as input for spectrally driven models and
retrievable parameters can be diverse. These range
from chlorophyll or water content and LAI or biomass
in the case of vegetation, to soil organic carbon
context, or water sediment freight. (Palacios-Orueta
& Ustin, 1998; Sims & Gamon, 2003; Ustin, Roberts,
Gamon, Asner, & Green, 2004)

9.3.4 Remote Sensing and GIS
Integration – Knowledge-Based
Image Analysis

Digital information layers beyond remote sensing
derived information become more and more avail-
able – for different topics, for different regions of the
world, and at multiple scales. For that reason, there is a
tendency in remote sensing-related research to better
integrate other geodata sources in the analysis pro-
cess and to also integrate methods of digital image
processing systems and geoinformation systems (GIS).
Research teams in LTER sites collect substantial field-
based data, compile statistical databases, and perform
extensive field mapping. LTER is therefore a showcase
of how heterogeneous information can be integrated to
derive more detailed or complex indicators.

It is common to incorporate remote sensing derived
information in GIS and further analyze heterogeneous
data in an integrated way. It is less common – but
equally logical – to incorporate this wealth of auxil-
iary geodata (from the remote sensing point of view)
in the remote sensing data analysis process. A straight-
forward way to do so is to implement knowledge-based
image analysis strategies, i.e., to develop rule sets that
depend on additional information from non-remote
sensing geodata. Usually, such rule sets will be imple-
mented to stratify imagery for defining homogeneous
regions with respect to certain features, e.g., geology,
soils, plant communities, ground water levels, or slope.
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It is obvious that such processing schemes allow to rule
out otherwise confusing image characteristics and, for
example, to decrease class confusion in a given stra-
tum (Kontoes, Wilkinson, Burrill, Goffredo, & Megier,
1993; Stefanov et al., 2001; Wilkinson, 1996).

9.3.5 Multitemporal Data Analysis

LTER is, by definition, focused on monitoring ecosys-
tems over long periods of time. Remote sensing based
analysis must therefore be developed against the back-
ground of multitemporal comparability. Information
products from remote sensing should be the result of
multitemporal change analysis and reflect the mod-
ification of thematic classes or relevant parameters
compared to their status at a given starting point in
time.

Change analysis comprises several steps from an
accurate pre-processing to change analysis procedures
for the targeted variables, as well as their valida-
tion (Lu, Mausel, Brondizio, & Moran, 2004). Change
detection algorithms need to work differently on differ-
ent data sources, depending on the processing stage of
the data source. Input can be raw imagery, a classified
data set, or already quantitatively analyzed informa-
tion. It can comprise two, several, or many steps in
time. This mainly relates to the sensor system used
(compare Section 9.2 – Sensors, Resolution, and Scale)
and thus implicitly refers to the scale question and the
temporal resolution problem.

Multitemporal images have to represent similar
quantities to be compared or the change detection
algorithm has to be robust against uncalibrated image
input. Broad categories of change detection strategies
comprise bi-temporal vs. multitemporal approaches,
qualitative vs. quantitative approaches, and purely
image-based vs. GIS-integrated approaches (Coppin,
Jonckheere, Nackaerts, Muys, & Lambin, 2004; Lu
et al., 2004).

9.4 Examples from US-LTER Sites

All US-LTER sites extensively utilize remote sensing-
based data and derived information layers. Brief refer-
ences have been given to selected activities in the pre-
vious section of this chapter. In the following, details

are given for two examples from different ecosystems –
the Andrews Forest LTER and the Northern Temperate
Lakes LTER.

9.4.1 Remote Sensing for the Andrews
Forest LTER

The H.J. Andrews Experimental Forest, a 6,400 ha
USDA Forest Service research site established in 1948
in the Cascade Range of Oregon, has been a member of
the US Long-Term Ecological Research (LTER) pro-
gram since its inception in 1980 (AEF-LTER, 2002).
This wet (2,500 mm annual precipitation), temperate
conifer forest ecosystem ranges in age from planta-
tion forests 35–55 yrs old (following clear cutting and
burning) to 500-yr-old native forest established after
wildfire. The structure, composition, and dynamics of
forests and streams in this region have been the sub-
ject of intense science inquiry and social controversy
concerning conservation vs. exploitation. This theme
of science in its societal context appears in the cen-
tral question of the Andrews Forest LTER program:
How do land use (forest cutting and roads), natural
disturbances (mainly flood and wildfire), and climate
variability affect key ecosystem properties, especially
hydrology, carbon and nutrient dynamics, and biodi-
versity? Several aspects of this question are well served
by remote sensing science.

The Andrews Forest research program capital-
izes on the complementary aspects of intensive,
site-focused work of the LTER site and the much
more extensive capabilities of remote sensing. For
example:

– LTER studies have been concerned with how verti-
cal and horizontal structure of forest of various age
classes and origins influence the roles of the forest
as habitat, sources of wood products, and sites of
carbon sequestration. In this context, remote sens-
ing scientists have explored applications of LIDAR
to quickly and accurately assess forest structure
and estimate various stand attributes and ecological
functions (Lefsky et al., 1999; Means et al., 2000).

– Development of forest landscape patterns in
response to wildfire and forest cutting has been a
focus of landscape ecology and forest management
and policy in the Andrews Forest LTER program
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and across the Pacific Northwest for several decades
(Franklin & Forman, 1987; Garman, Swanson, &
Spies, 1999; Spies, Riple, & Bradshaw, 1994).
Remote sensing of the history of stand-replacement
disturbance has made it possible to examine effects
of natural disturbance processes (e.g., wildfire) and
land use (forest cutting) across millions of hectares
spanning a wide range of environments and land
ownerships and associated policies (Cohen et al.,
2002).

– LTER scientists have been examining carbon stores
and fluxes in forests of various structures, compo-
sitions, and disturbance histories. This information
has been incorporated into models used in conjunc-
tion with remote assessment of disturbance history
to map carbon sequestration/release in a 1 million
hectare area of the Oregon Cascade Range (Cohen,
Harmon, Wallin, & Fiorella, 1996). The broad geo-
graphic extent of remote sensing analysis makes
it possible to carry the analysis across private and
public ownerships, which have quite different land
use practices.

The potential for future collaborations of LTER with
remote sensing science is rich (LARSE, 2007). For
example, new techniques for assessing partial stand
disturbance (e.g., effects of low to moderate severity
fire, cutting, and wind disturbance) now under devel-
opment will be useful in examining effects of future
fires and forestry practices. Further links of modeling
with remote sensing will help extrapolate new find-
ings from the LTER site to much larger areas. These
are very appropriate ways to mutually benefit site-
intensive work at sites like LTER’s and geographically
extensive programs, like those using remote sensing.

9.4.2 Remote Sensing for the North
Temperate Lakes LTER

The North Temperate Lakes LTER site (NTL-LTER)
was created to support research into the ecology
of lakes over longer time periods and broader spa-
tial scales than most traditional studies in limnol-
ogy (Magnuson, Kratz, & Benson, 2006). Like the
Andrews LTER site, NTL was among the six orig-
inal sites in the US-LTER network at its inception.

Today it focuses on two lake districts, one (the
Northern Highlands Lake District) located in a forested
landscape in northern Wisconsin and the other (the
Madison Lakes) in an urban and agricultural setting
in the southern part of the state. The site is operated
by the University of Wisconsin-Madison, through the
UW Centre for Limnology.

Research conducted at the site has been quite
broad in scope, ranging from traditional studies of
in-lake processes, to investigations of the connec-
tions between lakes and their watersheds, to studies
of landscape-scale and regional-scale ecological pro-
cesses (Carpenter et al., 2007). During the 1990s,
the site’s mission expanded to include social science
alongside the natural science that represents the major-
ity of research in the US-LTER network.

Remote sensing has played a significant role at the
NTL site since the 1980s. The site has benefited from
a close relationship with the University of Wisconsin’s
Environmental Remote Sensing Center. Examples of
remote sensing-related projects at NTL-LTER include
the following:

– NTL-LTER researchers have used Landsat imagery
to map water clarity in approximately 8000 lakes
state wide (Chipman, Lillesand, Schmaltz, Leale, &
Nordheim, 2004). With support from NASA and the
Wisconsin Department of Natural Resources, state
wide lake clarity assessments were conducted for
three periods (ca. 1980, 1992, and 2000). These
assessments show general increases in water clarity
across the region over this time period, a find-
ing in accordance with field measurements and
with similar studies in neighboring states (Peckham
& Lillesand, 2006). The resulting water clarity
database is now being used for a wide variety
of studies to determine the relationships between
lake water clarity and numerous other lake-level,
landscape, and economic factors (e.g., Peckham,
Chipman, Lillesand, & Dodson, 2006).

– Remote sensing of lake ice provides a robust indi-
cator of regional-scale climate change. During the
1990s, scientists at NTL-LTER conducted a survey
of trends in ice phenology in the northern US and
Canada, using satellite imagery (Wynne, Lillesand,
Clayton, & Magnuson, 1998). This eventually led
to the formation of an international effort to exam-
ine long-term trends in lake ice across the northern
hemisphere (Magnuson et al., 2000).



9 The Role of Remote Sensing in LTER Projects 139

– The northern and southern lake districts in
Wisconsin have experienced radically different pat-
terns and trends in land use/land cover change.
Researchers at NTL-LTER have used historical
aerial photographs to interpret land use/land cover
in the 1930s, 1960s, and 1990s for both study areas.
In the Madison Lakes area, an increase in urban-
ization has led to dramatic changes in the extent
of impervious surfaces and in the velocity and vol-
ume of runoff to the lakes following rainstorms
(Wegner, 2001). In the northern lakes region, land
use changes have included reductions in clear cut-
ting along lakes’ riparian buffer zones and increases
in low-density residential development (Carpenter
et al., 2007; Marburg, 2006).

Remotely sensed data and products derived from
remote sensing are now among the ‘core data sets’
maintained by the NTL site. Over the coming years,
it is expected that the use of remote sensing (and,
more broadly, geographic information systems and
spatial analysis) will continue to increase at the site.
New focus areas for this activity include the use of
field spectroradiometers for characterizing the bio-
optical properties of lakes, and regional-scale moni-
toring of lakes and their watersheds at high temporal
frequency using global monitoring satellite systems
such as MODIS.

9.5 Conclusions and Outlook

It has been shown that remote sensing offers a wealth
of applications related to LTER. It is, however, impor-
tant to keep in mind the given limitations in order to
realistically identify the potential of remote sensing.
It also needs careful decisions of project managers
and scientists to apply appropriate techniques and
to choose the right degree of complexity in remote
sensing-based analyses in the frame of LTER. In other
words, there is an increasing necessity to incorporate
remote sensing specialists in LTER studies to handle
complex data and analysis tasks.

Future sensors and methods shall offer new oppor-
tunities, but will also add to the complexity of
applications. Satellite-based hyperspectral data at
Landsat-like geometric resolutions might be one of
the forthcoming challenges in LTER-related remote

sensing studies. Analyzing data with unprecedented
spectral properties at high geometric resolutions based
on operational acquisition intervals will certainly fur-
ther promote quantitative analysis and remote sensing-
based modeling approaches in LTER.

Finally, there is the need for future LTER to
develop a closer integration at the cross-section of
human–environmental systems (Haberl et al., 2006).
Combining remote sensing and geoinformatics (also
referred to as ‘geomatics’) is one way to integrate such
interdisciplinary approaches through spatially explicit
analysis and modeling. Research is needed to fur-
ther develop methods to integrate ‘soft’ socioeconomic
with ‘hard’ natural science information. LTER is one
of the few arenas where the scientific breadth of
involved disciplines facilitates substantial advances in
integrating human–environment–systems analysis.
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Long-Term Ecological Change in the Northern Wadden Sea

Justus E. E. van Beusekom, Christian Buschbaum, Martina Loebl,
Peter Martens, and Karsten Reise

Abstract The Wadden Sea is a shallow coastal
region in the south eastern North Sea. Karl Möbius
started ecological research in the northern Wadden
Sea about 150 years ago studying the extensive oys-
ter beds. With the foundation of a field station of the
Biologische Anstalt Helgoland in List/Sylt in 1924
biological research in the Wadden Sea was contin-
ued to date. Several time series were initiated between
the 1970s and the 1990s including a bi-weekly phyto-
plankton and zooplankton program and an observation
program on macrobenthos. Three factors dominating
the changes observed during the past decades are a
rise in temperature, decreasing nutrients, and increas-
ing invasions of non-native species. Phytoplankton
blooms gradually decrease due to the combined effect
of decreasing nutrient loads and increasing winter
temperatures. Mean annual zooplankton abundance is
stimulated by higher winter temperatures. Recently,
invading species are increasingly dominating native
mussel beds. For several invaders, a positive effect of
temperature was shown. We expect that major pres-
sures of change during the next years will be fur-
ther species introductions, temperature increase, and
reduced nutrient loads. On the long run (21st century),
we expect sea level rise to be the key factor of coastal
change through a loss of habitats with fine-grained sed-
iments and intertidal sediments in general. A major
challenge for coastal research will be to disentangle the
interactive effects of these pressures on the long-term
development of the Wadden Sea.

J.E.E. van Beusekom (�)
Alfred-Wegener-Institute for Polar and Marine Research,
Wadden Sea Station Sylt, Hafenstrasse 43, 25992 List/Sylt,
Germany
e-mail: Justus.van.beusekom@awi.de

Keywords Long-Term Change · Wadden Sea · Sea
level rise · Invaders · Eutrophication · Temperature

10.1 Introduction

The Wadden Sea is an area of outstanding beauty
and has a high ecological relevance. The Dutch and
German governments have jointly applied the status of
a ‘World Heritage Site’ (CWSS, 2008). The Wadden
Sea stretches from Den Helder in the Netherlands to
the Skallingen peninsula in Denmark. It presently com-
prises a shoreline of about 900 km and an area of
about 8000 km2 (Reise, 2005). It is one of the largest
coherent tidal flat areas in the world.

Ecological research in the Northern Wadden Sea
has a long tradition. First investigations were car-
ried out almost one and a half centuries ago by Karl
Möbius (Möbius, 1877). He investigated the oyster
beds of the European Oyster (Ostrea edulis) in the
northern Wadden Sea (Fig. 10.1). This investigation
was prompted by complaints of local oyster fishermen,
who noticed a gradual reduction in catch and stand-
ing stock (e.g. Lotze, 2005). A 7-year fishery ban as
proposed by Möbius did not bring about the expected
recovery. During the 1920s Prof. A. Hagmeier from the
Biologische Anstalt Helgoland (BAH) on Helgoland
suggested to develop cultivation techniques to increase
the yield of the Oyster beds. This resulted among
others in the foundation of a field station of the
Biologische Anstalt Helgoland in 1924 in List on Sylt.
Since then numerous studies have been carried out on
the biology and ecology of the northern Wadden Sea.

The early studies now are an indispensable tool to
understand long-term coastal change in the Wadden

145F. Müller et al. (eds.), Long-Term Ecological Research,
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Fig. 10.1 Map showing the position of the Northern Wadden Sea and the List Tidal Basin

Sea. During recent decades, regular observations were
initiated to study the temporal dynamics of this ecosys-
tem. Several of these programs are now in place and
they cover a wide range of aspects including hydrogra-
phy, nutrients, phytoplankton, zooplankton, macroben-
thos, macroalgae, mussel- and sea grass beds, and
sedimentology (van Beusekom & Reise, 2008).

Focus of this contribution is to give an overview
of ecological changes observed in the northern part of
the Wadden Sea during the past century. We will show
that at present temperature, eutrophication and species
introduction are the main drivers of coastal change.
First indications (Reise, Herre, & Sturm, 2008) point at
sea level rise to be a prominent factor in coastal change
during this century (Reise & van Beusekom, 2008). On
longer time scales covering the time before the first sci-
entific reports, other factors have induced ecological
change in the Wadden Sea including fishing, hunt-
ing, and embankment (Lotze, 2005; Lotze et al., 2005;
Reise, 2005). Fishing remains an important aspect of
human-induced change in coastal ecology but is not
explicitly dealt with in this study.

10.2 Area Description

Our data and investigations focus on the List Tidal
Basin (54◦50′–55◦10′ N and 8◦20′–8◦40′ E), a

404 km2semi-enclosed bight in the northern Wadden
Sea (North Sea, Europe; Fig. 10.1). The basin is con-
nected to the open North Sea by a single tidal inlet.
To the north and to the south the basin is closed
by two dams connecting the island of Rømø and the
island of Sylt with the mainland. The southern dam
(Hindenburgdamm) was built in 1927. The northern
dam was finished in 1948. Water volume at mean
tidal level is about 845 × 106 m3. The mean water
depth is 2.7 m (Loebl, Dolch, & van Beusekom, 2007)
but reaches up to 40 m in the main tidal channel.
The water column is mostly homogeneously mixed
(Hickel, 1980). Tides are semidiurnal; the mean tidal
range is about 2 m. During low tide, about 40% of
the area is emerged. About 90% of the area is covered
by sandy sediments. Salinity dynamics are dominated
by the freshwater discharge of the rivers Weser and
Elbe debouching about 150 km south of the Basin into
the North Sea (Hickel, 1980; van Beusekom, Weigelt-
Krenz, & Martens, 2008). Monthly mean salinity and
temperature reach seasonal minimum values around
February and maximum values around August (van
Beusekom, Weigelt-Krenz, et al., 2008). Monthly
mean salinity (1984–2005) ranges between 24.8 and
31.8 in February (mean, 28.1 ± 1.5) and between
28.6 and 32.4 in August (mean, 30.7 ± 1.1). Monthly
mean temperature (1984–2005) ranges between –1.8
and +5.3 in February (mean, 2.3 ± 2.0) and between
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16.3 and 21.9 in August (mean, 18.4 ± 1.4) (Martens &
van Beusekom, 2008). Suspended matter ranges from
~20–60 mg/l in winter to ~5 mg/l in late summer. A
detailed description of the area is given by Gätje and
Reise (1998).

10.3 Historical Changes
Since the Mid-19th Century

The earliest investigations in the northern Wadden Sea
that allow at least a qualitative comparison with the
present situation date back to the second half of the
19th century. Möbius (1877, 1893) and Hagmeier and
Kändler (1927) observed a diverse epibenthos in tidal
channels of the northern Wadden Sea. They described
dense beds of subtidal eelgrass (Zostera marina) and
mussels and reefs of oysters (Ostrea edulis) and
Sabellaria spinulosa – a colonial and tube-building
polychaete. These earliest investigations were repeated
by Buhs and Reise (1997) using a similar gear, i.e., a
traditional oyster dredge. Buhs and Reise (1997) and
Reise and Buhs (1999) concluded that the epibenthic
species richness had declined. Important communities
like Sabellaria reefs, subtidal eelgrass beds, and oyster
beds were diminished. The decrease in species richness
was mainly attributed to fisheries. The disappearance
of subtidal eelgrass beds is probably related to the so-
called wasting disease by the slime mold Labyrinthula

sp. that whipped out most of the eelgrass beds during
the 1930s (Wohlenberg, 1935).

Earliest studies of the intertidal that allow a com-
parison with the recent situation date back to investi-
gations in Königshafen during the 1920s and 1930s.
Nienburg (1927) and Wohlenberg (1937) mainly
focused on the benthic community of the intertidal of
Königshafen, a small embayment in the northern part
of the island of Sylt (Fig. 10.1). Reise et al. (2008)
repeated Wohlenberg’s investigation between 1988
and 2006 and detected major changes (Fig. 10.2). In
the upper intertidal zone, muddy sediments originally
inhabited by Corophium volutator are now replaced
by a sandy berm with Arenicola marina. Below, for-
mer sea grass beds are now replaced by dense green
algae mats (Enteromorpha spp., Chaetomorpha spp.,
Ulva ssp.). The lowest intertidal zone was dominated
by extensive mussel beds and attached macroalgae
(Fucus vesiculosus forma mytili) but nowadays these
musselbeds are largely gone. Reise et al. (2008) sug-
gest that the combination of four factors has lead to
the observed changes during seven decades (1) sea
level rise being responsible for increased sandiness at
the expense of mud inhibiting C. volutator and facil-
itating A. marina, (2) eutrophication supported the
development of massive green algae mats affecting
most infauna and sea grass, (3) extreme weather events
initiated the loss of mussel beds with attached fucoid
algae, and (4) introduced exotic species (about nine)
have added to the local species richness. A long-term

Fig. 10.2 Macrobenthic zonation in Gröning-Watt
(Königshafen Sylt) from a Puccinellia-saltmarsh down to low
tide level in 1932 (schematic after Wohlenberg, 1937; see
Fig. 1.1) and seven decades later following a rise in high
water level and eutrophication (see text). 1 – saltmarsh, 2 –

Cyanobacteria-mats, 3 – Corophium-belt, 4 – Arenicola, 5 –
Zostera noltii, 6 – Z. marina, 7 – Fucus anchored by mussels, 8 –
sandy beach, 9 – Enteromorpha-mats, 10 – Chaetomorpha-mats,
11 – Ulva-mats. From Reise et al. (2008)
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comparison of sediment composition in Königshafen
by Dolch and Hass (2008) supports the general loss
of fine sediment particles from Königshafen, pre-
sumably caused by increasing hydrodynamics due to
sea level rise. According to the CPSL (2005) the
annual mean high water level rose by 0.25 cm/year
in the Wadden Sea from 1890 to 1989 and even by
0.67 cm/year for the period 1971–1989. A rising water
level is associated with stronger currents that cause
removal of fine-grained sediments (Dolch & Hass,
2008).

10.4 Recent Changes

The long-term comparisons described above give valu-
able information on changes on the decadal time scale.
However, the resolution of the observation cannot ade-
quately address short-term dynamics. Several observa-
tion programs are now in place revealing the annual
dynamics of the ecosystem. These reveal that temper-
ature and nutrients are the main drivers of ecological

dynamics on annual time scales. In addition, the abun-
dance of several invading species increased rapidly
during the past decades.

10.4.1 Temperature Changes

The mean seasonal cycle of the water temperature
shows on average minimum values of about 2◦C
in February and maximum temperatures of 18◦C in
August (Fig. 10.3a). We calculated the deviations
of monthly water temperatures from the long-term
monthly mean (Fig. 10.3b). Especially during the
period 1984–1987 the winter temperatures were below
the long-term mean. During recent years autumn tem-
peratures are clearly above the long-term mean. A
trend analysis for the period 1984–2005 (Martens &
van Beusekom, 2008) revealed a significant increase
in the mean annual temperature of about 1◦C during
the last 20 years, but interannual variability remains
very high. On a monthly basis, a significant increase of
more than 3◦C with time was only found for September
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indicating a gradual lengthening of the summer season
(Martens & van Beusekom, 2008).

10.4.2 Salinity and Nutrients

The rivers Weser and Elbe are the major freshwater
sources in the German Bight and adjacent northern
Wadden Sea (e.g., Hickel, 1980). Regular data on
the rivers Weser and Elbe are available since the late
1970s. Discharge shows large interannual differences
and correlates with the mean annual salinity in the
List Tidal Basin with highest salinities during years
with a low riverine discharge (van Beusekom, Weigelt-
Krenz, et al., 2008). Nitrogen is the main driver of
coastal eutrophication in the northern Wadden Sea (van
Beusekom, Loebl, & Marten, 2008). Riverine nitrogen
loads attained a maximum during the mid 1980s and
decreased continuously since then at a rate of about 2%
per year (van Beusekom et al., 2005). Van Beusekom,
Loebl, et al. (2008) found a similar decrease in winter
nitrate concentrations in the List Tidal Basin of about
2% in a multiple regression including time and salinity
as independent factors, but a large part of the vari-
ability remained unexplained. The authors suggested
that denitrification or anammox (the anaerobic oxida-
tion of NH4 by NO2 to N2; e.g. Kuypers et al., 2003)
is responsible for a variable amount of nitrate being
removed during winter.

10.4.3 Plankton

Two time series focusing on phytoplankton and
zooplankton are now being maintained in the list
Tidal Basin (Martens & van Beusekom, 2008; van
Beusekom, Loebl, et al., 2008). Inter annual phy-
toplankton dynamics are influenced by two fac-
tors: temperature and riverine nutrient loads. The
diatom spring bloom which occurs between March
and May is strongly influenced by temperature with
higher biomass being attained after cold winters. A
similar phenomenon is observed along the North
American east coast and experimental evidence sug-
gests that both enhanced pelagic grazing by zooplank-
ton and enhanced filter feeding by benthic organisms
are responsible for the low phytoplankton biomass
attained after mild winters (Keller, Oviatt, Walker, &
Hawk, 1999). Mean summer phytoplankton biomass
on the other hand is significantly correlated with the
riverine nitrogen loads by the rivers Weser and Elbe
(p = 0.0076; Fig. 10.4). At present, much atten-
tion is given to background values as they may be
used to assess the ecological state of coastal waters
for the EU Water Framework Directive. No data are
available, but we estimate that the pre-eutrophication
levels were about five times lower than recent values
(1984–2002) (van Beusekom, 2005). Van Beusekom
(2006) estimated a summer phytoplankton biomass
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(as Chl a) under pristine riverine nutrient loads of
about 1–2 μg Chla L–1. This value is also shown in
Fig. 10.4. Tentatively, the following conclusions can
be drawn from Fig. 10.4: A large uncertainty exists in
the relation between riverine nitrogen loads and sum-
mer phytoplankton standing stock. The maximum and
minimum summer phytoplankton that can be expected
at a certain riverine nitrogen load lie between the two
dashed lines that converge toward the estimated back-
ground chlorophyll values estimated for pristine nitro-
gen loads. This implies an uncertainty of about 50%
at all levels of riverine nitrogen loads. Which factors
are responsible for the observed variability remains
unknown, both interannual differences in the magni-
tude pelagic grazing (Loebl & van Beusekom, 2008),
benthic filter feeding and in the amount of organic mat-
ter imported into the Wadden Sea from the North Sea
(van Beusekom & de Jonge, 2002) may contribute to
the observed variability.

If nutrient availability drives the phytoplankton
standing stock, we may expect an increase in nutrient
limitation. This was indeed found by Loebl, Colijn, and
van Beusekom (2008) who used a method developed
by Cloern (1999) to identify potential limiting factors.
Two trends were found: (1) between the 1980s and the
2000s potential nitrogen limitation increased from less
than 1 to 2 months and (2) in September a shift from
light limitation to a co-limitation of light and nitro-
gen occurred. These findings were corroborated by van
Beusekom, Loebl, et al. (2008) who found a signifi-
cant increase in the frequency of observations with low
nitrate concentrations (<0.5 μM) during summer.

Zooplankton dynamics are mainly temperature con-
trolled (Martens & van Beusekom, 2008). Mean annual
adult copepod numbers and season length correlated
positively with the preceding winter temperature. This
makes sense as most of the copepod species develop
from resting eggs and hatching rates are positively
correlated with temperature (Holste & Peck, 2006).

10.4.4 Benthos

The long-term change of the benthos on the time
scale of several decades has been addressed in a pre-
vious section. Here we will focus on recent changes
(last two-three decades). The single-most factor chang-
ing the face of the Wadden Sea is the introduction

of non-native species. Up to 52 exotic species are
presently known for the Wadden Sea. Six of these
species already do or are about to have strong effects
on habitats and biota (Reise, Dankers, & Essink, 2005).
In several cases, evidence exists that temperature plays
an important role in the recent proliferation of these
species.

The cord grass Spartina anglica – a fertile hybrid of
S. marina and S. alterniflora – was introduced to the
Wadden Sea coast in the 1920s for coastal protection.
Recently, an enhanced spread is observed along the
shoreline of Sylt and it is suggested that this plant may
have taken advantage of a rise in spring temperatures
(Loebl, van Beusekom, & Reise, 2006).

The Japanese sea weed Sargassum muticum was
first observed near Sylt in 1993 (Schorries & Albrecht,
1995). The highly branched thalli offer a complex
habitat for a rich associated community of native
epibiontic species and motile fauna (Buschbaum,
2005; Buschbaum, Chapman, & Saier, 2006, Polte &
Buschbaum, 2008).

The North American estuarine polychaete
Marenzellaria cf. wireni is less important in the
List Tidal Basin but can attain large densities in other
parts of the Wadden Sea. It was first observed in the
Ems estuary in 1983 (Essink, Eppinga, & Dekker,
1998).

The American razor clam Ensis americanus was
introduced in the German Bight in 1978 and rapidly
spread along the entire Wadden Sea (Armonies, 2001).
Maximum abundances are reached in the shallow sub-
tidal. Larvae reach very high abundances in the plank-
ton (Strasser & Günther, 2001) and it may well be
one of the most abundant large bivalves in the shal-
low subtidal reaching biomasses comparable to native
cockles and mussels (Armonies & Reise, 1999; Reise,
Dankers, et al., 2005).

The slipper limpet Crepidula fornicata was intro-
duced to Europe with oyster cultures and was first
observed in the list Tidal Basin in the 1920s. Cold
winters mainly limit this filter-feeding snail (Thieltges,
Strasser, van Beusekom, & Reise, 2004). Recently, a
strong increase in abundances is observed (Thieltges,
Reise, Prinz, & Jensen, 2009) which may be related to
a series of relatively mild winters (compare Thieltges
et al., 2004; Fig. 10.2).

The single-most event presently changing the face
of the Wadden Sea (Fig. 10.5) is the recent spread
of the pacific Oyster (Crassostrea gigas). In 1986
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Fig. 10.5 Pictures of a mussel bed in 1995 without (above) and
in 2006 with the pacific Oyster (photographs. C. Buschbaum,
K. Reise)

an oyster culture was established in the List Tidal
Basin that was stocked with spat mainly from British
hatcheries and in 1991 the first free-living oyster was
found (Reise, 1998). Recruitment of this bivalve occurs
during July and August and is successful during years
with above average temperatures (>18◦C, Diederich,
Nehls, van Beusekom, & Reise, 2005).

The strong increase in oyster densities from 10
individuals m−2 in 1995 to more than 1,000 indi-
viduals m−2 in 2006 (Reise, 2007) is accompanied
by a loss of native blue mussel beds (Mytilus edulis)
because oysters have been using mussels for attach-
ment. Thus mussel beds changed to oyster reefs with
many effects on the associated species community
(Kochmann, Buschbaum, Volkenborn, & Reise, 2008).
Apart from the Pacific Oyster, the abundance of other
invasive species, most of them present in the area for
several decades, increased during the past two decades
(Büttger et al., 2008).

Seagrass is a quality indicator of the Wadden Sea
(Reise, Jager, de Jong, van Katwijk, & Schanz, 2005).
The wasting disease (an infection with the slime mold
Labyrinthula) whipped out most seagrass beds in the
1930s. Whereas Zostera noltii re-established, the sub-
tidal Z. marina beds did not return. From about the

1950s Z. noltii decreased (T. Dolch pers. comm.) but
since the mid 1990s a recovery is observed (Reise
& Kohlus, 2008). It remains to be tested whether the
recovery is due to a change in storm frequency (Reise
& Kohlus, 2008) or other factors like the decreasing
eutrophication.

10.5 Outlook

We expect a further increase of invasive species in
the Wadden Sea. Epibenthic suspension feeders such
as Pacific Oysters (Crassostrea gigas), the razor clam
(Ensis americanus) and the American slipper limpet
(Crepidula fornicata) will expand their occurrence in
the shallow subtidal zone providing additional hard
substrate for further exotics like the Japanese sea-
weed (Sargassum muticum) and the suspension feed-
ing tunicate Styela clava. The increase in suspension
feeders in combination with decreasing nutrient loads
will also affect the phyto- and zooplankton density in
the water column with consequences for the nutrient
cycles. On longer time scales, sea level rise will have
a major impact on this coastal ecosystem (Reise & van
Beusekom, 2008).

The Wadden Sea is currently rapidly changing
due to a combination of rapid warming (IPCC,
2007), accelerated species introductions (Reise & van
Beusekom, 2008) and nutrient reduction. Long-term
observations in combination with appropriate experi-
ments will be an indispensable tool for understanding
the ecological change in the Wadden Sea and for
providing scenarios of future coastal change.
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Chapter 11

Long-Term Model Simulation of Environmental Conditions
to Identify Externally Forced Signals in Biological Time
Series

Karina Stockmann, Ulrich Callies, Bryan F.J. Manly,and Karen H. Wiltshire

Abstract A case study is presented to demonstrate
the added value which can be gained from combining
long-term biological observations with model-based
hind casts of physical environmental conditions. The
study utilizes numerically simulated high-resolution
fields of currents and water levels in the North Sea
to investigate the relevance of hydrodynamic condi-
tions for the occurrence of phytoplankton blooms, as
observed at Helgoland Roads in the inner German
Bight. Inter-annual variations as well as a possible
regime shift are discussed with regard to the spring
mean diatom day. The long-term high-resolution simu-
lations of the North Sea circulation are taken from the
data base ‘coastDat’.

Keywords Hydrodynamics · Long-term time series ·
Phytoplankton spring bloom

11.1 Introduction

Trends and shifts of biological parameters in the
North Sea and Wadden Sea are an important topic
broadly discussed in the literature. Examples of inter-
est are increased abundances of polychaetes in the
western Wadden Sea (Beukema, Cadee, & Dekker,
2002), changes in the timing and abundance of zoo
and phytoplankton species in the late 1970s (Edwards,
Beaugrand, Reid, Rowden, & Jones, 2002) or the
late 1980s (Dickson, Colebrook, & Svendsen, 1992;
Edwards et al., 2002), changes in the abundance and
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distribution of North Sea fish stocks in the late 1970s
(Corten, 1990) or 1980s (Reid, DeFatima-Borges, &
Svendsen, 2001). The existence of discernible regime
shifts has been proposed for the years around 1979,
1988, and possibly 1998 (Radach & Pätsch, 2007;
Weijerman, Lindeboom, & Zuur, 2005).

The temporal evolution of ecosystems, via the
growth of primary producers, is largely driven by vari-
ations of external physical forcing (e.g. Colebrook,
1986; Gröger & Rumohr, 2006; Wiltshire et al., 2008).
The most obvious example is the seasonal cycle
brought about mainly by changes in radiation and tem-
perature. However, changes on many other time scales
have a bearing on the behaviour of ecosystems and
should therefore be taken into account for a meaningful
interpretation of biological time series. Changes of the
North Sea ecosystem have been assumed to be linked
to the Atlantic inflow (Turrel, 1992; Reid, Edwards,
Beaugrand, Skogen, & Stevens, 2003) or to local
hydro-meteorological forcing parameters (Beaugrand,
2004; Reid et al., 2001). Therefore, long and homoge-
neous data on the physical environment are a prereq-
uisite for the successful interpretation of time series of
long-term ecological monitoring programs.

Ideally data on physical external forcing should be
free of variation caused by changes in instrumentation,
measurement techniques, or observational practices,
which prevent reliable analyses of long-term trends
and variability. Unfortunately for the oceans and the
coastal zone such data are rare. Often observations
have been taken only for a limited period and are spa-
tially patchy or simply not available. Observed data
almost never cover the whole domain of interest with a
sufficient spatial or temporal resolution.

Numerical model simulations provide the option to
at least partially overcome these difficulties. If models
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are run in a hindcast mode, methods of data assimila-
tion may be applied to feed all available information
into the numerical model system over a continuous
time period (e.g. Salomon, Breton, & Guegueniat,
1993; Weisse & Günther, 2007). Then the model’s
role is to transfer and spread this information in time
and space according to known physical laws. Each
time new data become available, these data will be
merged with the model state which summarizes all past
information up to the present point of time. The result-
ing best analysis may be stored on an hourly basis,
for instance, to guarantee sufficient representation of
short-term system variability. In meteorology such
model-based weather re-analyses (hind casts) based
on frozen state-of-the-art models have now become
common tools for atmospheric analyses. The so-called
global re-analyses projects (Kistler et al., 2001) pro-
vide gridded atmospheric data of best possible homo-
geneity for several decades, albeit at relatively coarse
spatial and temporal resolutions.

For coastal and offshore purposes atmospheric data
are the most essential boundary values. The global
atmospheric re-analyses may be regionally refined by
a nested modelling approach. The higher resolution
of atmospheric data may then be employed as upper
boundary conditions for numerical models dealing
with storm surge and wave simulations. Similar to
the global atmospheric model, all subsequent regional
scale high-resolution models may be run for many
decades to produce a consistent reconstruction of
regional scale weather-related variability.

The main objective of this chapter is to illustrate
the application of such detailed reconstructions of the
North Sea circulation on long-term biological obser-
vations. We report a case study dealing with the rela-
tionship between diatom abundances observed in the
vicinity of the island of Helgoland and reconstructed
hydrodynamic circulation patterns in the inner German
Bight.

11.2 The coastDat Data Set

The portal coastDat (www.coastdat.de) does not repre-
sent a hindcast initiative in itself. The idea of coast-
Dat is to provide a unique platform which hosts,
describes, and promotes such data sets (Feser, Weisse,
& VonStorch, 2001) and their key applications (Weisse

& Plüß, 2006). A unique combination of consistent
atmospheric and oceanic parameters is offered at high
spatial and temporal detail, even for locations and vari-
ables for which no measurements have been made.
Coastal scenarios are provided for the near future to
complement the numerical analyses of past conditions.
All data sets meet the following minimum quality
standards:

– Long and high-resolution reconstructions of recent
offshore and coastal conditions

– Performed with state-of-the-art frozen model sys-
tems

– Performed with as homogeneous as possible bound-
ary data

– Extensively validated with existing observational
data (e.g. Plüß, 2004; Weisse & Plüß, 2006).

For the present study we used currents from
the coastDat data set that was produced within the
EU-funded project HIPOCAS (Hindcast of Dynamic
Processes of the Ocean and the Coastal Areas). The
data set consistently combines atmospheric simula-
tions with simulations of currents, sea levels and
waves. Figure 11.1 outlines how these partial data sets

Fig. 11.1 Outline of the generation of consistent data sets
stored in coastDat: Numerical models for the atmosphere, cur-
rents, or waves are coupled to or nested within each other to
provide necessary boundary conditions. Lagrangian trajectory
calculations (transports) including estimates of travel times, for
instance, may be based on both shelf-sea currents and wind drift
effects. Model results are stored with an hourly resolution for
several decades; most data sets start in 1958
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are related to each other. Current and sea level fields
were produced by running the finite element model
TELEMAC 2D (Hervouet & van Haren, 1996). For a
more detailed simulation of the general model set up
the reader is referred to Plüß (2004).

11.3 The Helgoland Roads Time Series

In 1962 a long-term pelagic monitoring program,
including plankton species composition, was started
at the island of Helgoland (54◦11.3′N, 7◦54.0′E) in
the North Sea by the Biologische Anstalt Helgoland,
on a work-daily basis (Hickel, Mangelsdorf, & Berg,
1993). This study focuses on the mean diatom day
(MDD) – a variable, which represents the mean tim-
ing of the diatom bloom. Wiltshire and Manly (2004)
computed it from the observed time series for the
quarters of each year (January–March, April–June,
July–September, and October–December). The MDD
was defined as

MDD =
∑

fidi∑
fi

where fi is the diatom count on day di of the quarter.
The MDD of the spring bloom is defined for the

period from January to March. Observed annual values
are shown in Fig. 11.2. Smoothing the MDD using a 5-
year running mean Wiltshire and Manly (2004) show
a distinct shift around the year 1978. The main moti-
vation for the present study is to investigate whether

Fig. 11.2 Annual values of the spring bloom mean diatom day
observed at station Helgoland Roads. The black line represents
corresponding 5-years running means (after Wiltshire & Manly,
2004)

this shift can be explained by corresponding changes
of circulation patterns in the North Sea.

11.4 Methods

For the present study we chose water flow (product of
velocity and total water depth) as our basic physical
variable to be related to the biological observations.
Using water flow instead of velocity puts less empha-
sis on near shore shallow water currents and is in
line with a concept of mass balances. Since we were
interested in anomalies, all externally forced periodic
signals were removed from the current data as follows:
A Fourier analysis was applied to extract all variations
that are related to astronomically prescribed frequen-
cies with time scales up to one year. The resulting
filtered residual data contained neither tidal nor long-
term seasonal cycles. The filtering has been applied
to currents and water levels individually, prior to the
calculation of water flows.

Next we subjected the time series of hourly resid-
ual water flow fields to empirical orthogonal function
(EOF) analysis. This mathematical technique corre-
sponds to principal component analysis (PCA), and
a detailed description can be found in von Storch
and Zwiers (1999). Spatial patterns of water transport
anomalies in the inner German Bight are identified, the
amplitudes of which (principal components, PCs) can
be related to anomalies (i.e. inter-annual variations) of
the MDD observed at Helgoland Roads.

11.5 Results

Figure 11.3 shows the mean residual flow pattern (left
panel) together with the two most important anomaly
patterns which explain 70 and 17%, respectively, of
total residual variability. Time series of the annually
averaged amplitudes of the residual transport patterns
(i.e. the corresponding principal components, PCs) are
shown in Fig. 11.4 (PC 1 for pattern 1, PC 2 for
pattern 2). The mean residual transport not includ-
ing tidal effects turns out to be very weak (close to
zero). For this reason superimpositions of the two
anomaly patterns shown in Fig. 11.3 multiplied with
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Fig. 11.3 Anomaly patterns
of residual water flows as
obtained from EOF analysis
(see text). Amplitudes of the
two anomaly patterns are
shown in Fig. 11.4

Fig. 11.4 Annually averaged
time series of amplitudes
(principal components, PCs)
of the two anomaly patterns
shown in Fig. 11.3. Black dots
indicate observations of
freshwater signals (low
salinity in combination with
high nutrient concentrations)

their corresponding amplitudes closely approximate
actual residual flow patterns.

Due to the lack of sufficiently dense observations,
validation of modelled water flow fields is a difficult
task. It is even more difficult to validate water mass
exchanges between different regions, as such calcula-
tions amount to an integration of changing flow fields
over a certain span of time. Tracer experiments are the
only way to check in detail whether modelled water
mass transports are realistic (e.g. Maier-Reimer, 1977).
For the present study we chose a related approach to
check whether the model simulations can be regarded
meaningful. From the time series of salinity and nutri-
ent concentrations observed at Helgoland Roads, spe-
cial freshwater inflow events were identified. Within
six to eight hours salinity decreased by approximately
2‰ and simultaneously an increase of nitrate and sili-
cate concentration was measured, which was mirroring
the salinity curve. An automated procedure extracted
about 150 of such events from the time series accord-
ing to two pre-specified objective criteria. In Fig. 11.4
these events are marked as black dots.

The first observation from Fig. 11.4 is that the sym-
bols which indicate freshwater signals are not evenly
distributed but tend to be clustered during certain peri-
ods. The second very interesting observation is that

there seems to be a relation between the occurrence of
freshwater events and the annual running mean ampli-
tudes of the water flow anomaly patterns. Freshwater
inflow events never occur with high positive values of
PC 2. According to the right panel of Fig. 11.3, a posi-
tive amplitude implies that the island of Helgoland will
be hit by water from the northwest. It is consistent to
assume that if this situation is dominant, freshwater
inflow from the coastal area of the inner German Bight
(or from the river Elbe) will be suppressed.

With regard to Fig. 11.4 the question of a possible
conflict of time scales may be raised. The freshwa-
ter events are defined on a time scale of the order
of two days. In the figure these events are combined
with annual averages of the PCs representing instanta-
neous patterns of water transport. We suggest reading
Fig. 11.4 in the sense that observed events are condi-
tioned by means of hydrodynamic conditions. It should
not be read in the sense that actual residual currents
can be used as efficient predictors for the occurrence
of freshwater events. Typically, freshwater from the
river Elbe that arrives at Helgoland has been trans-
ported by changing currents for about two weeks,
which by far exceeds the time span during which
the resulting freshwater signal can be observed at
Helgoland.
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Fig. 11.5 Correlation
between the two PCs,
corresponding with the two
anomaly residual flow
patterns in Fig. 11.3. The
correlation is shown as a
function of the time interval
used for moving averaging

By definition, the time coefficients (PCs) that
belong to different EOFs (i.e. anomaly flow patterns)
must be uncorrelated. This holds for time series of
instantaneous values. According to Fig. 11.4, however,
annual averaging produces a significant amount of neg-
ative correlation between the two PCs. Figure 11.5
shows correlation between the two PCs as a function of
the smoothing interval. A negative correlation between
the two time series originates rapidly when the smooth-
ing interval is extended up to about two weeks. For
longer time intervals the correlation increases at a
lower rate. A spectral analysis of the data (not shown)
reveals that the second PC has much more variability
on short-term scales than the first PC. This short-term
variability being present in only one PC seems to be
the major reason for the lack of correlation of instan-
taneous values. It will be a topic of further research to
investigate how the different behaviour of the two PCs
can be linked to different modes of atmospheric forc-
ing. Here, just two examples will be given to indicate
which kind of links can be expected to exist.

It is reasonable to expect that inter-annual variations
of the mean hydrodynamic conditions before spring
algae blooms have a major impact on the variability of
the MDD. Figure 11.6 compares the de-trended time
series of observed MDDs with de-trended time series
of the PCs of the second anomaly pattern and temper-
ature, averaged over the 80 days prior to the MDD.
We chose a time span of 80 days, because it produces
the highest correlations. The MDD seems to be con-
nected to the means of PC 2 (correlation coefficient
0.52) and temperature (correlation coefficient −0.40).
It was possible for these correlations to reject the null
hypothesis on a 1% significance level.

Fig. 11.6 Mean diatom days (MDD, spring diatom bloom), and
temperature and time coefficients (PCs) of the second residual
flow pattern, averaged over the last 80 days before the observed
MDD. Correlation between de-trended data is 0.52

In agreement with the above correlations, the time
series of the MDD, mean PC 2 and temperature
show a similar inter-annual variability (Fig. 11.6). This
implies that a higher PC 2 in autumn is followed by a
delayed MDD and vice versa.

Notwithstanding its short-term correlation with the
MDD, the second residual anomaly pattern, however,
was found to be unable to explain the shift near
year 1978 in the 5-year mean of spring bloom MDD
(Fig. 11.2). It has already been mentioned that vari-
ability of the first PC is more concentrated in the
long wave spectrum. Therefore the first PC may be
anticipated to be a better predictor for long-term vari-
ations. Figure 11.7 compares the 5-year means of the
time coefficient of the first PC with the MDD. Both
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Fig. 11.7 5-yr means of (a) MDD, (b) PC 1, and PC 2 and (c)
PC 1 in March

parameters show a simultaneous increase near the year
1978. Approximately at the same time (in 1977) the
Great Salinity Anomaly reached its minimum in the
western approaches to the English Channel (Dickson,
Meincke, Malmberg, & Lee, 1988) and it is shown that
changes in salinity in the northern North Sea during
the 1970s were correlated with changes in fish stocks
and plankton composition (Corten, 1990; Aebischer
et al., 1990). Presumably the changes of the flow
pattern in the German Bight with a stronger inflow
from west, which change the composition of the water
body (salinity, nutrients, temperature), also caused a
delayed MDD.

The main changes of PC 1 occur in the month of
March. This may also be the reason, why the step-
like shift of the MDD can only be found for the spring
bloom.

11.6 Discussion

A major difficulty with the interpretation of marine
biological observations is the fact that local condi-
tions are permanently affected by mostly insufficiently
known advection. The objective of the present study
was to demonstrate how this problem may be tackled
by combining long-term observational evidence with
detailed reconstructions of the physical environment.

The importance of long-term simulations for a
proper interpretation of observed variability is illus-
trated by Fig. 11.4. In a previous paper, Kauker and von

Storch (2000) investigated the short-term variability
of a 15-yr general circulation simulation of the North
Sea. Similar to our study the exposure of shelf-sea cur-
rents to re-analysed atmospheric forcing was taken into
account. However, according to Fig. 11.4 the period
1979–1993 considered by Kauker and von Storch hap-
pens to seem qualitatively different from the times
before and after, being characterized by the absence
of negative mean amplitudes of the first anomaly pat-
tern. At the same time positive mean amplitudes of
the second pattern are less pronounced. This means
(cf. Fig. 11.3) that during the 15-year period the mean
inflow has turned counter clockwise from north-
westerly to more westerly directions. If no simulations
were available before 1978, the extension of the time
series up to 1999 would probably suggest a recent
change of in the system in terms of long-term vari-
ability. In the light of data before 1978, however, this
interpretation becomes much less convincing.

It has been shown that a decomposition of simulated
current fields in terms of different modes of circu-
lation can be helpful for the proper interpretation of
observational evidence on different time scales. For
a more in depth analysis of long-term trends, how-
ever, the present study of the circulation in the inner
German Bight should be extended by a similar anal-
ysis for the whole North Sea. Nevertheless, already
the present analysis has allowed us to distinguish
between the two time scales. A long-term shift and
inter-annual variability, respectively, of the MDD were
found to be related to different residual circulation
patterns.

The type of data analysis we have described does
not cover all the options possible based on a com-
prehensive data set like coastDat. To provide another
example, Fig. 11.8 shows some result obtained from
Lagrangian trajectory calculations based on the stored
hourly current fields. For many applications in biology
it is crucial to know transport rates between differ-
ent areas of interest. This information may possibly be
required in an aggregated version to properly represent
the mean conditions during certain periods of time.
For this purpose a large number of detailed transport
simulations may be superimposed to get a compos-
ite picture. In many applications (the drift of larvae,
for instance) it is reasonable to assume that the tracer
material will not be passive but decreases according to
certain pre-specified decay times. In Fig. 11.8 a decay
time of 30 days has been assumed. Large numbers in
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Fig. 11.8 Estimated
Lagrangian particle transport
rates from a given grid cell to
Helgoland given the decay
time of particle equals 30
days. The estimate is based on
a composite of 200 daily
simulations that are started
within a period of 200 days
(July 1982–January 1983).
Each individual simulation
considers 500-particle
trajectories being started at
Helgoland and integrated
backward in time for 50 days.
Numbers give the percentage
of all 200 × 500 particles that
reach Helgoland given the
specified decay time

the figure represent regions from where large amounts
of material were advected to Helgoland in relatively
short times. Large values in the immediate surrounding
of the island are due to tidal movements, while large
values in more distant regions are due to the action of
efficient residual currents.

In summary, we conclude that the strength of a
database like coastDat lies in its provision of informa-
tion on long-term trends and variability with sufficient
detail in time and space. This type of model simula-
tions efficiently complements long-term observations
with short sampling intervals.

Acknowledgements Numerical simulation of North Sea cur-
rents were performed by Andreas Plüß from the Federal
Waterways Engineering and Research Institute, Department
Hamburg (BAW-AK). The atmospheric forcing has been pro-
duced within the project HIPOCAS (Hindcast of Dynamic
Processes of the Ocean and the Coastal Areas) which was funded

by the European Union under the contract EVK2-CT-1999-
00038. The underlying global atmospheric data where provided
by NCEP. We appreciate the support of Ralf Weisse with regard
to data filtering and EOF analysis. We thank all those who
helped obtain, analyse, and enumerate the Helgoland Roads Data
over the years. In particular we would like to mention Peter
Mangelsdorf and the Crew of the RV Aade.

References

Aebischer, N. J., Coulson, J. C., & Colebrook, J. M. (1990).
Parallel long-term trends across four marine trophic levels
and weather. Nature, 347, 753–755.

Beaugrand, G. (2004). The North Sea regime shift: Evidence,
causes, mechanisms and consequences. Progress in
Oceanography, 60, 245–262.

Beukema, J. J., Cadee, G. C., & Dekker, R. (2002). Zoobenthic
biomass limited by phytoplankton abundance: Evidence
from parallel changes in two long-term data-series in the
Wadden Sea. Journal of Sea Research, 48, 111–125.



162 K. Stockmann et al.

Colebrook, J. M. (1986). Environmental influences on long-
term variability in marina plankton. Hydrobiologia, 142,
309–325.

Corten, A. (1990). Long-term trends in pelagic fish stocks
of the North Sea and adjacent waters and their possible
connection to hydrographic changes. Netherlands Journal of
Sea Research, 25, 227–235.

Dickson, R. R., Meincke, J., Malmberg, S. A., & Lee, A.
J. (1988). The “Great Salinity Anomaly” in the Northern
North Atlantic 1968–1982. Progress in Oceanography, 20,
103–151.

Dickson, R. R., Colebrook, J. M., & Svendsen, E. (1992). Recent
changes in the summer plankton of the North Sea. ICES
Marine Science Symposium, 195, 232–242.

Edwards, M., Beaugrand, G., Reid, P. C., Rowden, A. A., &
Jones, M. B. (2002). Ocean climate anomalies and the ecol-
ogy of the North Sea. Marine Ecology Progress Series, 239,
1–10.

Feser, F., Weisse, R., & VonStorch, H. (2001). Multi-decadal
atmospheric modeling for Europe yields multi-purpose
data. Eos, Transactions American Geophysical Union, 82,
305.

Gröger, J., & Rumohr, H. (2006). Modelling and forecasting
long-term dynamics of Western Baltic macrobenthic fauna
in relation to climate signals and environmental change.
Journal of Sea Research, 55, 266–277.

Hervouet, J. M., & Van Haren, L. (1996). TELEMAC2D
Version 3.0 Principle Note. Rapport EDF HE-4394052B,
Electricité de France, Département Laboratoire National
d’Hydraulique. Chatou : Electricité de France.

Hickel, W., Mangelsdorf, P., & Berg, J. (1993). The human
impact on the German Bight: Eutrophication during three
decades (1962–1991). Helgoländer Meeresuntersuchungen,
47, 243–263.

Kauker, F., & Von Storch, H. (2000). Statistics of “synoptic cir-
culation weather” in the North Sea as derived from a multian-
nual OGCM simulation. Journal of Physical Oceanography,
30, 3039–3049.

Kistler, R., Kalnay E., Collins, W., Saha, S., White, G., Wollen,
J., et al. (2001). The NCEP/NCAR 50-year reanalysis:
Monthly means CD-ROM and documentation. Bulletin of the
American Meteorological Society, 82, 247–267.

Maier-Reimer, E. (1977). Residual circulation in the North Sea
due to the M2-tide and mean annual wind stress. Deutsche
Hydrographische Zeitung, 30, 69–80.

Plüß, A. (2004). Das Nordseemodell der BAW zur Simulation
der Tide in der Deutschen Bucht. Die Küste, 67, 83–127.

Radach, G., & Pätsch, J. (2007). Variability of continental river-
ine freshwater and nutrient inputs into the North Sea for the
years 1977–2000 and its consequences for the assessment of
eutrophication. Estuaries and Coasts, 30, 66–81.

Reid, P. C., DeFatima-Borges, M., & Svendsen, E. (2001). A
regime shift in the North Sea circa 1988 linked to changes
in the North Sea horse mackerel fishery. Fisheries Research,
50, 163–171.

Reid, P. C., Edwards, M., Beaugrand, G., Skogen, M. D., &
Stevens, D. (2003). Periodic changes in the zooplankton of
the North Sea during the twentieth century linked to oceanic
inflow. Fisheries Oceanography, 12, 260–269.

Salomon, J.-C., Breton, M., & Guegueniat, P. (1993). Computed
residual flow through the Dover Strait. Oceanologica Acta,
16, 449–455.

Turrel, W. R. (1992). The East Shetland Atlantic Inflow. ICES
Marine Science Symposium, 195, 127–143.

Von Storch, H., & Zwiers, F.W. (1999). Statistical analysis in
climate research. Cambridge: Cambridge University Press.

Weijerman, M., Lindeboom, H., & Zuur, A. F. (2005). Regime
shifts in marine ecosystems of the North Sea and Wadden
Sea. Marine Ecology Progress Series, 298, 21–39.

Weisse, R., & Günther, H. (2007). Wave climate and long-term
changes fort the Southern North Sea obtained from a high-
resolution hindcast 1958–2002. Ocean Dynamics, 57, 161–
172.

Weisse, R., & Plüß, A. (2006). Storm-related sea level variations
along the North Sea coast as simulated by a high-resolution
model 1958–2002. Ocean Dynamics, 56, 16–25.

Wiltshire, K. H., & Manly, B. F. J. (2004). The warming trend
at Helgoland Roads, North Sea: Phytoplankton response.
Helgoland Marine Research, 58, 269–273.

Wiltshire, K. H., Malzahn, A. M., Wirtz, K., Greve, W.,
Janisch, S., Mangelsdorf, P., et al. (2008). Resilience of
North Sea phytoplankton spring bloom dynamics: An anal-
ysis of long-term data at Helgoland Roads. Limnology and
Oceanography, 53, 1294–1302.



Chapter 12

Long-Term Investigations in Brackish Ecosystems

Hendrik Schubert, Norbert Wasmund, and Kevin G. Sellner

Abstract Variability and complexity in brackish sys-
tems require long-term measurements in order to
define base conditions, from which deviations can
be ascertained. Long-term observations in three sys-
tems, lagoons, the Baltic Sea, and the Chesapeake
Bay, are examined to identify system changes, unlikely
detectable with sampling in single years or in tem-
porally and spatially heterogeneous sampling. One
basic condition in brackish systems is the gradient
in salinity, which may be large-scale and rather sta-
ble stretching over the entire sea (marine gradient),
or meso-scale and highly variable such as those in
river plumes (estuarine gradient), and upwelling cells
(upwelling gradient). For the first two gradients, and
in some cases the third, distinct boundaries separate
stenohaline taxa from more eurytopic taxa resulting in
spatially explicit distributions of plankton, nutrients,
and food web characteristics. The natural variability
has to be ascertained through repeated long-term sam-
pling in order to fix a baseline for shifts and trends in
the ecosystem. A general trend during the last decades
is cultural eutrophication, leading to increased phy-
toplankton biomass and sedimentation, and hypoxia
in bottom water. In some areas, eutrophication was
repressed in the 1990s, e.g., stabilization of chloro-
phyll concentrations in the Baltic Proper, recovery
of macrophytes in the Darss-Zingst Bodden Chain
(DZBC). In the coming years, the effects of declin-
ing nutrient loads are expected to cause a return to
mesotrophic conditions in the DZBC, resulting in a
return of nutrient limitation. Further monitoring will
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Albert-Einsteinstr. 3, D-18055 Rostock, Germany
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be performed to follow this unique event. It is there-
fore imperative that the community support long-term
observations in these complex systems particularly
as increasing human populations exacerbate impacts
of global climate change that slowly warms waters,
changes intensities and frequencies of meteorological
events and responsive hydrologies, and shifts biogeo-
graphic ranges of many cosmopolitan taxa.

Keywords Abiotic limitation · Baltic Sea · Brackish
Systems · Chesapeake Bay · Macrophytobenthos ·
Phytoplankton

12.1 Characteristics of Brackish
Environments

Brackish environments are complex abiotic and biotic
systems, more than just ‘something between marine
and limnetic’. As ecotones, they have unique flora and
fauna resulting from transitions between freshwater
stenohaline cellular functions to quite adaptable eury-
halinic taxa. Chemistries also shift, reflecting saline
effects on particle–organic matter–ion interactions, the
most obvious detected as flocculation of clay minerals
into large organic-rich aggregates and the sedimenta-
tion of particle-bound phosphorus for eventual release
under increasing salinity and lower dissolved oxygen
concentrations.

High variability especially can be seen with respect
to salinity, dependent on the precedent marine sys-
tem (tidal amplitude and salinity) and the freshwater
inflow regime. Daily amplitudes of >10 psu at some
locations have been described. Such changes are chal-
lenges for acclimation capabilities of organisms living
there, as shown by initial investigations of Remane
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(1940, 1955) who also noted that the mean salin-
ity range influences the effects of this variability as
well. A very pronounced sensitivity peak was observed
around 5–8 psu, the so-called horohalinicum, where
at least for animals a species minimum has been
reported (Remane, 1940, 1955; Khlebovich, 1990). In
general, species diversity sharply decreases down to
the horohalinicum but species diversity can behave
differently for individual groups of organisms: for ben-
thic animals and phytoplankton, in general, the num-
ber of species increases again at salinities below the
horohalinicum (because of increasing occurrence of
freshwater species), while macrophytobenthic species
numbers seem to decline further.

Salinity is only one factor that can be contrasted
in freshwater or marine conditions – brackish systems
exhibit large ion anomalies further restricting the range
of species able to thrive and, especially in subarctic
and boreal regions, brackish systems can be affected
by ice scraping/ice cover phenomena, which act in two
ways, mechanically as well as by diminishing light
penetration.

Brackish systems (lagoons, river mouths, etc.) are
mostly restricted to relatively small areas at the coast.
Most of them have provided conditions favourable
for human settlement and are of high economic
importance (maritime industries, transport, fisheries,
tourism). These human activities cause heavy dete-
rioration of surrounding brackish ecosystems, with
observed effects dependent on human impact and
hydromorphology of the system. Examples of these
cumulative impacts are obvious throughout the world,
with dramatic examples in the Chesapeake and Baltic
basins. For the former, the near highest water catch-
ment area per water volume ratio of all large brackish
systems insures maximum impact of land alterations
on Chesapeake Bay responses while extremely high
densities of human and animal activities on many
Baltic and North Sea rivers guarantees excessive nutri-
ent loads to these low salinity coastal systems. With
increasing populations in catchment areas of these sys-
tems coupled with expected climatic changes in the
coming 50 years, irreversible changes of the systems
may occur, restricting the use of these systems for
several services offered in the past.

The previously recorded deterioration of these and
many other brackish systems as well as potential
future stress likely from population growth and climate
change support expanded observations over long time
scales to assess ecological responses in these imper-
illed brackish systems in order to gain the knowledge

needed for restoration measures and identification
of long-term effectiveness of potential management
actions. Long-term measurements in these nearshore
systems are feasible as they are far more accessible for
investigations than the open sea. Fortunately an exten-
sive suite of investigations have been in place for some
systems from all over the world over the last 30 years,
resulting in several large long-term data sets.

As estuarine and other coastal waters are strongly
influenced by highly variable freshwater input,
upwelling events, and coastal jets, data gathered from
these highly variable systems are difficult to evalu-
ate. Quick changes and steep gradients are typical.
Freshwater input from land and salt water input from
the sea do create not only a horizontal but also a ver-
tical salinity gradient in deeper waters as well. Most
of the vertical gradients (light, temperature, and nutri-
ents) are, however, not unique for brackish waters and
therefore not addressed below. Of importance in the
following discussion are salinity gradients, a ‘marine
gradient’, an ‘estuarine gradient’, and an ‘upwelling
gradient’. The horizontal salinity gradient stretching
from the inner parts of a brackish sea to the outlet to
the ocean, rather long in some cases, is exemplified by
the Baltic Sea and the Chesapeake Bay in this chapter.
The meso-scale gradients in river mouths or lagoons
are referred to as ‘estuarine gradients’. The upwelling
gradient refers to the intrusion of deep water of higher
salinity into shallow waters, developing a meso-scale
horizontal gradient.

The core of the chapter focuses on the value of long-
term observations, such as those undertaken through
multi-year field measurements, as critical observations
to discerning patterns that would permit isolation of
specific flora, fauna, and chemical signatures of these
three salinity patterns. Long-term data sets for three
brackish environments, i.e., lagoons, the Baltic proper,
and a drowned river valley (the Chesapeake Bay), are
considered for assessing unique system characteris-
tics that otherwise would be difficult to discern with
temporally brief observations.

12.2 System Analysis – Gradients

12.2.1 The Estuarine Gradient

The estuarine gradient not only is derived from
a changing salinity but also shifts in nutrient
concentration, light transmission, organic matter con-
tent, and consequently in species composition and
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Fig. 12.1 Mean values
(1993–1997) of
(a) phytoplankton biomass,
(b) chl a concentrations,
(c) Secchi depth, and
(d) in situ primary production
in different Baltic Sea areas.
The columns are represent
results from short transects
from the inner coastal regions
(= i, columns densely
stippled) to the outer coastal
regions (= o) to the open sea
(AS = Arkona Sea,
BS = Bornholm Sea,
GS = Eastern Gotland Sea,
columns sparsely stippled);
PB = Pomeranian Bay,
GG = Gulf of Gdańsk,
LC = Lithuanian coast. In the
Gulf of Riga, the transect is
arranged from the southern
(SR) to the northern (NR)
reach. The bars indicate
confidence intervals
(p = 0.05, n = 5). Primary
production means from the
southern Gulf of Riga
calculated by pooling seasons
of 1994–1997 first and
estimating one combined
annual average subsequently
(after Wasmund et al., 2001)

trophic interactions (predators, food web structure).
These different factors are interrelated and hamper
causal analysis. The estuarine gradient along the
Darss-Zingst Bodden Chain (DZBC) is well studied
and provides an excellent opportunity to evaluate the
importance of long-term measurements in system char-
acterization. Wasmund (1990) compiled data mainly
from the 1970s and found a reduction of phytoplankton
biovolume from 27.9 to 3.6 mm3 l−1 and phytoplank-
ton primary production from 611 to 109 g C m−2a−1

from the inner to the outer regions of that lagoon-like
water. Further, in large river plumes (Oder, Vistula,
Klaipeda Strait, Daugava), phytoplankton biomass,

chlorophyll a concentration, and primary produc-
tion were higher in comparison with offshore waters
(Fig. 12.1).

In the same areas, phytoplankton composition
also shifted. In a transect from the Vistula River
mouth to the Gdansk Deep (Fig. 12.2), it is obvi-
ous that phytoplankton biomass declined sharply,
beyond what would be expected from simple dilu-
tion. Freshwater species disappear successively,
first the green algae Coelastrum microporum,
Dictyosphaerium pulchellum, Pediastrum spp., and
Scenedesmus spp., followed by D. ehrenbergianum.
Microcystis aeruginosa also disappears quickly but the
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Fig. 12.2 Phytoplankton composition and salinity in surface
water in a transect from the Vistula river mouth to the open
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3 = Dictyosphaerium ehrenbergianum, 4 = Coelastrum micro-
porum, and Scenedesmus spp. (after Wasmund et al., 1999,
modified)

cyanobacteria Snowella septentrionalis, Aphanocapsa
delicatissima, Pseudanabaena sp., and Merismopedia
warmingiana persisted until station 7917, at a salinity
of 7.0 psu. Typical species of the open Baltic Proper
were only found at station 233 (Nodularia spumigena,
Dinophysis norvegica, D. rotundata, Heterocapsa
rotundata, and Chaetoceros densus).

The Chesapeake Bay and its primary tributaries fall
into this estuarine category as well. Similar changes
in phytoplankton (loss of cyanobacteria, an increase
in diatoms and flagellates) have been observed in the
Chesapeake, exemplified in its second largest tributary,
the Potomac River estuary (see below).

12.2.2 The Marine Gradient

The marine gradient originates from the inflow of
oceanic water into a brackish sea. In contrast to estu-
arine gradients, the marine gradients are large-scale
gradients occurring only in a few brackish seas, in
particular the Baltic Sea. The marine gradient is less
variable and mainly constitutes a salinity gradient
with rather uniform light conditions, concentrations
of organic matter, nutrients, etc. Therefore, it is well
suited for studying the influence of salinity irrespective
of the influences of other factors. Typical distribu-
tion patterns for phytoplankton are shown in Fig. 12.3,
providing seasonal summaries. Some marine species

like Dactyliosolen fragilissimus, Proboscia alata, and
Ceratium spp. occur mainly in the western Baltic.
Others, like Peridiniella catenata, Nodularia spumi-
gena, Aphanizomenon sp., and Coscinodiscus granii
are not observed in higher salinities. As expected,
diversity is much higher in the western Baltic than in
the central Baltic Sea, indicative of the horohalinicum
discussed in the Introduction.

12.2.3 The Upwelling Gradient

Upwelling occurs in many marine waters, but
the resulting gradients are rather weak. However,
upwelling causes exceptionally strong horizontal gra-
dients in stratified brackish seas and estuaries, as
deep water is moved to the surface. In contrast
to river water in estuarine gradients, the upwelled
water has a higher salinity and lower temperature
in comparison with the surrounding water. It is
rather clear water containing only a few seeding
cells (Gromisz & Szymelfenig, 2005) but substan-
tial nutrients. Consequently, upwelling events lead
initially to reduced biomass but may later initi-
ate new blooms. At the upwelling frontal boundary,
primary production and standing crop can be sig-
nificantly enhanced (Nômmann, Sildam, Nôges, &
Kahru, 1991). Kononen et al. (1996) and Vahtera,
Laanemets, Pavelson, Huttunen, and Kononen (2005)
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described the initiation of cyanobacteria blooms in
the Gulf of Finland by nutrient pulses due to verti-
cal mixing, while several investigative teams in the
Chesapeake have identified diatom and dinoflagellate
(and associated chlorophyll levels) increases follow-
ing summer ‘tilting’ of the pycnocline (see below),
followed by dominance of microzooplankton graz-
ers in response to the bloom (Sellner & Brownlee,
1990).

12.3 System Analysis – Long-Term
Trends

12.3.1 Drowned River
Valleys – Cheapeake Bay

The Chesapeake Bay is the brackish extension of the
Susquehanna River along the mid-Atlantic coast of
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0.5–5 psu, and M = mesohaline, 5–18 psu

the USA. It formed after the last ice age when melt-
ing glaciers and retreating ice sheets raised sea level
and flooded the lower Susquehanna River, yielding
a partially stratified estuary, the current Chesapeake
Bay.

Gravitational circulation insures mixing of fresh
river water with oceanic water throughout the length
of the Bay, yielding an extended estuarine gradient
where large variability in chemistry and flora and fauna
typify the system. Vertical and horizontal gradients
in salinity lead to similar stratification in chemical
processes and biotic signatures. The most marked gra-
dient is at the freshwater–seawater interface, in the
oligohaline zone of the system. In this zone, freshwa-
ter planktonic taxa experience severe osmotic stress,
leading to rapid declines in abundances and dramatic
shifts in taxonomic composition at salinities approx-
imating 0.5–2 psu. For example, Sellner, Lacouture,
and Parrish (1988) have documented salinity-induced
aggregation and condensation of Microcystis aerugi-
nosa typical of the tidal fresh Potomac River estuary,
the second largest tributary to the brackish bay after
the Susquehanna. The condensation leads to declining
photosynthesis, loss of buoyancy control, and eventual
rapid sedimentation of stressed, dense M. aeruginosa
colonies. This loss of cyanobacteria is mimicked by
similar declines in other freshwater taxa, particularly
chlorophytes (Fig. 12.4).

As salinities increase to meso- and polyha-
line conditions further down the estuary, a brack-
ish flora emerges typified by cosmopolitan taxa

including winter–spring diatoms Skeletonema costa-
tum, Cerataulina pelagica, and Rhizosolenia fragilis-
sima and the ubiquitous dinoflagellate Prorocentrum
minimum. In summer, the flora shifts to euryhalinic
small centric diatoms, dinoflagellates (Karlodinium
veneficum, Gymnodinium spp.; see white bar in
Fig. 12.4), and numerous unidentified microflagellates
and cryptophytes. Interestingly, in the last decade, a
filamentous cyanobacterium has also increased in the
mesohaline and polyhaline bay (Hartsig, Lacouture,
Sellner, & Imirie, 2007), leading to substantial
cyanobacteria (picocyanobacteria and filament) contri-
butions, 30–50%, to the summer autotrophic assem-
blage (hatched bar in mesohaline segment, Fig. 12.4).

These horizontal and seasonal shifts in phytoplank-
ton vary year to year, reflecting annual variability
in river discharge as well as river-delivered nutrient
loads, particularly nitrogen (Malone, 1992; Harding,
1994). Long-term nitrate data collected in the upper
Susquehanna River indicates a marked increase in con-
centration (Hagy, Boynton, Keefe, & Wood, 2004),
reflecting population growth and accompanying ‘cul-
tural eutrophication’, leading to the estuarine shifts
in salinity and biomass of the phytoplankton taxa
described above. Harding (1994) has described the
effects of the elevated nitrate levels (Fig. 12.5) entering
the upper brackish bay, largely governing the magni-
tude of the spring diatom bloom. This bloom thereafter
governs the magnitude of summer anoxic volume via
its decomposition as it settles to the bottom as largely
ungrazed cells. The long-term pattern in the bay’s
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response to increasing load and algal accumulation is
now obvious through the several decade increase in
hypoxic volumes in the mesohaline bay, increasing at
an exponential rate (Hagy et al., 2004; Fig. 12.6). The
decomposition and elevated oxygen demand, in turn,
lead to high benthic flux of ammonium and phosphate,
fuelling elevated summer phytoplankton biomass over
the last several decades (Fig. 12.7).

These recent trends suggest that eutrophication in
the brackish bay is accelerating rapidly, perhaps hav-
ing passed an assimilative capacity a decade or more
ago. This increasing trend in system response to nutri-
ent load could not be identified without the multi-year
observations, thereby insuring acknowledgement of
a rapidly worsening system state that would not be
possible with short-term discrete measurements.

An interesting parallel in phytoplankton species
selection is observed between the stratified brack-
ish Chesapeake Bay and the open Baltic Sea. The
seasonal shift from diatoms that occur in high flow,
highly mixed surface waters of the winter–spring in
the Chesapeake to small centrics, dinoflagellates, and
cryptophytes in the summer can also be observed in
the summer following wind-induced local ‘upwelling’.
In the Chesapeake, a shift from westerly to northerly
or southerly winds >10 m s−1 leads to intrusion
of sub-pycnocline, nutrient-rich water (derived from
the same decomposition of diatoms noted above)
into shallow depths along the shore. This in turn
favours rapid growth of diatoms and a quick tran-
sition to bloom-forming dinoflagellates (Fig. 12.8),
not unlike the spring-to-summer transition (Malone
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Fig. 12.7 Summer surface chlorophyll a concentrations (mg
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ity (tidal fresh (I) to polyhaline (VI)) for the 1950s, 1960s,
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Harding, 1994)

et al., 1986; Sellner & Brownlee, 1990; Weiss et al.,
2005).

In the open Baltic, a similar phenomenon occurs
where the seasonal thermocline is displaced, enrich-
ing lighted surface waters with regenerated nitrogen
(N) and phosphorus (P) with the latter giving rise to
the thereafter dominant cyanobacteria Aphanizomenon
flos-aquae or Nodularia spumigena (Kononen et al.,
1996). In both systems, ambient flora are displaced
to more opportunistic and thereafter dominant sum-
mer taxa through short-term, aperiodic wind events
that alter surface mixing and nutrient availability.
The importance of these event-induced shifts in phy-
toplankton and their subsequent dominant roles in
summer production and trophic dynamics could be
ascertained in the future through continuous records
of nearshore trends in water temperature (satel-
lite detection, observing systems) and subsequent
species/chlorophyll responses.

This pattern for the Chesapeake likely reflects other
drowned river valley system responses to increasing
human population-derived land use alterations which
mobilize nutrients into receiving waters and subse-
quent downstream advection. Once in the estuary,
gravitational circulation insures substantial residence
time in the brackish mixing zone, thereby favouring
phytoplankton assimilation of elevated nutrient loads

Fig. 12.8 Elevated chlorophyll a (μg l−1) along Chesapeake
Bay’s western shore following summer pycnocline tilting, a local
upwelling event (courtesy of L.W. Harding, Jr.)
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and their subsequent utilization within the system prior
to export to the coastal ocean.

12.3.2 Large Brackish
Systems – Baltic Sea

The brackish character of the Baltic Sea (415,023 km2,
including the Kattegat; mean depth 52 m) is a function
of basin geomorphology. It is connected with the North
Sea only by narrow straits in the west but receives
large riverine input mainly in the east. The result-
ing ‘marine gradient’ is discussed above. The sporadic
inflow of North Sea water perpetuates this horizontal
salinity gradient but also maintains the vertical salin-
ity gradient because the heavier salt water flows into
the deep central Baltic basins near the bottom. The
resulting strong halocline is a barrier for vertical trans-
port, leading to an oxygen deficit in deep water. Such
a strong halocline is typical for deep brackish seas,
e.g. also the Black Sea, and even in the Chesapeake
(see above). As the halocline restricts the upward trans-
port of nutrients, low human loads of the past centuries
around the Baltic Sea likely assured that the system
was largely oligotrophic. However, in the second half
of the 20th century, high riverine nutrient loading from
the large drainage area (1,729,000 km2, Bergström
& Carlsson, 1994) inhabited by more than 80 mil-
lion people fertilized surface production and enhanced
organic loading to the halocline and below, leading to
the eutrophic conditions of the system now obvious in
elevated summer cyanobacteria blooms.

The impacts of the increasing loads are dra-
matic. Elmgren (1989) described an increase in
phytoplankton primary production by a factor of 1.3–
1.7 from the beginning of the 20th century until the
early 1980s. Kaiser, Renk, and Schulz (1981) esti-
mated an average phytoplankton primary production
of 84 g C m−2 yr−1, which relates to 34.8×106 t C
yr−1 over the entire Baltic Sea. A more recent com-
pilation by Wasmund et al. (2001) estimated rates of
150 g C m−2 yr−1 and 62.1×106 t C yr−1, almost a
doubling within approximately two decades of the late
20th century. Similarly, chlorophyll a concentrations
also increased in different areas of the Baltic Sea (e.g.
Nakonieczny, Ochocki, & Renk, 1991; Suikkanen,

Laamanen, & Huttunen, 2007). More recently, the
increase seems to have levelled off in the middle of
the 1990s as the former increasing trends are no longer
apparent in recent time series. In the western Baltic
Sea, chlorophyll a levels have been declining for more
than 20 years (Wasmund & Uhlig, 2003).

Long-term changes were recorded not only in
phytoplankton biomass and productivity but also in
species composition. Wasmund, Nausch, and Matthäus
(1998) described a strong decrease in the proportion
of diatoms in spring blooms of the southern Baltic
Proper in 1989, whereas dinoflagellates increased con-
tinuously. Despite of the high variability of the spring
bloom data due to undersampling, Wasmund and Uhlig
(2003) noted the same pattern for the central Baltic
(Eastern Gotland Sea) using rigorous statistical anal-
yses. The decrease in diatoms has direct implications
on nutrient pools, e.g. the suddenly reduced silicate
consumption in the spring bloom (see Fig. 12.9) in
the southern Baltic Proper and the Gdańsk Basin
(Trzosinska & Lysiak-Pastuszak, 1996) but not in
Mecklenburg Bight. Despite decreasing winter silicate
concentrations, diatoms are still not limited by sili-
cate but by nitrogen, as shown by Brodherr (2006).
Wasmund et al. (1998) attributed this pattern to a
strong increase in winter temperatures since 1989. If
the water temperature does not fall below the tempera-
ture of the highest density of the water (about 2.5◦C
in the brackish water of the Eastern Gotland Sea),
the water column remains at least theoretically stable
and therefore limited convective mixing ensues after
warming in spring. Lack of mixing (stability) is dis-
advantageous for diatoms but beneficial for flagellates
(see Harrison, Turpin, Bienfang, & Davis, 1986). The
recovery of the diatoms since 2000 needs still to be
investigated.

One interesting feature of the Baltic Proper is the
low nitrogen: phosphorus ratio (N:P ratio), approxi-
mating eight, in the winter surface water. This devia-
tion from the Redfield ratio (N:P = 16) is attributed to
the oxycline, typical for deep brackish seas with stag-
nant water below the permanent halocline. In this sub-
oxic region, denitrification and anaerobic ammonium
oxidation occur, removing nitrogen from the water
(Hannig et al., 2007). Moreover, phosphorus and sili-
cate are liberated from anoxic sediments (Kuparinen &
Tuominen, 2001, Conley, Humborg, Rahm, Savchuk,
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Fig. 12.9 Silicate concentration (mmol/m3) in late winter (line)
and difference in pre- and post-bloom silicate concentration

(bars) from 1979/1980 to 2004 in (a) Mecklenburg Bight and
(b) Bornholm Sea (updated from Wasmund et al., 1998)

& Wulff, 2002). The resulting decreased N:P ratios
have far-reaching consequences. After the disappear-
ance of the spring bloom, mainly by sedimentation,
the inorganic nitrogen is exhausted, but a surplus of
phosphorus remains in the water. Oligotrophic condi-
tions would prevail but nitrogen-fixing cyanobacteria,
mainly Nodularia spumigena and Aphanizomenon sp.,
grow in response to the phosphorus (see upwelling
discussion above). Their growth leads to blooms, typi-
cal for the Baltic Proper in July or early August. These
nuisance blooms receive high attention as they are
normally toxic and restrict tourism in the bathing sea-
son. It is believed that the intensity of cyanobacteria
blooms has increased, but statistical support is not yet
available as data are highly variable due to high patch-
iness of blooms and inappropriate sampling. Satellite
imagery is a useful tool especially for the monitoring
of cyanobacteria blooms as they are buoyant and easily
recognizable from space. From interpretations of satel-
lite images, Kahru (1997) found large areas covered by
cyanobacteria blooms in 1982–1984 and 1991–1994,
which reflects an El Niño-like cycle. Trend analyses
by Suikkanen et al. (2007) revealed a cyanobacte-
ria increase in the Gulf of Finland and high singular
cyanobacteria peaks in 1985, 1995, and 1996 in the

Northern Baltic Proper. Mazur-Marzec, Krężel, Kobos,
and Pliński (2006) stated that large-scale occurrences
of N. spumigena were recorded for the first time in the
Gulf of Gdańsk in 1994 and repeated in 2001, 2003,
and 2004. Cyanobacteria blooms are not a new phe-
nomenon in the Baltic Sea (Finni, Kononen, Olsonen,
& Wallström, 2001), but they have probably intensified
(Poutanen & Nikkilä, 2001).

As noted above, the importance of sub-pycnocline
nutrients in Baltic summer phytoplankton and pro-
ductivity is also important in summer phytoplankton
production of the Chesapeake (see Fig. 12.7) with
the difference, however, that the Baltic is dominated
by N-fixing cyanobacteria and these are absent in
the Chesapeake. As a result, the spring phytoplank-
ton (diatom) maximum in biomass is followed by
low ambient chlorophyll levels (although increasing
through the last decade) but high productivity in the
summer, the latter fuelled by regenerated N below the
seasonal pycnocline in Chesapeake Bay and coastal
areas of the Baltic. As this recycled N is introduced
into surface waters through ‘upwelling’ (see above),
short-term increases in biomass and productivity occur,
visible as dinoflagellate blooms (see Fig. 12.8). It
is reasonable to expect that similar disruptions of
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seasonal pycnoclines in the Bay’s major tributaries
result in temporary maxima in biomass and productiv-
ity, as sub-pycnocline N is delivered to shallow lighted
depths of these systems. In the deep central Baltic
areas, nitrogen fixation is the main N source for the
pelagic system.

12.3.3 Coastal Lagoons – Darss-Zingst
Bodden Chain

The Darss-Zingst Bodden Chain (DZBC) represents a
typical element of the southern Baltic coast, a shallow
lagoon with substantial freshwater inflow. This results
in a strong salinity gradient, superimposed with an
eutrophication gradient because of the heavy nutrient
load from the catchment area (for details see Schiewer,
2007). Salinity ranges between 1 psu in the innermost
areas and 8–12 psu at the opening to the Baltic Sea.

With a total area of 197 km2, DZBC is a rather small
system and with a catchment area/water surface ratio
of 8:1, the potential natural water quality is classified
as mesotrophic/eutrophic (Schiewer, 2007).

In the 1970s, intense ecological investigations were
undertaken which, through time, have revealed pro-
nounced changes in ecosystem matter flux and species
dominance. The first system analysis in the mid-1970s
(Schnese, 1978; see also Schiewer, 2007) revealed that
the main bulk of primary production was subject to
sedimentation (see also C1 – Chesapeake) and not
transferred via ‘classical’ food web to higher trophic
levels (Fig. 12.10). Since then, nutrient load has sub-
stantially increased, leading to hypertrophic conditions
(Schiewer, 1998a). A decade after the initial survey,
Schiewer (1990, 1998b) noted that (A) primary pro-
duction had decreased, caused to a large extent by the
disappearance of macrophytes, (B) the importance of
the planktonic food web further declined whereas, (C)
the amount of detritus was almost stable (Fig. 12.10).
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Fig. 12.11 Phytoplankton biomass (mgC l−1) in the Darss-
Zingst Bodden Chain under eutrophic (1973) and hypertrophic
(1988) conditions (re-drawn after Wasmund & Schiewer, 1994)

Phytoplankton composition also changed. As shown
in Fig. 12.11, cyanobacteria dominance retreated in
the 1980s (see also Fig. 12.10), whereas chloro-
phytes benefited from the increased nutrient load. The
declining cyanobacteria was associated with a declin-
ing pH (Wasmund & Heerkloss, 1993) and subse-
quent laboratory experiments with the abundant green
alga Tetrastrum cf. triangulare and the cyanobac-
terium Nodularia harveyana revealed better green
algae growth at low pH (7.5), while the cyanobac-
terium grew more rapidly at the elevated pH (9.0)
(Wasmund, 1996).

The decrease of N-fixing species, however, can be
interpreted as a sign of N-delimitation due to increased
nutrient loads, i.e. with abundant N, there is no com-
petitive advantage for diazotrophic cyanobacteria. The
larger proportion of cyanobacteria as picocyanoplank-
tonic species seemed to be responsible for the marked
decrease in trophic connectivity, shown already in
Fig. 12.10. A regime shift in the same period has also
been observed for the open sea (Wasmund et al., 1998,
see also C2).

At the end of the 1980s, the common view, there-
fore, was that the DZBC system suffered strong
light limitation as a result of elevated phytoplankton

biomass and shading which in turn diminished macro-
phyte growth and led to a detritus-oriented food web.
Reduced macrophytes further reduced productivity of
the system, leading to sediment instability even further
reducing irradiance availability for the macrophytes as
well as phytoplankton.

This view was supported by the results of repeated
macrophytobenthos inventories, irregularly investi-
gated since 1895; the first thorough mapping was
done in the early 1970s (for an overview see Blümel
et al., 2002). In the late 1980s, macrophyte cover was
reduced already by >70% (Lindner, 1978) and in the
early 1990s, Schiewer (2001) reported that there were
only a few remnants left of the former rich macro-
phytes. However, this statement, made on the basis of
a 1993 mapping campaign, had to be revised in 1995,
where a massive spread, particularly charophytes, were
observed all over the DZBK (Yousef, 2000). Since
then, macrophyte cover has increased to levels almost
comparable to coverage noted in 1970s (Schubert et al.,
2004). Interestingly, with respect to phytoplankton as
well as dissolved nutrient concentrations, the situation
has not changed much since 1990. Sediment phosphate
pools still nourish massive phytoplankton develop-
ment irrespective of the reduced nutrient loads from
the catchment area (Schlungbaum, Baudler, & Krech,
2001).

Schumann (1993) analysed nutrient limitation of the
DZBC by means of microcosm studies. Figure 12.12
shows the annual cycle of limitation events which can
be described as follows:

After physical limitation by temperature/ice
cover/light, rapid phytoplankton growth diminished
both P and N, resulting initially in combined limitation
by both macronutrients. However, the nutrient pool
was sufficiently large to prevent effective zooplank-
ton top-down control. After exceeding a N:P of
15, phosphate release from the sediment increased
P-concentrations through onset of N-limitation of the
still abiotic controlled (physical factors and nutrient –
N) phytoplankton community, causing also a switch to
diazotrophic cyanobacteria.

As can be seen from these kinetics, there is no
general limitation scheme for these systems, but a com-
plex succession of different limitation stages. These
findings fit well with the ‘PEG-model’ derived from
limnetic systems, which also describes a succession
of multiple limitation stages occurring over the year
in the planktonic system (Sommer, Gliwicz, Lampert,



12 Long-Term Investigations in Brackish Ecosystems 175

Jan Feb Mar Apr May JulJun Aug Sep Oct Nov Dec

winter spring summer autumn

month

season

irradiance ; ice cover N N irradiance

P N ; P N ; P

Temperature (T) Si T

irradiance ; T

limitation by

support by P

support by Si

support by N

support by N ; P

T-increase

T-decrease

diatoms green algae cyanobacteria green algae-cyanobacteria (mixed populations) 

Jan Feb Mar Apr May JulJun Aug Sep Oct Nov Decmonth

season

irradiance ; ice cover N N irradiance

P N ; P N ; P

Temperature (T) Si T

irradiance ; T

limitation by

support by P

support by Si

support by N

support by N ; P

T-increase

T-decrease

--

Fig. 12.12 Phytoplankton limitation pattern in the Darss-Zingst
Bodden Chain. The limitation pattern was investigated by
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& Duncan, 1986). However, the PEG model does not
cover the hypertrophic conditions of the DZBC. Field
investigations carried out in the mid-1990s showed that
not only light limitation was responsible for the low
trophic connectivity. In addition, an increased impor-
tance of the microbial loop caused a high turnover
of nutrients and organic matter in the pelagic sys-
tem. As a consequence, productivity of the system is
no longer nutrient controlled; nutrient availability only
controls species composition. It has been shown by
several authors that under hypertrophic conditions irra-
diance availability and/or temperature follow nutrient
availability as the controlling factor in such brackish
systems (Schiewer, 2001; Schubert, 1996; Schubert &
Wasmund, 2005). However, the mechanisms underly-
ing (particularly) temperature dependency of plank-
tonic biomass development are not yet understood and
require further investigation (Schubert & Wasmund,
2005).

In the coming years, the effects of declining nutri-
ent loads are expected to cause a return to mesotrophic
conditions in the Darss-Zingst Bodden Chain, resulting

in a re-onset of nutrient limitation. Further monitoring
will be performed to follow this unique event.

12.4 Conclusions

Irrespective of hydromorphology-based differences
and the large variability of almost all parameters typi-
cal of brackish waters, long-term studies of the three
systems revealed some common features. First, the
main driver for changes observed was anthropogenic
in origin; irrespective of year-to-year or even decadal
changes in weather conditions, eutrophication alone
explains a large portion of the changes observed in
ecosystem functioning of the systems. With respect
to the specific eutrophication effects, decoupling of
trophic interactions, leading to increased sedimenta-
tion and deposition, seems to be a general system
response to increased nutrient availability. The specific
changes in phytoplankton composition are more com-
plex. At present, the switch from P- to N-limitation
in the Baltic, indicated by an increase of diazotrophic
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cyanobacteria, can be interpreted as the first sign of
hypertrophication. A further increase in nutrient loads
may, as shown in C3, lead to light limitation even
in shallow systems, conditions where diazotrophic
Cyanobacteria are no longer favoured. However, there
are several questions still to be answered: the effects
of silica depletion in the Baltic Sea as well as the phe-
nomenon of accelerated eutrophication in Chesapeake
Bay are of general interest, but also specific details as
the kinetics and the time lag in re-mesotrophication
of the German coastal lagoon are ecological questions
requiring long-term investigations.

Summarizing it can be stated that, beside the gen-
eral vantage of long-term ecological studies to pro-
vide a robust backbone from whose output-specific
investigations enable deeper understanding of sys-
tem behaviour, such studies in brackish systems
are requirements without alternatives. As shown in
all three examples, the variability in brackish sys-
tems does not allow reliable detection of system
shifts by point-to-point comparisons. Irregular mix-
ing events can provoke development of dinoflagellates
in Chesapeake Bay, and patchiness of cyanobacte-
ria blooms in the Baltic in summer months, while
year-to-year variation in weather conditions modu-
late the effects of nutrient limitation, etc. The latter
effect probably will be of greater importance in future
as global climate change gradually selects for new
species and accelerates kinetics for most biogeochem-
ical processes. Detection of the effects of global cli-
mate changes in highly variable systems requires not
only profound knowledge about responses to ‘non-
climate drivers’ but also robust data that bound system
responses for ‘pristine’ weather-induced variability
over several decades. Only long-term data can provide
this analytical potential for detecting change.
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Chapter 13

Long-Term Ecological Research in Freshwater Ecosystems

Jan Köhler

Abstract Long-term changes of freshwater ecosys-
tems are mainly caused by immissions from drainage
basin and atmosphere (nutrients, acid substances,
etc.) and by changing climatic conditions. Freshwater
ecosystems often react in non-linear ways to these
external forces. Beyond a certain threshold, gradual
shifts may cause catastrophic switches to another state.
The way back to the previous state rarely corresponds
to the past changes because of memory effects of the
system. Long-term studies are necessary, but they do
not allow for a simple extrapolation of past observa-
tions into the future.

Freshwater systems are also influenced by rare events
like invasion of new species, spates or droughts.
Effects of perturbations should be studied until the
system establishes a new equilibrium.

The analysis of long-term processes needs sound
knowledge about natural oscillations or gradual
changes of the baseline. Monitoring programmes of
German lakes and reservoirs rarely last longer than 30
years. They usually started after serious environmental
problems had emerged; they do not cover periods with-
out human impacts (baseline conditions). Therefore,
long-term monitoring should be accompanied and
extended by palaeolimnological approaches.
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13.1 Introduction

German lakes were formed after the retreat of the last
glaciation about 10,000–15,000 years before present.
Since then, they underwent permanent developments
caused by sediment accumulation, invasion by new
and extinction of ‘native’ species, changes in vege-
tation, soil properties and hydrology of the drainage
basin, or large-scale climatic shifts. Human activities
influenced lake and river systems in many ways for at
least the last millennium. First systematic studies of
lakes were performed in the late 19th century. In the
first decades of the 20th century, most limnological
studies were focused on descriptions of several aspects
of single lakes and attempts to compare lakes by
different schemes of lake classification. Deep lakes
were more frequently studied than shallow ones, and
running waters were nearly neglected. Lakes were
seen as microcosms or superorganisms; the effects
of drainage basin and the atmosphere came into
focus only in the 1970s (Kalff, 2002). Popularity of
research topics and funding policy is always changing.
Therefore, systematic studies of lakes or rivers rarely
cover more than the last 30 years. This is a long time
relative to the life span of the researcher but just a
snapshot given the thousands of years’ development
time of the studied systems.

Man usually tries to extrapolate the own experi-
ence in order to understand past changes or to predict
future developments. This strategy is of limited value,
however, in case of rare events or slow shifts which
eventually cause catastrophic switches. Obviously,
even an extended study period will never cover all
important timescales. But the reliability of extrapo-
lations will increase with the duration of included
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observations. Even more important, long-term inves-
tigations are needed to understand the processes which
shape ecosystems in the long run. Main driving forces
for freshwater systems are immissions of nutrients and
acid substances, invasion of new species and climatic
conditions. In this chapter, I discuss the timescale of
direct and indirect processes determining these driv-
ing forces and compare them with known monitoring
programmes of German lakes and reservoirs.

13.2 Effects of Perturbations

Rare events or catastrophes may completely alter
species composition or habitat structure of aquatic
ecosystems. Running waters are especially prone to
occasional floods or droughts. Obviously, long-term
observations are necessary to estimate the frequency of
rare events and to study their impact on the ecosystem.

We need to observe the effects even of frequent per-
turbations at least until the system reaches a new equi-
librium. The response of an aquatic ecosystem to load-
ing with nutrients or toxic substances depends on flush-
ing rate or retention time. Rivers or flushed lakes will
recover from perturbations much faster than isolated
lakes. A new equilibrium appears only after some gen-
erations, i.e. it needs several years for fish or macro-
phytes but only few weeks for bacteria, algae or proto-
zoa. Speed of equilibration also depends on reproduc-
tive strategies of the key species. On the other hand,
environmental changes in temperate lakes or rivers
follow an annual pattern, so that investigations even
of quickly reproducing organisms should last whole
years. Weather conditions (temperature, irradiance,
precipitation and the related fluxes from the drainage
basin) usually vary from year to year, i.e. observations
from single years are not valid for longer periods.

Oscillations and long-term shifts are essential parts
of dynamic systems. A serious analysis of any change
in the system requires sound knowledge on tempo-
ral variations in the baseline from which the change
occurred (see Elliott, 1990). In an ideal world, the sys-
tem under investigation should be studied for some
years before a perturbation starts.

Other processes cause gradual changes over long
time periods, like nutrient enrichment (eutrophication),
acidification and invasion of non-native species or cli-
mate change. These long-term changes may occur
without any human activities so it is important to

differentiate between natural dynamics and anthro-
pogenic impacts. Apart from this baseline problem,
the non-linear response to external forces requires
long-term studies of aquatic ecosystems.

13.3 Eutrophication

Productivity and structure of most aquatic ecosystems
depend on nutrient supply. In most freshwater sys-
tems, phosphorus availability limits growth of primary
producers. Other potentially important nutrients are
nitrogen and silicon. Nutrient immissions into lakes
and rivers result from import to the drainage basin
and release and retention processes within the basin.
Release and retention of nutrients are influenced by
properties of the catchment (relief, vegetation cover,
geology, soil type, etc.), by hydrological and climatic
conditions. Most of these factors are subject to per-
manent natural as well as anthropogenic changes.
After the last glaciation, nutrient emissions from the
catchment changed slowly due to soil formation, veg-
etation succession and development of stream sys-
tems. These long-term shifts were modified by climate
changes. Human activities like deforestation, farming
and stockbreeding, drainage of wetlands or construc-
tion of watermills influenced nutrient emissions in
European catchments for at least the last millennium.
Nutrient input increased dramatically after introduc-
tion of flushing toilets and sewer systems in urban
areas and of artificial fertilisers in agriculture and hor-
ticulture. Phosphorus loading of European rivers and
lakes was highest in the 1960s–1980s. It declined
after the ban of P-containing washing powders and
detergents and the construction of advanced sewage
treatment plants which remove most phosphorus and
nitrogen from wastewater. Nitrogen loading did not
decline in many catchments due to still intensive use
of fertilisers. Additionally, nitrate often travels some
decades from application in agriculture via groundwa-
ter to the next river.

Aquatic ecosystems respond to changes in nutrient
loading more or less delayed and often in non-linear
ways. Lake sediments act as phosphorus sink. They
accumulated large P amounts in decades of increased
loading. This P pool delays the decline of in-lake
P concentration despite reduced external loading.
P remobilisation from sediments was enhanced by
the positive feedback between high phytoplankton
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biomass and high oxygen demand at the sediment–
water interface. In most lakes, a new equilibrium was
attained only 10–15 years after reduction of external
nutrient loading (Jeppesen et al., 2005). The length of
this delay depends on flushing rate, P concentration in
sediment and water and binding form of P. Often, lakes
recovered initially at slow rates but improved once
phosphorus concentration fell below a critical value
(Moosmann, Gächter, Müller, & Wüest, 2005). Lakes
respond nearly immediately to reductions in nitrogen
loading because N accumulation in sediments is low
and surplus N is removed from the system via denitri-
fication (Jensen, Jeppesen, Kristensen, Christensen, &
Sondergaard, 1992; Köhler et al., 2005).

Non-linear responses to changing nutrient loading
are also caused by biotic interactions. Under eutrophic
conditions, fish community was dominated by white-
fish feeding on zooplankton and zoobenthos. A shift
back to a higher proportion of piscivores is usually
delayed and may be accelerated by artificial stocking.
Shallow regions of lakes and rivers are often covered
by aquatic vegetation. Dense stands of plants reduce
resuspension of settled particles and provide shelter
to planktonic and substrate to benthic filter-feeders.
In this way, they reduce the turbidity of the water
column and improve their own light supply. Increased
nutrient loading caused higher biomass of planktonic
and epiphytic algae which shaded the submersed
macrophytes. As a consequence, higher plants dis-
appeared and algal growth further accelerated. At
reduced nutrient concentrations, submersed macro-
phytes re-appeared. This switch between macrophyte-
and phytoplankton-dominated states may occur from
one year to the next. The nutrient concentrations
which trigger this switch are much lower for the
re-colonisation by macrophytes than for their dis-
appearance. Due to this hysteresis, two stable but
completely different states of lake systems may occur
at the same nutrient concentration (Scheffer, Hosper,
Meijer, Moss, & Jeppesen, 1993). Hysteresis implies
a delayed response of shallow lakes to reductions of
nutrient loading.

13.4 Acidification

After the last glaciation, pH of soft-water lakes
decreased slowly, caused by development of vegeta-
tion and soils releasing organic acids. During the last

2,000 years, man-made eutrophication produced a pH
increase, followed by recent acidification (Psenner &
Catalan, 1994). Acidification of rivers and lakes is
caused by wet or dry deposition of acidic components
like sulphur dioxide or nitrogen oxides in the drainage
basin. Emissions of these gases to the atmosphere have
increased since the industrial revolution, mainly due to
burning of sulphur-containing coal in power plants or
households and to oxidation of atmospheric nitrogen
in combustion engines. Acid rain was first described
by Smith (1872, cit. in Lenhart & Steinberg, 1992).
Due to the long time lag between start of acidification
(19th century) and public awareness of its conse-
quences (second half of the 20th century), reconstruc-
tion of background conditions or a baseline is even
more difficult than for eutrophication. Additionally,
a large amount of sulphur dioxide stems from nat-
ural processes like volcano emissions, oxidation of
biogenic dimethyl sulphide or sulphur-containing min-
erals. Acid substances are partly neutralised by dust
which originates from natural (e.g. deserts) as well
as anthropogenic sources (power plants, traffic, agri-
culture, etc.). Dust emission from power plants was
earlier and more strongly diminished than emission
of sulphur dioxide or nitrogen oxides, so a temporary
more severe acidification resulted in regions affected
by power plant emissions. During the last decades, sul-
phuric acid deposition declined drastically in Germany
but was partly replaced by nitric acid. In many forest
regions, the deposited NO3- had been retained by soils
and taken up by vegetation until the system became
N-saturated. This process may cause a delayed, but
sudden decline in pH. Decreases in acid deposition
result in an incomplete or delayed recovery because
large amounts of calcium and magnesium have been
washed out from the soils so that their buffer capacity
was reduced (Likens, Driscoll, & Buso, 1996).

Many aquatic organisms disappear if pH
declines below 6.0–6.5 (Psenner & Catalan, 1994).
Acidification affects certain stages of the life cycle, e.g.
larval phases of fish or emergence of aquatic insects.
Abundance of the affected species often declines
only after some delay. Pulses of acid substances may
reach the stream or lake only occasionally, e.g. after
snow melt or heavy rain. Such pulse may or may not
coincide with sensitive life stages.

In some lakes, a temporary recovery from acidifi-
cation was produced by liming. The rate of recovery
of aquatic organisms depends on their dispersal abil-
ity and reproductive strategy. Zooplankton recovery
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needed 10 years after liming in a moderately acidic
Canadian lake, but more than 15 years in more acidic
lakes (Yan, Keller, Somers, Pawson, & Girard, 1996).
Molluscs and fish need an inoculum from refuges or
artificial stocking. In any case, a time lag of sev-
eral years occurs between chemical and biological
recovery.

Global warming enhanced weathering of miner-
als and increased biological activity. Sommaruga-
Wögrath et al. (1997) found a strong positive
correlation between pH of alpine lakes and air
temperature.

Sensitivity of a stream, reservoir or lake to import
of acidic substances mainly depends on the geochem-
istry of its catchment. Most of northern Germany is
covered by easily weathered carbonate-rich rocks and
soils which neutralise incoming acids. Much more vul-
nerable to acidification are mountainous areas with
insoluble surface material like granite, gneiss, basalt
or sandstone. Streams, lakes and reservoirs with small
drainage basin are most at risk. Therefore, acidi-
fied water bodies are concentrated in upper regions
of the Ore Mountains, Bavarian Forest and Black
Forest.

13.5 Invasion by Non-native Species

Compared to terrestrial or marine systems, freshwater
ecosystems are more separated (less coherent) under
natural conditions. Micro-organisms may spread by
wind or birds over long distances. Many higher plants
or animals, however, can migrate only within their river
basin. Human activities (intended or accidental import,
connection of river basins by canals, ship traffic, etc.)
enabled or favoured invasion of new areas. Invasive
species have large effects on diversity and structure
of native communities, but also on pool sizes and
main processes in aquatic ecosystems. Climate change
favoured the northward spreading of warm-adapted
species during the last decades.

Effects of many invaders are not constant over time.
Processes like evolution, shifts in species composition,
accumulation of materials and interactions with abi-
otic variables can increase, decrease or qualitatively
change the impacts of an invader through time. Strayer,
Eviner, Jeschke, and Pace (2006) differentiate between
an acute phase just after arrival of a new species and a

chronic phase after various ecological and evolutionary
processes. The latter may last for decades or centuries.
However, most studies of the effects of invasive species
have been brief and lack a temporal context; 40% of
recent studies did not even state the amount of time that
had passed since the invasion (Strayer et al., 2006).

In the following, main processes requiring long-
term studies of invasions are briefly discussed: Invasive
species often have to acclimate to their new surround-
ing. This acclimatisation can occur quickly in the
initial phase or as a response to changes developing
later in the invasion process. The need to acclimate
often causes a time lag between invasion and explosive
population growth. On the other hand, the commu-
nity that has been invaded also changes over time.
Invaders often arrive in a new system without their
associated enemies. Introduced populations host on
average half the number of parasite species of native
populations (Torchin, Lafferty, Dobson, McKenzie, &
Kuris, 2003). Predators, parasites or competitors may
follow from previously occupied regions or old estab-
lished species may adapt to the invader. The time lag
between invasion and arrival of the old or adaptation
of new enemies often causes an initial mass develop-
ment of the invasive species followed by a regulation
to lower population densities. Additionally, compo-
sition of the invaded community can shift towards
species resistant to effects of the invader or native
species can adapt to reduce own losses caused by the
invader.

The zebra mussel (Dreissena polymorpha) is a good
example for many of the mentioned long-term pro-
cesses. It expanded after construction of the Pripyat-
Bug canal in 1780 from tributaries of the Black
Sea to central Europe (Kinzelbach, 1995). Man-made
changes favoured Dreissena during the last century:
eutrophication increased the food concentration of
this filter-feeder; hydraulic engineering provided hard
substrates to settle. Zebra mussel filtration reduced
the biomass (Makarewicz, Lewis, & Bertram, 1999;
Caraco, Cole, & Strayer, 2006) and altered the species
composition of phytoplankton (Vanderploeg et al.,
2001). This species also creates new habitats by
‘paving’ soft sediments (Beekey, McCabe, & Marsden,
2004). The zebra mussel was followed by a spe-
cialised parasite, the trematode Bucephalus polymor-
phus (Kinzelbach, 1995). Some native waterfowls have
adapted to feed on this mussel and may control its
abundance (Petrie & Knapton, 1999). Ironically, water
fowl foraging was facilitated by increased water clarity
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caused by filter-feeding mussels. Molloy, Karatayev,
Burlakowa, Kurandina, and Laruelle (1997) reviewed
the old and new predators, parasites and competitors
of Dreissena. The zebra mussel was the most important
filter-feeder in the Rhine during the 1980s but is now
diminished by competition from new invaders, mainly
the amphipod Corophium curvispinum (Kinzelbach,
1995).

13.6 Climate Change

‘Climate change’ means a significant change in mean
temperature, precipitation or wind patterns during
time periods of decades to millions of years. At
the geological timescale, continental drift, uplift and
erosion of mountains and CO2 uptake by sedimen-
tary rocks caused shifts in climatic conditions. At a
shorter timescale, changes in the Earth’s orbit and
in solar energy output trigger glacial and interglacial
phases. Volcano eruptions may cause short-term cli-
matic changes. Human activities like deforestation,
irrigation and fuel burning influenced the climate, at
least locally, for many centuries. After the industrial
revolution, emissions of greenhouse gases (CO2, CH4,
etc.) increased dramatically, so that human activity is
the main reason for the current rapid climate changes.
Mean global surface temperature increased 0.74 K
from 1906 to 2005 and will likely rise a further 1.1–
6.4 K during the 21st century (IPCC, 2007). Several
complex feedbacks may cause non-linear behaviour
and rate-independent memory (hysteresis) of the cli-
mate system.

Higher temperature and lower discharge effect
nutrient loading of rivers and lakes. Increasing evap-
oration and decreasing discharge may contribute to
eutrophication of lakes which receive nutrients mainly
from point sources. In contrast, lower discharge causes
reduced P input from non-point sources. Lower pre-
cipitation reduces weathering and stream flow, result-
ing in lower silica concentrations in lakes (Schindler
et al., 1996). Lakes in pristine catchments thus
received less P and Si, resulting in a slight oligotroph-
ication despite reduced water renewal (Schindler
et al., 1996). Lower discharge and higher tempera-
ture favour nitrogen retention in the river system by
denitrification.

In recent decades, water temperatures increased in
many northern temperate lakes, especially in winter

and spring (Gerten & Adrian, 2002). Duration of ice
cover declined and the spring growth period of phyto-
plankton started earlier. Paradoxically, the shift of the
spring growth period favoured phytoplankton species
adapted to lower temperature, shorter day length, lower
irradiance and, under high Si:P ratios, filamentous
cyanobacteria (Shatwell, Köhler, & Nicklisch, 2008).
Timing of zooplankton was relatively independent of
the winter conditions (Shatwell et al., 2008), so that
longer time was available for phytoplankton spring
growth and less phytoplankton fuelled the trophic cas-
cade from zooplankton to fish. Higher water tempera-
tures also cause earlier and more stable stratification of
the water column from late spring to autumn. In deep
lakes, temperature of the epilimnion and gradients in
the metalimnion increased. Moderately shallow lakes
stratified more permanently and their hypolimnion
tended to become colder (Gerten & Adrian, 2001),
whereas the whole water column of very shallow,
polymictic lakes became warmer. More stable stratifi-
cation favours mobile phytoplankton species, enhances
settling and reduces resuspension of particles. Higher
temperatures at the sediments increase oxygen con-
sumption and remobilisation of nutrients (P, Si) and
heavy metals.

Lower silica input from the catchment, more sta-
ble stratification and higher temperatures favour some
cyanobacteria and aggravate nuisance bloom forma-
tion (Schindler, 2006). In general, the aquatic organ-
isms respond to climate changes in species-specific
ways. The complex, often time-lagged, direct and
indirect responses in biotic structure and trophic inter-
actions are not fully understood yet.

13.7 Disadvantages and Limitations
of Long-Term Investigations

Most limnologists agree that long-term investigations
are necessary, but few of them want to spend time
for repetitive monitoring. Less paper in high-ranking
journals can be distilled per unit effort from long-
term investigations than from studies on single pro-
cesses. Once a long-term data series is accumulated,
its utilisation is often profitable but its analyser stands
on the shoulders of former colleagues which earned
less for long efforts. Papers on popular topics are
most cited. Researchers have to follow the fashion for
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funding. Of course, popularity of topics changes and so
investigations are usually terminated after few years.
Additionally, methods will advance but comparabil-
ity within a data series often requires sticking on old
methods. Therefore, data series without interruptions
are very rare in research institutes.

Only few institutions can achieve to commit staff
and facilities continuously for decades.

On the other hand, there are also theory-based
arguments against long-term studies. Often, episodic,
seasonal and interannual variations are higher than
long-term directional changes. Stochastic disturbances
can mask long-term shifts; in some freshwater sys-
tems frequent disturbances may prevent any steady
state. On the community level, return intervals for the
next disturbance are usually too short to attain a new
equilibrium (Reice, 1994).

Even long-term studies do not allow for a sim-
ple extrapolation of past observations into the future.
Freshwater ecosystems often react in non-linear ways
to external forces. Beyond a certain threshold, gradual
shifts may cause catastrophic switches to another state.
The way back to the previous state rarely corresponds
to the past changes because of memory effects of the
system.

Research and corresponding management usually
ignores timescales in the natural dynamics of lakes
and rivers which exceed the human life span and
experience. An assessment of the current state and of
human influences should be based, however, on its
deviation from natural reference conditions (European
Union, 2000). Long-term monitoring usually started
after serious environmental problems have emerged.
They rarely cover the periods of nearly undisturbed
conditions and even seldom the phase of deterio-
ration. Therefore, long-term monitoring should be
accompanied and extended by palaeolimnological
approaches. Stratigraphical analyses of sediments or
ice cores can cover much longer timescales than
the most persistent limnological monitoring. On the
other hand, the comparison between long-term obser-
vational data and recent sediment stratigraphy is
very valuable for calibration of palaeolimnological
methods (Battarbee, Anderson, Jeppesen, & Leavitt,
2005).

In some cases, we can change space for time. We
can deduce the response of one system to temporal
changes by comparing similar systems which experi-
ence the same impact at different degrees at the same
time.

13.8 Long-Term Investigations
of German Lakes and Reservoirs

In Germany, first freshwater laboratories were estab-
lished in the late 19th century at Plön (1891) and
Friedrichshagen (1893). These institutions were not
intended to analyse certain lakes for longer time peri-
ods. In fact, comprehensive studies of lakes around
Plön and Berlin-Friedrichshagen were occasionally
organised by staff members, but these analyses lasted
only a few years each, were not part of longer-lasting
programmes and often used outdated or not well-
documented methods. Lake Constance as the largest
German lake and an important drinking water source
of south-western Germany was regularly studied by the
Institute of Lake Research at Langenargen since 1952,
by the International Commission for the Protection of
Lake Constance since 1961 and by the Limnological
Institute of the University of Constance since 1979,
although some programmes had been terminated or
interrupted in the meantime [Arch Hydrobiol. Spec.
Issues Advanc. Limnol. 53 (1998)]. Since the late
1950s, Lake Stechlin has been comprehensively and
continuously monitored because of a small nuclear
power plant which took lake water for cooling (Casper,
1985). Apart from these exceptions, monitoring pro-
grammes were not started before 1970. They were
usually motivated by eutrophication problems and thus
focused on growth and production of phytoplankton,
nutrient budgets and trophic interactions in the pelagic
zone. The benthic community was studied only occa-
sionally and usually in qualitative terms. Long-term
data on the fish stock of some lakes are (cautiously)
extractable from catch statistics of commercial fish-
ermen. Until now, consistent analyses comprising the
major groups of organisms and most important pro-
cesses at the same lake and during the same time are
very rare.

Different institutions run long-term monitoring
programmes for different purposes. Water authori-
ties often monitor chemistry and some hydrologi-
cal and biological parameters in large river systems.
Reservoirs (and few lakes) serving as source of drink-
ing water are analysed by the water suppliers. Many
lakes are occasionally sampled by the local water
authorities, often to test the suitability for bathing.
Very few German lakes have been intensively investi-
gated in high frequency for long time. Table 13.1 gives
examples for monitoring programmes which have been
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Table 13.1 Long-term monitoring of German lakes and reservoirs (selected sites): start, termination (if applicable) and frequency
of regular measurements

Parameter
Lake
Müggelsee Lake Stechlin Lake Constance

Saidenbach
reservoir Lake Haussee

Lake
Luzin

Lake
Tollense

Phytoplankton
biovolume + species
composition

1977- 1959- 1952- 1975- Occasionally – –

Phytoplankton
chlorophyll a

1994- 1980- 1976- 1994- 1978- 1981- 1981-

Zooplankton biovolume
+ species composition

– 1978- 1952- 1975- 1978- 1981- 1981-

Zooplankton abundance 1979- 1978- 1952- 1975- (without
ciliates)

1978- 1981- 1981-

Fish stock – 1995- 1909- 1981, 1998 Few observations – –
Macrozoobenthos

abundance
1991–1992,

2001
Few

observations
1968, 1972,

1978, 1985,
1993, 2005

– – – –

Macrophytes coverage 1999, 2000,
2006,
2008

Few
observations

1968, 1978,
1993, 2008

– – – –

Periphyton biomass – – – – – – –
Primary production

(phytoplankton)
1978- 1970- 1979–1997 – Few observations – –

Bacterial production
(pelagic)

– 1976- 1980–1997,
2005

– – – –

Water temperature 1976- 1958- 1961- 1975- 1978- 1981- 1981-
Ice coverage 1977- 1958- 875- 1975- – – –
Secchi disc depth 1979- 1958- 1920–24, 1951- 1975- 1978- 1981- 1981-
Light attenuation 1976- 1970- 1979–1997 1975–1990,

rarely
– – –

Discharge/retention time 1976- – 1951- 1975- – – –
Total phosphorus 1979- 1971- 1961- 1975- 1978- 1981- 1981-
Dissolved reactive

phosphate
1979- 1971- 1961- 1975- 1978- 1981- 1981-

Total nitrogen 1976- 1993- 1961- – 1993- 1993- 1993-
Dissolved inorganic

nitrogen
1976- 1971- 1961- 1975- (only

nitrate)
1978- 1981- 1981-

Dissolved reactive silica 1977- 1971- 1961- 1981- 1978- 1981- 1981-
Conductivity 1994- 1970- 1961- 1991- 1978- 1981- 1981-
pH 1991- 1970- 1961- 1991- 1978- 1981- 1981-
Oxygen content 1979- 1971- 1961- – 1978- 1981- 1981-
Dissolved inorganic

carbon
1978- 1971- 1976- – 1978- 1981- 1981-

Sampling frequency
summer (winter) in d

7 (14) 14 (28) 14 1975–1986: 7,
1987-: 14

14 (28) 14 (28) 14 (28)

Institution IGB IGB IGKB, Uni
Konstanz

TU Dresden IGB IGB IGB

performed for more than 20 years at German lakes and
reservoirs. This compilation is not complete, especially
regarding reservoirs.

Due to the federal organisation of environmental
protection, Germany lacks a central institution to
coordinate monitoring programmes, to validate and
standardise the used methods and to centralise data
collation.

13.9 Conclusions

Natural systems are always changing. There is no con-
stant baseline. Observed temporal changes are never
exclusively caused by human activities. Long-term
observations are necessary to understand natural fluc-
tuations and shifts and to differentiate them from
human impacts.
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The temporal scale of investigations generally
depends on the processes under study. Spatial scale and
temporal scale determine tools and approaches which
are effective at that level. The results and interpreta-
tions made at one scale may be wrong or inappropriate
at another (Fisher, 1994). Long-term changes usually
occur at the spatial scale of whole ecosystems. Long-
term studies of lakes or rivers have to include the
processes in its catchment and interactions with the
atmosphere. On the other hand, it is often defensi-
ble to neglect the processes acting at lower scales of
space or time. Statistical models with seasonal aver-
aged responses of aggregated properties or proxies are
appropriate for many long-term studies.

Long-term observations of lakes and rivers are not
replaceable by palaeolimnological studies or by the
comparison of systems at different development stages.
Instead, these approaches should be combined to over-
come limitations of the single concepts.

Acknowledgements Rainer Koschel, Reiner Kümmerlin, Hans
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Chapter 14

Long-Term Monitoring in Rivers of South Germany Since
the 1970s – Macrophytes as Indicators for the Assessment
of Water Quality and Its Implications for the Conservation
of Rivers

Peter Poschlod, Martijn Kos, Stephanie Roauer, Andreas Seemann,
Oliver Wiesmann, Georg H. Zeltner, and Alexander Kohler

Abstract Since 1970 long-term ecological research
has been established in several running waters in
Bavaria. An emphasis was laid on the record of the
macrophytic vegetation. In this chapter we present
long-term records from three rivers. The Moosach is
situated in the calcareous-rich gravel plains north of
Munich. The two soft-water rivers, the Pfreimd and
the adjacent Naab, run out from the siliceous bedrock
of the ‘Upper Palatinate Forest.’ Vegetation changes
could be interpreted according to water quality changes
and confirmed the suitability of macrophytes as water
quality indicators, which recently obtained its official
acceptance in the new Water Frame Directive of the
European Union. The results show that there is a unifi-
cation of the vegetation losing the extremes especially
in the oligotrophic part. However, the regeneration
potential of macrophytes is mainly low although in
many species it is not yet understood. It is therefore
concluded to lay an emphasis on the protection of still
oligotrophic sections of a river to maintain the total
species pool.

Keywords Long-term monitoring · Running waters ·
Macrophytes · Southern Germany · Hard water · Soft
water

14.1 Introduction

Since a long time running waters were subjected
to an increasing influence of chemical and organic

P. Poschlod (�)
Institute of Botany, University Regensburg, D-93040
Regensburg, Germany
e-mail: peter.poschlod@biologie.uni-regensburg.de

load caused by sewage from agriculture, industry, and
households with a peak during the 1960s and 1970s.
Therefore, long-term ecological studies in running
waters to assess water quality have a long tradition
since the introduction of the basic principles of the
saproby system (Saprobiensystem) by Kolkwitz and
Marsson (1902, 1908, 1909; see also Kolkwitz, 1950)
and the system on the so-called Güte-Klassen, mean-
ing classes of water quality ranking from I to IV by
Liebmann (1959, 1960, 1962) later taken over into
official DIN standards (DIN 38410 Part 1, 1987; DIN
38410 Part 2, 1990). In these water quality assessment
systems macrozoobenthic organisms played the major
role as indicators. Kohler established in the 1970s
another system based on experiments on the indicator
quality of macrophytes that is emerged and sub-
merged aquatic plants (Kohler, Zeltner, & Busse, 1972;
Kohler, 1976). His classification system included three
classes. At the same time he started the monitoring
of rivers in the southern part of Germany, especially
in Bavaria in regions of different geology. In this
context he studied the river Moosach situated in the
largely paludified calcareous gravel plain north of
Munich (Kohler, Vollrath, & Beisl, 1971); the river
Friedberger Au in the calcareous gravel plain near
Augsburg (Kohler, Brinkmeier, & Vollrath, 1974); and
the river Pfreimd in the siliceous bedrock of the Upper
Palatinate Forest (Kohler & Zeltner, 1974). At this
time macrophytes were not incorporated in the above-
mentioned DIN standards despite the fact that the
high value of macrophytes as bioindicators was widely
acknowledged. However, with the implementation of
the European Water Frame Directive to maintain run-
ning waters in good conditions macrophytes were
now also ‘officially’ acknowledged as suitable indi-
cators. Recently, the applicability of macrophytes as
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indicators to assess water quality was confirmed again
by Schaumburg et al. (2004, 2005) and Bayerisches
Landesamt für Wasserwirtschaft (2005).

In this chapter, we present the monitoring scheme
and results from the long-term monitoring of two river
systems over 30–35 years to (1) show changes in
macrophyte abundance and species composition and
(2) its relation to environmental changes.

14.2 Study Area

The two systems studied are situated in two differ-
ent geologic regions representing two extremes, the

calcareous-rich river (Moosach) and the soft-water
river (Pfreimd; Fig. 14.1).

The Moosach is a tributary of the Isar and runs
through the largely paludified gravel plain in the
north of Munich parallel to the southern edge of
the tertiary hilly land. It drains the large peatlands
‘Freisinger Moos’ and ‘Dachauer Moos’ and crosses
afterwards the unpaludified part of the gravel plain.
However, throughout its whole length the Moosach
is additionally fed by calcareous-rich groundwater.
Therefore, it is characterized by the occurrence of indi-
cators for oligotrophic calcareous-rich groundwater
such as Juncus subnodulosus, Potamogeton coloratus,
and Groenlandia densa (Fig. 14.2). The river Moosach

Fig. 14.1 Situation of the studied rivers and their division into monitoring sections
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Species
group  

Zone A Zone B Zone C Zone D 

Calcareous rich water rivers 
I Potamogeton colora-

tus, Chara hispida,  
Juncus subnodulosus, 
Mentha aquatica

II ,asnedaidnalneorG
Potamogeton
natans, Hippuris 
vulgaris

III Callitriche obtusangula, Ranunculus flui-
tans, Elodea canadensis, Myriophyllum 
verticillatum, Zannichellia palustris 

Indiff. 
species 

Berula erecta, Ranunculus trichophyllus
Agrostis stolonifera, Potamogeton crispus, P. pectinatus, Nasturtium 
officinale, Veronica anagallis-aquatica

Calcareous poor soft water rivers

I Potamogeton alpinus, Myriophyllum alterni-
florum, Ranunculus peltatus

II Potamogeton nodosus, P. perfoliatus, Cerato-
phyllum demersum, Myriophyllum spicatum, 
Ranunculus penicillatus

Indiff. 
species 

Hydrocharis morsus-ranae, Potamogeton crispus, Potamogeton 
natans, Sparganium emersum, Callitriche hamulata, Elodea 
canadensis, Ranunculus fluitans

Fig. 14.2 Indicative value of macrophytes of calcareous-rich and calcareous-poor running waters (see Kohler et al., 1971, 1974,
1992; Monschau-Dudenhausen, 1982; Veit & Kohler, 2003; Schaumburg et al., 2005)

is characterized by widths between 2 and 25 m and
depths between 0.25 and 1.75 m. Flow velocity is
low. Visible depth is relatively high except during
floodwater and at the underflow behind Freising. The
ground of the river is sandy and stony. Water chem-
istry measurements during the last monitoring in 2005
(Table 14.1) showed the highest calcium content and
the fact that the Moosach was more polluted, especially

by phosphate, than the other two rivers. This pollu-
tion is due to the localization of the river Moosach in
an intensively used agricultural area, in which pasture
farming prevails.

The river Naab and the river Pfreimd run partly
through the region ‘Upper Palatinate Forest’ and
drain parts of it. The underground of the ‘Upper
Palatinate Forest’ consists of siliceous bedrock.

Table 14.1 Characterization of water chemistry of the studied rivers

Moosach Naab Pfreimd

Water chemical
parameter 1970 2005 1968/1972 1982–1988 2004 1968/1972 1982–1988 2004

pH 7.9 7.0 6.9/6.9–7.5 7.1 7.3 6.9/7.0 7 7.3
Conductivity (μS/cm) 604 530 – 233 280 – 128 170
Ammonium (mg/l) 0.20 n.d. 0.66/0.40–0.92 0.51 n.d. 0.40/0.22 0.11 n.d.
Calcium (mg/l) 115 28 – − 25 – – 14
Carbonate (mg/l) 336.6 − – − 4.5 – – 2.7
Nitrate (mg/l) 26.9 26.0 –/8.4–10.0 3.8 11.0 – 2.9 11
Phosphate (mg/l) 0.25 1.10 –/0.31–0.72 0.38 0.44 – 0.10/0.05 0.30

Moosach – 1970 – mean of 8–26 measurements at 14 sites; 2005 – mean of four measurements from June to August 2005 at 14
sites; Naab – 1968 – mean of eight measurements at one site; 1972 – mean of eight measurements at three sites; 1982–1988 – mean
of 168 measurements at one site (Kohler et al., 1992); 2004 – mean of measurements in June 2004 at 10 sites; Pfreimd – 1968
and 1972 – mean of eight measurements at one site (Kohler & Zeltner, 1974); 1982–1988 – mean of 168 measurements at one site
(Kohler et al., 1992); 2004 – mean of 20 measurements in June 2004 at 20 sites; n.d. = not detectable; – = not measured
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Therefore, the rivers are characterized by soft water
and by the occurrence of respective indicators such
as Callitriche hamulata, Myriophyllum alterniflorum,
Ranunculus peltatus, and Ranunculus penicillatus
(Fig. 14.2).

The river Naab is characterized by widths between
20 and 40 m and depths between 0.25 and 1.5 m.
Flow velocity and visible depth are low. The ground
of the river is sandy and stony and that of the river-
banks muddy. Water chemistry was characterized by
relatively high calcium contents affected by confluents
from the Jurassic Franconian Alb and low pollution
(Table 14.1).

The river Pfreimd is characterized by widths
between 5 and 25 m and depths between 0.2 and 1.25
m. As in the river Naab, flow velocity of the river
Pfreimd is low as well, but with frequent turbulences.
In contrast to the river Naab, visible depth is high.
The bottom of the river is stony and sandy, except
for the upper reaches, which is muddy. Water chem-
istry showed the lowest degree of pollution within the
studied rivers.

14.3 Monitoring Scheme and Methods

The monitoring scheme in all rivers followed the
design described by Kohler (1978). Rivers were
divided into sections. The lengths of the sections were
defined by prominent and re-detectable features along
the river such as houses, bridges, or larger trees. The
river Moosach was mapped completely, whereas in
the rivers Naab and Pfreimd only the macrophytes of
selected sections were recorded. The monitoring in the
river Moosach started in 1970 and was repeated in
1979, 1985, 1989, 1992, 1996, and 2005. In the rivers
Naab and Pfreimd, it started in 1972 and was carried
out again in 1980, 1988, and 2004.

The monitoring program included the mapping of
the complete aquatic vegetation, i.e., all plants which
had their roots below the water surface between June
and August. The abundance of each macrophyte was
estimated according to a five-step scale where 1 =
very rare, 2 = rare, 3 = common, 4 = frequent, 5 =
very frequent. Kohler (1978) explained the procedure
in detail, which meanwhile is the standard method for
the mapping of rivers according to the European Water
Framework Directive (WRRL, 2000).

Water chemical parameters were either measured
with an electronic instrument (WTW Multi 340i, pH,
and conductivity) or an ion chromatograph was used
(Dionex DX 120, calcium, ammonium, carbonate,
nitrate, phosphate a.o.).

In this study, data were analyzed with respect to
the number of occurrences of certain species with a
strong indicator value for water quality. Four classes
or zones, respectively, were differentiated following
Schneider (2000) and Schorer, Schneider, and Melzer
(2000): A = cleanest, unpolluted spring-fed brooks;
B = low pollution; C = moderate pollution; D =
high pollution. Indicator species were taken from
Kohler et al. (1971, 1974) for the river Moosach
(Veit & Kohler, 2003) and from Kohler, Lange,
and Zeltner (1992) for the rivers Naab and Pfreimd
(Fig. 14.2).

A detrended correspondence analysis (DCA) was
carried out on the raw vegetation data (PC-ORD
4.0; McCune & Mefford, 1999) to assess the overall
development. Sections and species abundances were
ordinated, and species were correlated with this ordi-
nation to present a bi-plot. For all indicator species
we calculated three indices for the first and last year
of monitoring, which were the ‘relative range length
(Lr)’ and the quantitative indices ‘MMT’ and ‘MMO’
(Kohler & Janauer, 1995).

The relative range length shows the occurrence of
a species related to the total length of all mapped
sections and is calculated according to the following
formula:

Lr[%] =
∑n

k=1 Lk

Lges
· 100

where Lr = relative range length, Lk = length of
section k, Lges = total length of all mapped sections,
k = running index, n = number of sections where the
respective species is occurring.

The quantitative indices ‘mean mass total (MMT)’
and ‘mean mass occurrence (MMO)’ quote the dom-
inance of a species related to the total length (MMT)
or only to the sections where the species is occurring
(MMO). The comparison of both values shows that in
case of similar values of MMO and MMT a species is
distributed over all monitored sections; in case of high
values a species is very frequent and dominant; and
in case of high MMO and low MMT values a species
is only locally very frequent and dominant. MMT
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and MMO are calculated according to the following
formulae:

MMT =
3

√∑n
i=1 M3

i · Li

L

MMO = 3

√∑n
i=x M3

i · Li∑n
i=x Li

where Mi = dominance/frequency of a species in
section i, Li = length of section i, where the species is
occurring, L = total length of all sections.

14.4 Results

The water analysis showed changes in all rivers within
the long-term study, at least in some chemical param-
eters. In the river Moosach, calcium and ammonium
decreased but phosphate increased. Pollution in the
river Naab did not change except for ammonium which
decreased and nitrate which decreased from 1972 to
1982/1988 but increased to the former level in 2004.
In contrast to these rivers, both nitrate and phosphate
increased strongly in the river Pfreimd.

Multivariate analysis of vegetation data shows con-
tinuous vegetation changes over time (Figs. 14.3, 14.4,
and 14.5).

In the river Moosach, only the first and the last
records were compared. Changes are correlated posi-
tively with Callitriche obtusangula and Mentha aquat-
ica. These two species were increasing in contrast
to P. coloratus and J. subnodulosus (Fig. 14.3),
which is also shown by the comparison of the ‘rela-
tive range length’ (Table 14.2). This analysis clearly
shows a decrease in indicators that point at unpol-
luted conditions or at low pollution. Even indicators
for moderate pollution decline. With the exception of
M. aquatica, only indicators for high-polluted areas
increased such as C. obtusangula and Zannichellia
palustris. Furthermore, a species group which indi-
cates silting processes showed the largest increase of
all (Tables 14.2 and 14.3). To this group belong typ-
ical reed plants (Phalaris arundinacea, Phragmites
australis, Iris pseudacorus) and annual mud plants
(Veronica anagallis-aquatica, V. beccabunga), which
promote sedimentation. Some species of this group
have established during the monitoring period only.

Potcol

JunsubRanflu

Calobt

Menaqu

Spaeme

Axis 1

A
xi

s 
2 Year

1970
2005

Fig. 14.3 DCA of vegetation data (abundance) of the river
Moosach in 1970 and 2005. r2-value = 0.36. Calobt – C. obtu-
sangula, Junsub – J. subnodulosus, Menaqu – M. aquatica,

Potcol – P. coloratus, Ranflu – Ranunculus fluitans, Spaeme –
Sparganium emersum et erectum
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Fig. 14.4 DCA of vegetation data (abundance) of the river Naab
from 1972 to 2004. r2-value = 0.25. Calham – C. hamulata,
Cerdem – Ceratophyllum demersum, Hydmor – H. morsus-
ranae, Myralt – M. alterniflorum, Nuplut – Nuphar lutea,

Potper – Potamogeton perfoliatus, Ranpel – R. peltatus, Ranpen
– R. penicillatus, Sagsag – Sagittaria sagittifolia, Spaeme –
Sparganium emersum
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Fig. 14.5 DCA of vegetation data (abundance) of the river
Pfreimd from 1972 to 2004. r2-value = 0.15. Elocan –
Elodea canadensis, Myralt – M. alterniflorum, Nuplut – Nuphar

lutea, Potalp – P. alpinus, Potcri – Potamogeton crispus,
Ranflu – Ranunculus fluitans, Ranpen – R. penicillatus, Spipol
– Spirodela polyrhiza, Spaeme – Sparganium emersum
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Table 14.2 ‘Relative range length’ (Lr) of water quality (tro-
phy) indicators and their changes in the Moosach from 1970 to
2005

Species Zone Lr 1970 Lr 2005
Lr gain/
loss (%)

Chara hispida A 1.47 1.47 0.0
J. subnodulosus A 4.78 3.10 −35.1
P. coloratus A 3.10 3.10 0.0
M. aquatica AB 33.91 70.87 109.0
G. densa C 16.35 0.00 Extinct
Potamogeton natans C 11.62 5.05 −56.5
Hippuris vulgaris C 14.35 8.31 −42.1
Elodea canadensis CD 47.21 57.26 21.3
M. verticillatum CD 25.45 4.10 −83.9
C. obtusangula CD 54.84 83.12 51.6
Ranunculus fluitans CD 59.25 71.50 20.7
Z. palustris CD 36.59 61.04 66.8
Agrostis stolonifera Indifferent 42.01 12.93 −69.2
Potamogeton crispus Indifferent 20.19 27.23 34.9
Potamogeton

pectinatus
Indifferent 5.31 13.99 163.5

Berula erecta Indifferent 62.09 91.96 48.1
Nasturtium officinale Indifferent 54.15 33.54 −38.1
Ranunculus

trichophyllus
Indifferent 48.42 19.19 −60.4

V. anagallis-aquatica Indifferent, t 57.31 91.54 59.7
I. pseudacorus t 0.00 22.40 New
P. arundinaceae t 44.06 80.76 83.3
P. australis t 3.63 57.05 1471.1
Typha latifolia t 0.53 17.88 3273.6
V. beccabunga t 0.00 28.13 New

Zone A to D – see text; t – indicators for terrestrialization
and mud banks; new – species established only during the
monitoring period

In the rivers Naab and Pfreimd, multivariate
analyses showed a general trend correlated with
a decrease of most species during the observation
period (Figs. 14.4 and 14.5). Exceptions in the river
Naab were R. peltatus and Hydrocharis morsus-ranae
(Tables 14.4 and 14.5). R. peltatus was first recorded
in 1978 and increased strongly until 2004. H. morsus-
ranae appeared only in 2004, but already in half of
the recorded sections. In the river Pfreimd, all indica-
tor species decreased more or less continuously from
1972 to 2004 (Tables 14.6 and 14.7).

14.5 Discussion

Despite the general trend of water quality
improvement in rivers throughout Germany
(Länderarbeitsgemeinschaft Wasser, 2002) our

Table 14.3 Mean mass total (MMT) and mean mass occur-
rence (MMO) of water quality (trophy) indicators and their
changes in the Moosach from 1970 to 2005

1970 2005
Species Zone MMT MMO MMT MMO

Chara hispida A 0.74 3.00 0.74 3.00
J. subnodulosus A 1.58 4.36 1.05 2.90
P. coloratus A 0.75 2.37 1.32 4.19
M. aquatica AB 1.96 2.64 2.83 3.81
G. densa C 1.23 2.25 0.00 0.00
Potamogeton

natans
C 1.63 3.33 1.03 2.11

Hippuris
vulgaris

C 1.70 3.24 1.26 2.40

Elodea
canadensis

CD 1.57 1.93 2.58 3.16

M. verticillatum CD 0.92 1.46 0.51 0.81
C. obtusangula CD 3.21 3.77 4.19 4.92
Ranunculus

fluitans
CD 3.57 4.09 3.45 3.95

Z. palustris CD 1.92 2.54 2.15 2.84
Agrostis

stolonifera
Indifferent 1.59 2.12 1.07 1.43

Potamogeton
crispus

Indifferent 1.28 2.19 1.47 2.51

Potamogeton
pectinatus

Indifferent 1.56 4.14 1.88 4.99

Berula erecta Indifferent 3.58 4.04 4.16 4.70
Nasturtium

officinale
Indifferent 1.79 2.11 1.70 2.00

Ranunculus
trichophyllus

Indifferent 1.86 2.37 0.90 1.15

V. anagallis-
aquatica

Indifferent, t 2.15 2.49 2.75 3.19

I. pseudacorus t 0.00 − 1.04 −
P. arundinacea t 1.88 2.35 2.32 2.90
P. australis t 1.02 2.14 2.19 4.61
Typha latifolia t 0.17 1.00 0.88 5.05
V. beccabunga t 0.00 − 1.09 −
Zone A to D – see text; t – indicators for terrestrialization and
mud banks

study showed that only certain water quality param-
eters improved whereas other did not, especially
in the rivers Moosach and Pfreimd. In all rivers
ammonium was not anymore detectable indicating
that the pollution by municipal sewages has stopped
due to the establishment or improvement of sewage
treatment plants during the 1970s and 1980s (Schmid,
2003). In contrast to that, phosphate concentrations
in Moosach and Pfreimd have increased during the
monitoring period, which is contributed by the more
intense application of mineral fertilizer in agriculture.
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Table 14.4 ‘Relative range length’ of water quality (trophy)
indicators and their changes in the Naab from 1972 to 2004

Species Zone Lr 1972 Lr 2004
Lr gain/
loss (%)

P. alpinus AB 0.00 30.34 New
M. alterniflorum AB 0.00 2.91 New
R. peltatus AB 0.00 81.55 New
Potamogeton

nodosus
CD 55.83 37.14 −33.5

Potamogeton
perfoliatus

CD 36.65 0.00 Extinct

Ceratophyllum
demersum

CD 92.72 0.00 Extinct

Lemna gibba CD 21.12 11.89 −43.7
M. spicatum CD 100.00 100.00 0.0
R. penicillatus CD 100.00 41.26 −58.7
Spirodela polyrhiza CD 25.97 50.00 92.5
H. morsus-ranae Indifferent 0.00 66.44 New
Potamogeton crispus Indifferent 27.43 22.33 −18.6
Potamogeton natans Indifferent 30.10 0.00 Extinct
Sparganium

emersum
Indifferent 100.00 97.09 −2.9

C. hamulata Indifferent 94.31 95.68 1.5
Elodea canadensis Indifferent 39.81 56.07 40.8
Ranunculus fluitans Indifferent 0.00 7.28 New

Zone A to D – see text; new – species established only dur-
ing the monitoring period; extinct – species extinct during the
monitoring period

This fact has also triggered the higher nitrate con-
centrations in the river Pfreimd. In conclusion, water
quality remained the same or slightly improved in the
river Naab but worsened from nearly oligotrophic to
mesotrophic in the river Pfreimd and from mesotrophic
to eutrophic in the river Moosach. The number of
river sections with unpolluted or low-polluted areas
continuously decreased in these two rivers since
the start of monitoring. This process is correlated
with a decreasing number of oligotraphentic species.
By contrast, the formerly high-polluted river Naab
shows a significant decrease of eutraphentic species.
Numerous species indicating lower pollution have
re-established since the first record. Surprisingly, one
of these species, R. peltatus, has established nearly in
all sections. However, the contrary trends observed
in the studied river systems support the assumption
of a tendency toward unification. Currently, we lack
more and more the extremes, not only high-polluted
but also unpolluted or low-polluted river sections.
The last German-wide overview on water quality in
rivers assessed by the application of the saproby index
showed this trend of unification as well, especially for

Table 14.5 Mean mass total (MMT) and mean mass occur-
rence (MMO) of water quality (trophy) indicators and their
changes in the Naab from 1972 to 2004

1972 2004
Species Zone MMT MMO MMT MMO

P. alpinus AB 0.00 0.00 0.67 1.00
M. alterniflorum AB 0.00 0.00 0.31 1.00
R. peltatus AB 0.00 0.00 2.74 2.93
Potamogeton

nodosus
CD 2.09 2.54 1.20 1.66

Potamogeton
perfoliatus

CD 1.85 2.54 0.00 0.00

Ceratophyllum
demersum

CD 1.95 2.00 0.00 0.00

Lemna gibba CD 1.70 2.86 0.49 1.00
M. spicatum CD 2.08 2.08 2.71 2.71
R. penicillatus CD 4.56 4.56 1.36 1.83
Spirodela

polyrhiza
CD 1.28 2.00 0.79 1.00

H. morsus-ranae Indifferent 0.00 0.00 0.84 1.00
Potamogeton

crispus
Indifferent 1.10 1.69 1.21 2.00

Potamogeton
natans

Indifferent 0.00 0.00 0.00 0.00

Sparganium
emersum

Indifferent 3.63 3.63 2.63 2.66

C. hamulata Indifferent 2.61 2.61 1.12 1.35
Elodea

canadensis
Indifferent 1.24 1.69 1.62 1.97

Ranunculus
fluitans

Indifferent 0.00 0.00 0.42 1.00

Zone A to D – see text

Table 14.6 ‘Relative range length’ of water quality (trophy)
indicators and their changes in the Pfreimd from 1972 to 2004

Species Zone Lr 1972 Lr 2004
Lr gain/
loss (%)

P. alpinus AB 13.31 0.64 −92.2
M. alterniflorum AB 76.86 54.47 −29.1
R. peltatus AB 87.42 78.38 −10.3
Potamogeton

nodosus
CD 0.00 8.21 New

Lemna gibba CD 0.00 7.30 New
R. penicillatus CD 92.01 28.92 −68.6
Spirodela polyrhiza CD 0.00 11.86 New
Potamogeton crispus Indifferent 29.11 13.23 −54.6
Sparganium

emersum
Indifferent 29.57 65.60 121.8

C. hamulata Indifferent 94.31 79.93 −15.2
Elodea canadensis Indifferent 13.31 13.87 4.2
Ranunculus fluitans Indifferent 9.37 10.95 16.9

Zone A to D – see text; new – species established only dur-
ing the monitoring period; extinct – species extinct during the
monitoring period
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Table 14.7 Mean mass total (MMT) and mean mass occur-
rence (MMO) of water quality (trophy) indicators and their
changes in the Pfreimd from 1972 to 2004

1972 2004
Species Zone MMT MMO MMT MMO

P. alpinus AB 1.25 2.44 0.18 0.00
M. alterniflorum AB 2.97 1.39 2.17 1.09
R. peltatus AB 2.59 2.02 2.18 1.21
Potamogeton

nodosum
CD 0.00 0.00 0.87 0.00

Lemna gibba CD 0.00 0.00 0.42 0.79
R. penicillatus CD 2.77 1.50 2.23 1.99
Spirodela

polyrhiza
CD 0.00 0.00 0.49 0.73

Potamogeton
crispus

Indifferent 1.66 1.72 1.02 1.45

Sparganium
emersum

Indifferent 2.32 2.97 2.25 2.03

C. hamulata Indifferent 2.41 2.14 2.17 1.71
Elodea

canadensis
Indifferent 1.20 2.37 1.03 1.98

Ranunculus
fluitans

Indifferent 0.72 1.47 0.67 0.00

Zone A to D – see text

lowland rivers (Länderarbeitsgemeinschaft Wasser,
2002).

Only single species behave opposite to the general
trend of their indicator group such as M. aquatica in
the river Moosach. This may be due to the fact that
the occurrence of aquatic plants is affected by a large
number of factors in which intensity and interaction
are river specific (Schneider, Krumpholz, & Melzer,
2000). Furthermore, although the indicating value of
most species is confirmed by other studies comparing
water quality and species occurrence (e.g., Schneider,
2000), it was never validated, e.g., by transplantation
experiments except for single species during the 1970s
(P. coloratus, G. densa: Kohler et al., 1972).

Therefore, transplantation experiments of especially
these indicator species with a different behavior in
calcareous-rich and calcareous-poor waters (Fig. 14.2)
are still one of the future tasks to better explain changes
in certain species.

Today, the indicator group of oligotrophic waters
exhibits the largest proportion of extinct and endan-
gered species in Germany compared to any other habi-
tat or ecosystem (Korneck et al., 1998). More than 80%
of the 47 vascular plant species restricted to this habitat
are listed in the Red Data Book; 4 are said to be extinct.
In our systems, Potamogeton alpinus, P. coloratus, and

M. alterniflorum belong to this group of endangered
plants, P. coloratus and Myriophyllum being strongly
endangered (Korneck, Schnittler, & Vollmer, 1996).

For this reason, there is an urgent need to know
if these oligotraphentic indicator species are also
able to re-establish in the case of local water qual-
ity improvements. Here we have the largest gaps of
knowledge on aquatic plants. The regeneration poten-
tial of macrophytes is only poorly studied. Seed or
spore (Characeae) bank and dispersal were only stud-
ied in more or less polluted rivers (Nilsson, Gardfjell,
& Grelsson, 1991; Trottmann & Poschlod in Bonn
& Poschlod 1998; Cellot, Mouillot, & Henry, 1998;
Boedeltje, Bakker, & TerHeerdt, 2003; Boedeltje,
Bakker, Bekker, & VanGroenendael, 2003). The Chara
species have a high regeneration potential due to a
long-term persistent oospore bank. In contrast, macro-
phytes like Potamogeton species seem to have a low
regeneration potential taking into account their seed
bank persistence which is either transient or short-
term persistent (Thompson, Bakker, & Bekker, 1997).
Concerning the above-mentioned endangered species
no data are available except for P. coloratus. Despite
the fact that this macrophyte often forms no seeds at
all, a small seed bank could be found but in the vicinity
of actual stands only (Trottmann and Poschlod, unpub-
lished data). Therefore, it is not surprising that the
re-colonization of macrophytes by vegetative propag-
ules, e.g., by fragments, is considerably more relevant
than by generative propagules (Capers, 2003). If we
assume a transient or a short-term persistent seed bank
for the above-mentioned strongly endangered species,
at least a few sites of this species have to persist
to assure its long-term viability in a river system.
Probably this is the case with nearly all macrophytes.
Therefore, the protection of oligotrophic conditions
including the characteristic species pool should be a
main issue in river management strategies to main-
tain the overall biodiversity for the future. In the
case of the presented river systems the areas which
should be protected are well outlined. On the one
hand two valuable groundwater-fed ditches (Pullinger
Graben, Mauke) feed the Moosach (Würzbach, Kohler,
& Zeltner, 1997). On the other hand there is an area
worth protecting in the upper reaches of the river
Pfreimd just downstream the source. That spreading or
re-colonization of a species even throughout a whole
river system can occur fast is shown by the example of
R. peltatus in the river Naab (Tables 14.4 and 14.5).
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Although no individual of R. peltatus was found in
1972, this species had spread out to nearly all stud-
ied sections until 2004. For this reason, the study of
life history of all indicator species with an emphasis on
their regeneration potential is a further important task
for the future with the objective of better understanding
ecological changes in rivers systems.
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Chapter 15

Long-Term Observations of Soil Mesofauna

Hartmut Koehler and Viesturs Melecis

Abstract General problems connected with plan-
ning, sampling, and data processing of long-term
research of soil mesofauna are discussed, based on two
case studies: (i) the Bremen study of predatory mites
(Gamasina) covering 20 years of secondary succes-
sion on a ruderal site in northern Germany and (ii) the
Mazsalaca study of the effects of climate warming on
Collembola of coniferous stands in the North Vidzeme
Biosphere Reserve, Latvia, covering 11 years. The
findings from both sites are embedded in an array of
environmental data. The results from Bremen docu-
ment the asynchrony of different biota in successional
dynamics. The long-lasting increase of the species
numbers of soil predatory mites (Gamasina) is con-
trasted by a decrease in plant species numbers. In
the Baltic forests, climate change is indicated by the
dynamics of collembolan community. Gradual decline
in species richness has been observed from 1992 to
2002 attributed to global warming. The ‘temporal win-
dow’ or time unit to discern changes in soil mesofauna
communities seems to span approx. 5 years, highlight-
ing the necessity of long-term observations.

Keywords Climate change · Coniferous forest ·
Ruderal site · Soil mesofauna · Succession

15.1 Introduction

According to Reichle, O’Neill, and Harris (1975)
ecosystem resilience depends on four attributes: energy
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base, energy reservoir, element recycling and rate reg-
ulation. Fluxes and flows are regulated to a large extent
by soil mesofauna, being considered as ecosystem
webmasters (Coleman & Hendrix, 2000). Changes in
species composition of soil fauna may significantly
affect litter decomposition and soil formation, mak-
ing it vulnerable to degradation and loss of ecosys-
tem services, such as soil fertility, water retention,
and carbon sequestration. Below–above ground and
multitrophic interactions are some of the complex
relations soil mesofauna may trigger or at least play
an important role in (e.g., Wardle, 2002; Poveda
et al., 2003). Because of this intricate incorporation
into the soil system, mesofauna groups are consid-
ered as useful bioindicators (e.g., Karg & Freier, 1995;
Koehler, 1996; Van Straalen et al., 2005; Filser et al.,
2008).

Long-term ecological research deserves high prior-
ity for the understanding of ecosystem functioning in
response to environmental changes crucial for human
existence, including that of climate. There is no doubt
that climate change may alter species distributions
(e.g., Hampe & Petit, 2005; Schroeter et al., 2005;
Thuiller et al., 2005, Thomas et al., 2004).

Until recently most of the climate-related studies
performed on soil fauna focused on experimentally
simulated effects of drought (Kennedy, 1994; Briones
et al., 1997; Lindberg, 2003; Lindberg & Bengtsson,
2006). However, the results of model experiments
suffer from restricted spatial and temporal scales.
They cannot reveal the long-term changes of soil
ecosystems relevant for the consideration of effects
of global warming. Also, space-for-time approaches
as an alternative for long-term investigations do not
reflect natural transitions and the role of year-specific
conditions, e.g., in areas of glacial retreat or along
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precipitation gradients (as models for succession
or climate change; Clements, 1916; Likens, 1988;
Kaufmann, 2002; Araujo & Rahbek, 2006; Fleischer
& Sternberg, 2006). These can only be traced by
long-term research in natural environments.

Worldwide, comprehensive long-term research
projects neglect soil organisms in spite of their impor-
tance sketched above (see also Melecis, 1999). The
few studies seem to become even fewer in the future
(Dunger, 1975; Dunger et al., 2001; Takeda, 1987;
Hogervorst et al., 1993; Rusek, 1993; Christian, 1995;
Wolters, 1998; Koehler, 2000; Koehler & Müller,
2003; Irmler, 2006). A major reason is that soil
mesofauna research increasingly is facing a loss of
taxonomic expertise and even reference collections.
This is all the more disturbing since the soil har-
bors overwhelming species diversity (e.g., Anderson,
1975; André et al., 2001). Also, soil animals are less
well known to the public compared to flowers or but-
terflies. Finally, soil organisms are not so attractive
to researchers and also to stakeholders and policy
makers because no quick results are to be expected
since research on soil fauna is time consuming and
tedious.

Nature is not static. Ecosystem change (succes-
sion) never stops (Connell & Slatyer, 1977) and has
explicitly to be considered in long-term studies. Being
embedded in the slow processes of the soil system,
the development of the mesofauna community exhibits
extended temporal dynamics, with the almost trivial
consequence that studies have to be performed over
longer periods of time.

General aspects of soil mesofauna methodology
are summarized, e.g., by Edwards (1991), Dunger
and Fiedler (1997), Schinner (1993). In this chapter,
we highlight methodological peculiarities encountered
in our long-term soil mesofauna research projects,
dealing with ecological succession on a ruderal site
(Siedenburg LTER site, Germany; Koehler, 1999,
2000; Koehler & Müller, 2003; Weidemann, 1985;
Weidemann et al., 1982) and with the impact of global
warming on Scots pine forest ecosystems (Mazsalaca
LTER project, Latvia; Juceviča & Melecis, 2002,
2005, 2006). Some results are selected to discuss
the importance of long-term observation. We hope
that our findings will inspire the scientific community
and funding agencies to sustain and intensify long-
term research projects in this important branch of soil
ecology.

15.2 Methodological Approach

15.2.1 Basic Requirements

In long-term research, foresighted planning is detri-
mental. The methodological protocol has to be fol-
lowed over decades by successive researchers. It
should be simple and robust enough to provide statisti-
cally representative and comparable data and to allow
for adaptation or expansion according to methodologi-
cal innovation.

Studies of soil mesofauna are imbedded in the gen-
eral ecological context sketched in the introduction.
With an eco-survey a basic set of environmental fac-
tors is monitored, such as climate, soil type, vegetation
cover, successional stage, history. An interdisciplinary
ecology team is advantageous, but not mandatory.
Mesofauna studies include the following successive
steps:

– Site selection
– Experimental design
– Arrangement of sampling plots
– Sampling
– Extracting animals from soil samples
– Sorting and counting on group level
– Preparation, species identification, documentation

in collection
– Data processing.

Each of these steps has specific methodological
problems relating to the peculiarities of soil meso-
fauna, such as distribution in space and time, scale,
collecting, and taxonomy.

15.2.2 Site Selection and Arrangement
of Sampling Plots

First of all, the availability of the study area to be
selected has to be secured over decades by ade-
quate property rights and exclusion of vandalism
and unexpected interference (clear cutting, land use
change, erection of buildings, etc.). The site should
be accessible without major difficulties. Topographic
and methodological constraints as well as the research
questions determine the delimitation of the study area.

The site should be large enough not to be altered
by the destructive sampling procedure necessary for
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studying soil mesofauna (taking soil cores over years)
and be sufficiently homogeneous to allow for represen-
tative sampling. For an estimate of homogeneity of the
sampling site, not only relief but also information on
soil type and vegetation cover derived from an initial
grid screening is important.

The experimental design of a long-term study
depends on two general objectives. If the aim of
the investigation is to reveal the long-term effects of
different treatments (e.g., manuring, trampling, manip-
ulating of plant cover) agricultural field research offers
methods such as random block design (see Johnston
& Powlson, 1994). A detailed discussion relating to
long-term field experiments is found in Tilman (1989).
When the factors under investigation cannot be con-
trolled, as in global change research, a different situ-
ation arises. Correlations of several factors are likely
and successional change is natural. To handle this sit-
uation, the experimental design has to allow for multi-
variate analyses. In addressing succession explicitly or
in selecting comparable sites of different successional
age, community change is included in the research
question. The arrangement of sampling plots has to
account for the destructive nature of sampling soil
mesofauna.

15.2.3 Sampling

Soil sample units to study mesofauna are in the scale of
centimeters and several units have to be taken per sam-
pling campaign. Soil is taken with a corer, the design
of which often depends on the methodological exper-
tise of the researcher and the soil characteristics, e.g.,
the amount of gravel to be expected to challenge its
mechanical stability. The type of augers may bias the
results (Bruckner, 1998). Since the composition of soil
mesofauna changes with depth, a vertical profile may
be taken, usually to some 15 or 20 cm depth, divided
into sub-cores of equal thickness of, e.g., 5 cm. Spatial
limitations and time-consuming handling and process-
ing of the samples restrict the number of cores and the
amount of soil removed.

Soil mesofauna has a heterogeneous spatial distri-
bution of individuals causing high data variation with
a consistent dependence of variance on the mean and
on the degree of taxonomic resolution (Ekschmitt,
1998). Theoretically, there are two ways to cope
with high variances – either increasing sample unit

size beyond the average patch size or reducing it to
make it close to average distance between individ-
uals (Greig-Smith, 1964). Since patch sizes depend
on the site-specific environment and vary between
taxonomic groups, no generalized approach can be
given. Large sample units tend to result in very high
numbers of individuals, which make analysis too
laborious.

There exist two ways to facilitate the counting
of soil mesofauna and at the same time allow for
statistical analyses. First, small sampling units may
be used with high sample size n (number of cores)
to avoid underestimation of species richness. In the
Latvian study, we compared estimates of Collembola
community parameters obtained from large series of
relatively small sample units (n = 100, surface area
1.0, 2.5, and 5.0 cm2, depth 0–10 cm) with smaller
series of larger samples (n = 10–20, surface area 25
and 75 cm2, depth 0–10 cm; Melecis, 1988). Series
of n = 100 considerably reduced standard errors of
abundances in comparison with series of larger sam-
ple units with sample size of n = 10–20 (Fig. 15.1).

Fig. 15.1 Dependence of standard error of mean density cal-
culated from logarithmically transformed data of Collembola
from sample size by different sample unit sizes: A – 5 cm2 ×
4 cm, n = 100; B – 20 cm2 × 4 cm, n = 100; C – 75 cm2

× 4 cm, n = 100. Comparative study of sampling efficiency of
parallel sample series with different unit size obtained by sys-
tematic sampling of birch forest plot. For small sample units
high-gradient extractor was used, but for medium and large ones
Tullgren’s funnels were used. Standard errors were calculated
by modeling random subsamples of different size (after Melecis,
1988)
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Fig. 15.2 Dependence of species richness of Collembola from
cumulative sample area by different sample unit size: A – 5 cm2

× 4 cm, n = 100; B – 20 cm2 × 4 cm, n = 100; C – 75 cm2

× 4 cm, n = 100. Comparative study of sampling efficiency of
parallel sample series with different unit size obtained by sys-
tematic sampling of birch forest plot. For small sample units
high-gradient extractor was used, but for medium and large ones
Tullgren’s funnels were used (after Melecis, 1988)

For one and the same total sampled area, highest
estimates for species richness were obtained using
the small sample units with correspondingly high n
(Fig. 15.2). The use of large series of small sample
units resulted also in a more representative coverage of
the area of the sampling plot. However, this approach
demands a large number of eclectors to provide simul-
taneous extraction for soil cores and is time consum-
ing. Small cores may suffer for some groups and in
some soil types from edge effects of the auger. Also,
for taxa like the Gamasina with much lower abun-
dances than Collembola, samples size of 20–25 cm2 is
appropriate.

Another way is the use of composite samples
(Bruckner et al., 2000). This may increase repre-
sentativity, but ecological information on the spatial
distribution is lost.

An important problem in long-term studies of soil
mesofauna is the placement of the sample units. Since
most standard statistical tests depend on random-
ness (Jongman et al., 1987), random sampling rather
than systematic or regular sampling is preferred. The
most irreproachable method would be to choose sam-
pling points by random coordinates. However, this was
rejected in our studies because of the risk of impracti-
cability in research over long periods of time. Instead,
many researchers are using ‘arbitrary but without

preconceived bias’ or ‘haphazard’ sampling schemes
(McCune & Grace, 2002). To avoid effects of tram-
pling and coring from previous campaigns, systematic
sampling is prevalent in long-term studies of soil meso-
fauna. It may also provide more information per unit
cost than simple random sampling because the sam-
ple is distributed uniformly over the entire population
of study area (Ratti & Garton, 1994). Several studies
(see review by Pawley, 2006) have demonstrated that
systematic sampling has important advantages over
alternative strategies in terms of statistical efficiency.
Pawley (2006) also demonstrated that the negative
effects of spatial autocorrelation cannot be validated
when the aim of the study is the assessment of mean
population numbers in a restricted space (such as a
permanent plot in a long-term study). Therefore, sys-
tematic sampling might provide even better results
than the random one.

For testing differences between mean population
numbers an estimate of variance is necessary. Data
from systematic sampling are not suitable to obtain
an unbiased estimator of variance; it is underestimated
when calculated by commonly used statistical methods
(Pawley, 2006). Pawley (2006) compared 11 estima-
tors derived from systematic sampling and identified
‘Krige’s additivity relationship’ and variography to be
most reliable.

Systematic sampling should not be used in case of
latent periodicity within the sampled population. To
avoid such a risk in the study of natural populations,
stratified sampling schemes may be applied (Snedecor
& Cochran, 1980).

Although phenology in the soil is by far not so
important as above ground, the frequency and tim-
ing of the sampling campaigns over the year are
an important issue. Frequent soil coring is laborious
and may cause too much disturbance and destruction.
Practicability may limit the sampling to one campaign
per year. In the temperate zones, fall is preferred when
high numbers of individuals and species tend to be
observed (e.g., Takeda, 1987; Hogervorst et al., 1993).
To avoid a bias caused by seasons, Irmler (2006) per-
formed monthly sampling of mesofauna for 7 years
of investigation with rather low sample size of n = 4
per campaign. He found relatively low yearly fluctua-
tions and very high similarities between yearly species
assemblages. The results of the Bremen study indicate
that given a limited sample size for routine monitoring,
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more species can be secured when the samples are dis-
tributed over the year in seasonal sampling campaigns
compared to an intensive effort in only one sampling
campaign in late fall. Assessment of abundances is
affected to a lesser extent (Koehler & Müller, 2003).
These results underline the importance of standardized
sampling intensities in long-term research.

Recently, inexpensive wireless sensor networks and
advanced systems of continuous raw data collection
have initiated significant improvements in measuring
abiotic parameters particularly in long-term studies
(Musaloiu-E et al., 2006).

15.2.4 Extracting Microarthropods
from Soil Samples

The extraction process was studied systematically by
several authors (e.g., MacFadyen, 1961; Usher, 1969;
Edwards & Fletcher, 1971; Lasebikan et al., 1978;
Edwards, 1991; Koehler, 1993). The original papers on
the methodological development of mesofauna extrac-
tion in detail are strongly recommended to adapt the
most efficient and robust method to the specific needs
of the respective long-term research.

Extraction efficiency is affected by many factors,
such as the extraction regime (gradient of heat and
humidity in the soil sample, change of gradient during
extraction process, duration) and whether the soil cores
are intact or broken apart. In long-term studies the
extraction efficiency has to be maintained at the same
relative level over the whole study period and must nei-
ther be affected by environmental fluctuations of the
seasons or between the years nor by the researcher’s
expertise. As was shown by Koehler (1984), field soil
moisture affects the extraction process considerably:
dry soil conditions reduce the efficiency, and very
moist soil is instable so that coring clogs the pores,
resulting in a reduced and selective catch. Very wet
soils should not be sampled, dry soil cores can be
humified before extraction with a water sprayer as used
for pot plants. The extraction regime has to ensure
gradual and finally efficient desiccation of the soil to
drive the animals toward the collection vessel. As is
compiled from various sources by Dunger and Fiedler
(1997), pF values higher than pF 3.5 are critical for soil
microarthropods and provoke direct movement. This
threshold varies with different taxa (e.g., it is lower for

Collembola and high for Oribatids; for details see also
Vannier, 1970).

During and after extraction, collecting and preser-
vation fluids are an important issue (Dunger & Fiedler,
1997). Since many of these are toxic or carcinogenic,
safety precautions have to be observed.

15.2.5 Counting, Sorting,
and Identification of Soil Animals

Counting and sorting the extracted material under the
stereoscope is labor-intensive work. Automatization
with image processing failed so far because of the large
variation of the animals in shape and size and because
of a background ‘noise’ from fallen-in organic and
mineral matter. According to Bruckner et al. (2000),
aliquots from composite samples may reduce labor and
enhance representativity.

Identification of species often is seen as the most
problematic step. However, given accessible collec-
tions and support by a taxonomic expert, learning to
use a mite or Collembola key is just learning a method
as any other. Self-teaching is not recommended and
participation in an introductory course is strongly
advised. Specimens have to be prepared for micro-
scopic inspection. A collection of permanent slides is
recommended as well as a data bank of digital pho-
tos. The use of very convenient polyvinyl-lactophenol
is advised against: the specimens become defective
after 5–10 years. Other media are found in the lit-
erature (e.g., Dunger & Fiedler, 1997). They often
contain carcinogenic chemicals and safety precautions
are obligatory.

Certain difficulties may arise with species iden-
tification of immature individuals of mites and
Collembola, especially when the number of individ-
uals collected is small. It is recommended to take
several additional, bigger qualitative soil samples from
the site and make extractions of soil mesofauna from
them to obtain more individuals to assure identifica-
tion and for reference collection. Some authors only
give data for mature specimen; this is problematic
particularly in mites, where immatures (deutonymphs)
may contribute to a major proportion of the commu-
nity resulting in a distorted community structure when
omitted.
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15.2.6 Data Processing

Frequently, in long-term research of soil mesofauna the
following two questions are to be answered:

• What are the effects of temporal variation of certain
environmental factors on soil animals?

• Are trends or cycles in population and/or commu-
nity characteristics detectable?

It is important to note that commonly used methods
of ecological data analysis (e.g., correlation/regression
analysis, analysis of variance, and multidimensional
ordination methods) should be used with precaution,
considering the implications of the temporal aspect to
long-term data series.

Long-term research is observational and natural
variations in time are taken advantage of (succes-
sion, changes of environmental factors as in climate
change). When in such ‘natural experiments,’ data are
collected at certain intervals, they are called trajec-
tory experiments (Gotelli & Ellison, 2004). The impact
of factors in these experiments, commonly, is eval-
uated using analysis of variance (ANOVA). Specific
experimental spatial designs are supported by cor-
responding models of ANOVA (see Sokal & Rohlf,
1987; Hairston, 1989). However, the application of
commonly used models of ANOVA in trajectory exper-
iments in which replications are temporal is not with-
out problems: Each observation represents a different
year, month, or season (Gotelli & Ellison, 2004), and
factor levels are not independent. This is one of the
most serious violations of the general assumptions
of ANOVA models (Scheffe, 1959). Under such cir-
cumstances, ANOVA models based on repeated mea-
sures design or before–after control impact (BACI) are
recommended (Gurevitch & Chester, 1986; Lindsey,
1993). Also it should be tested for homoskedasticity,
e.g., the variances of the difference between any pair
of times should be the same – the assumption which
is rarely met in time series data (Gotelli & Ellison,
2004). Calculations can be made by software pack-
ages SPSS (Norusis, 2004) or SAS (SAS Institute Inc.,
2004).

ANOVA design may be preferred when only few
levels of predictor variables can be established. If
the number of levels exceeds five and no replica-
tions are available, a regression approach is much

more feasible. However, before using common regres-
sion analysis, time series data should be tested for
the presence of autocorrelations of residuals (‘error
terms’) of the dependent variable. Properties of time
series data change over time, e.g., the time series
are not stationary because the data are autocorre-
lated. The presence of autocorrelation violates the
regression model assumption that the residuals are
uncorrelated (Belsley et al., 1980). SPSS provides
Durbin–Watson statistic as a traditional test for auto-
correlations. If the test was not significant, the ordinary
least square regression can be used (Bence, 1995).
Otherwise, autoregressive correction procedures are to
be applied (Belsley et al., 1980). SAS as well as SPSS
program packages provide means to perform such
analyses.

A new method called non-parametric multiplicative
regression (NMR) is now available for the analysis of
ecological data (McCune, 2006). NMR is not affected
by the restrictions of the traditional least-square-
based multiple regression. However, this method was
designed to perform spatial data analysis and possi-
bilities of its application to time series data evidently
should be tested.

Properties of time series data mentioned above may
negatively affect correlation analysis. Due to non-
stationarity of the data, the Pearson correlation coef-
ficient is not stable. Like in time series regression, the
data should be tested for presence of autocorrelations,
and correction procedures should be used to remove
non-stationarity before the calculation of the correla-
tion coefficient (Yang & Shahabi, 2005). Considering
these problems, some authors (Wiwatwitaya & Takeda,
2004; Irmler, 2006) preferred non-parametric correla-
tion coefficients instead of Pearson correlation coeffi-
cient in the analysis of soil mesofauna data. However, it
should be noted that the use of non-parametric methods
always is connected with loss of information contained
in the data (Gotelli & Ellison, 2004). Use of time series
analysis instead of simple regression allows to find out
lag effects of environmental variables on soil meso-
fauna, provided frequency of sampling is high enough
(see Irmler, 2006).

Similar problems are encountered in trend analyses
of long-term data of soil mesofauna. The linear model
does not consider effects of population growth through
births and deaths, leading to autocorrelations between
successive time series. Of course, the further apart in
time the samples are separated from one another, the
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more they function as independent replicates. Based
on information about life cycles of species, it has to be
decided to which extent the linear regression is valid
as a tool for trend analysis (Gotelli & Ellison, 2004).
This can be tested by calculating partial autocorrela-
tion function (PACF). Unless the test of presence of
statistically not significant autocorrelation gives a neg-
ative result, autoregressive models are to be preferred
in trend analysis of mesofauna abundance (Gotelli &
Ellison, 2004).

Besides linear trends, the researcher might be inter-
ested in discovering nonlinearity or periodicity in
time series separating them from random variation or
‘white noise.’ This could be important in the analy-
sis of ecological successions. For this purpose spec-
tral analysis can be used (see Box & Jenkins, 1970;
Platt & Denman, 1975; Legendre & Legendre, 1998).
However, existing time series on soil mesofauna (5–20
years) may appear too short to be analyzed by these
methods. Programs of regression analysis and time
series analysis are available in SPSS and SAS program
packages.

Changes in community structure can be stud-
ied by calculating similarity/dissimilarity indices. In
long-term studies of soil mesofauna, Morisita’s index
(Wiwatwitaya & Takeda, 2004) and squared Euclidian
distance (Kampichler & Geissen, 2005) were suc-
cessfully applied. Similarity of seasonal abundances
between species over the period of study was exam-
ined by using Kendall’s concordance (Wiwatwitaya
& Takeda, 2004). Huhta (1979) tested 16 similar-
ity indices as measures of succession in forest soil
arthropod communities but only 6 of them seemed to
express the changes satisfactorily (Kendall’s rank cor-
relation coefficient, Bray–Curtis measure, Renkonen’s
percentage similarity, Pearson correlation coefficient
after logarithmic transformation of the data, Canberra
metric, and diversity overlap index). Collins, Micheli,
and Hartt (2000) proposed time-lag analysis for the
investigation of changes of community composition
over time. Some results using this method for the anal-
ysis of soil mesofauna data can be found in Kampichler
and Geissen (2005).

When the aim of the study is to find out hidden
factors responsible for temporal community changes,
methods of multidimensional ordination should be
used. It is possible to draw the trajectories of suc-
cessive community states in ordination axes, which
are interpreted as environmental factors (see Ponge,

1973). Catell (1951) called this kind of analysis the P-
techniques, and it has been introduced and discussed
first by psychologists (Anderson, 1963). There were
also some objections against using multidimensional
analysis of correlation matrices based on time series
data (Überla, 1977): (i) dependence of observations
leading to false correlations and (ii) possibility of lag
effects reducing estimates of correlations. These also
may refer to ecological data. Therefore, ordination
methods of time series data based on correlation matrix
should be used cautiously, e.g., principal components
analysis (PCA), canonical correlation analysis (COR),
and redundancy analysis (RDA; for a review of these
methods see Jongman et al., 1987). Some methods
have been worked out to overcome the problem of non-
stationarity of multivariate time series data (Yang &
Shahabi, 2005).

Evidently these problems are inferior to cluster
analysis and distance-based ordination methods, e.g.,
detrended correspondence analysis (DCA) and non-
metric multidimensional scaling (NMS). However,
DCA which has been widely applied in ecology
during the last decades has received serious criti-
cism (see McCune & Grace, 2002). When the data
matrix has nonlinear relationships it is recommended
that nonmetric multidimensional scaling (NMS) is
used. This method relies only on the rank order
of similarities and is considered to be one of the
most powerful ordination methods (McCune & Grace,
2002).

An interesting approach of multidimensional anal-
ysis of species abundance time series data was based
on differences between successive abundance values,
so-called before–after data (McCune & Grace, 2002).
These data are distributed more or less normally
and when distance measures providing non-negative
before–after data values are used, the data can be
analyzed by PCA (McCune & Grace, 2002). An exam-
ple from aquatic ecology can be found in Allen and
Koonce (1973).

For the analysis of aspects of density depen-
dence in time series, partial rate correlation func-
tion is suitable (PRCF, Berryman & Turchin, 2001).
Wolters (1998) used the method recommended by
Pollard et al. (1978) for the analysis of time series of
Collembola populations. However, the authors pointed
out problems in obtaining statistically significant
results even when 10–15 year-long time series were
analyzed.
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15.3 Case Studies

15.3.1 Community Succession
of Predatory Gamasine Mites
on a Ruderal Site
(Siedenburg, Germany)

15.3.1.1 Experimental Design and Sampling

Secondary succession has been investigated in detail
with synchronous and syntopic sampling of soil meso-
fauna, soil, and vegetation since 1980 on the plateau of
the Siedenburg rubble and debris dump in the vicin-
ity of Bremen, northern Germany. Various research
questions concerning, e.g., recultivation, disturbance,
and ecotoxicology were addressed in that framework
for shorter periods of time. The site was covered
with a layer of approx. 1 m of disturbed soils and
did not exhibit any toxic influences. Prior to the start
of the long-term experiment in 1980, 3–5 years of
disturbed ruderal development took place. In early
1980, the whole plateau was thoroughly graded with
heavy machinery. The majority of the almost 1 ha
site was left for undisturbed succession (plot SUC),
whereas an area of 1,000 m2 was prepared by rotary
till and seeding for recultivation (plot REC). A 10
by 10 m grid was laid out over the entire site and
a screening of soil conditions was performed. With
the help of this grid, plots for soil sampling, for
permanent vegetation studies, and for specific exper-
iments were assigned (details in Koehler & Müller,
2003).

For soil mesofauna, two quadrants 10 × 10 m
were reserved on the SUC and REC plots, respec-
tively. Soil cores of 25 cm2 and 0–12 cm depth were
taken stratified into three 4 cm layers. A seasonal
sampling scheme with n = 6 cores in each of four sea-
sonal campaigns per year was performed from 1980
to 1993, after that only one campaign in fall with n =
12 was undertaken. Interference with previous coring
was avoided by a general documentation. The samples
were assigned to the two 10 × 10 m subplots of SUC
and REC, respectively, by 25% of total sample size
each.

The change in sampling design violates the cru-
cial aspect of maintaining a stable sample design over
the years. This was inevitable because of unforesee-
able cutbacks in research staff. The interpretation of

results has to consider the two series 1980–1993 and
1994–2000.

In the evaluated period from 1980 to 2000,
Gamasina were counted and identified to species from
all samples. Modifications of high-gradient extractors
were used for the extraction of microarthropods from
the sample units. A humid regime (20–35◦C) was fol-
lowed by a drying regime in 5 K steps per 24 hours
up 60◦C surface of inverted intact cores (Koehler,
1993). Cooling from beneath was reduced toward the
end of the extraction to make the animals leave even
the bottom layers of the soil core. After drying in
the extraction process, the cores were preserved for
standard soil analyses.

Vegetation dynamics on the two experimental sites
were studied in permanent quadrates and general sur-
veys (Müller & Rosenthal, 1998). The influence of
recultivation on soil ecological parameters could be
assessed synchronously by comparison of the SUC and
REC plots.

15.3.1.2 Results

Abundance of Gamasina

In the evaluated period from 1980 to 2000, a total
of 2,750 samples were taken for microarthropods and
15,077 Gamasina were identified to species.

In most years, the mites (Acari) dominate the
microarthropod community. The development of the
abundances of mites and springtails (Collembola) is
characterized by a very dynamic initial phase within
the first 2–3 years, when maximal densities were found
(pioneer maximum). In all groups, recultivation accel-
erates the buildup of initial population densities by
approx. 1 year.

In Fig. 15.3, the y-axes are scaled according to the
maxima of Gamasina abundances on the two plots,
SUC and REC, respectively. The Gamasina abun-
dances are considerably influenced by the recultivation
measure, which stimulated abundances with maxima
three times as high as on the successional plot SUC.
Here, the pioneer maximum of 1982 is only surpassed
in fall 1991 (11.2 × 103 ind./m2), whereas on the recul-
tivated plot REC maximal abundance in 1993 (33.4 ×
103 ind./m2) is up to 1.7 times as high as that of the pio-
neer maximum, which showed up very ephemerally in
1980.
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Fig. 15.3 Abundances of
Gamasina from SUC and
REC plots from seasonal
samplings 1980 to 1993, fall
samplings from 1994 to 2001.
Data are mean values for
0–12 cm depth, given as tsd.
individuals/m2, y1: SUC, y2:
REC. Scale adjusted to the
respective maxima

There is no good statistical correlation of the abun-
dances of the two plots. However, this is to a large
extent caused by irregular asynchronies of one sea-
son only, and the general dynamics after the pioneer
phase until 1984 are surprisingly robust against plot
differences.

Species Number of Gamasina

Over the years of the investigation, 86 species were
identified from the two plots. Species numbers on SUC
and REC are almost identical (68 and 65, respectively),
with 50 common species (species identity Sörensen-
index = 75%).

The assessment of the development of Gamasina
diversity depends on data aggregation. When four sea-
sonal campaigns are combined as year-wise means
(1980–1993), species numbers are considerably higher

than those gained from each of the seasonal cam-
paigns (1994–2000; Fig. 15.4). Although performed
with an increased number of sample units (n =
12), the fall samples from 1994 on cannot be
taken as a comparable estimate with the aggre-
gated year values, but only with the seasonal
samples.

The most conspicuous result is the increase of
species numbers irrespective of the dynamics of abun-
dances for almost 20 years (seasonal samples). The
interpretation of the last three data points would
require evaluation of consecutive samples. When
cumulative species numbers (not shown) are ana-
lyzed separately for the two sampling regimes, regres-
sion analysis reveals from 1980 to 1993 an increase
of almost four species per year (linear models;
R2=0.95 [SUC], 0.98 [REC]). After 1993, the respec-
tive increase is even more (R2=0.98 [SUC], 0.69
[REC]).
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Fig. 15.4 Gamasina species
numbers from SUC and REC
plots. Higher values (squares,
indexed yr): aggregation of
four campaigns per year,
lower values (diamonds):
species per sample campaign
(1980–1993: four per year;
from fall 1994 onward: one
per year)
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Table 15.1 Asynchronous development of soil Gamasina and vascular plant communities. The Gamasina species are restricted to
dominats, only species codes are given (for details refer to Koehler & Müller, 2003)

SUC
Gamasina
dominances, aggregated per year, 0-12cm depth

80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00

1 rsil 46 40 74 51 18 18 30 39 33 32 22 25 13 27 50 46 23 6 56 61 52
2 acet 53 41 16
3 cnec 6
4 pnor 7
5 lvag 6011123239411
6 hang 6 20 6 18 6
7 pcra 6766
8 ehor 988
9 lbic 7 20 6 7 12 15 6

10 vpla 11 15 21 24 17 11 6 13 28 30 5
11 rrec 7 10 12 12 6 24 7
12 pdod 8 24 18 24 14 9 10
13 lcat 13
14 rcla 937516

 + 54 more species

species number GA 4 11 20 21 15 12 14 15 19 23 24 24 29 32 8 13 14 18 8 21 7

Vegetation
% cover, aggregated per year

80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02
cover % 18 93 97 70 97 95 95 100 99 85 97 99 90 99 100 100 100 100 100 99 85 100 100
mean height of growth 10 120 65 40 65 30 60 40 45 40 50 65 40 45 45 45 80 90 75 75 60 90 70
species number 26 17 17 15 16 10 9 8 8 7 9 8 8 7 7 7 9 9 10 9 11 11 11

Sinapis arvensis 5 1
Melilotus alba 3 30 15 1 10
Melilotus officinalis 3 30 10 1 10 5
Ranunculus repens 1 10 7 1 1 1
Agrostis stolonifera 3 20 35 20 1 1 1 1 3 1
Tanac.-Artemis.-Holcus Arten 4 17 37 18 15 7 7 3 7 4
Dactylis glomerata 1 15 10 7 7 25 30 40 25 20 15 7 15 20 10 10 10 30 25 10 15 15
Poa spp. 1 3 10 25 15 15 25 30 15 10 15 10 10 10 10 10 7 7 5 3 3 3 3
Agropyron repens 1 5 5 25 60 40 50 45 35 45 50 60 80 80 80 65 60 35 30 40 50 50
Urtica dioica 1 1 10 3 1 3 1 3 3 3 3 1 3 5 15 25 20 25 10 25 20
Solidago gigantea 1 3 1 1 1 3 3 5 15 25 40 25 15 15 35 35 40 40 40 10 20 10
Rubus armeniacus 1 3 10

Cirsium arvense 1 1 1 15 25 10 20 7 3 3 10 5 3 3 3 15 25 15 10 10 10 5 3

increasing dominance of grasses
Rubus shrub

high herbs

Succession

The comparison of the data sets from vascular plants
and Gamasina reveal asynchronic ‘stages’ within the
ecosystem process of succession. The deliminations
shown in Table 15.1 are backed by cluster analysis for
Gamasina.

The starting point of the secondary succession
in 1980 is the grading of a young ruderal site,
composed of disturbed soils of unknown origin.
The soil mesofauna has suffered from the grading.
The Gamasina pioneer community, after grading, is
composed of two common species, the small deep
dwelling survivor Rhodacarellus silesiacus and the
phoretic colonizer Arctoseius cetratus. In contrast, the
plants start from a diverse and vital seed bank, the
emergence of which is governed by environmental
factors.

In the course of succession, species numbers of
Gamasina increase, as documented above (Fig. 15.4,
seasonal samples), whereas diversity of vascular plants
declines.

Additionally to the Gamasina, data were collected
for Oribatids, Collembola, other minor microarthro-
pod groups, and Enchytraeidae (separate samples and
extraction). The abundances of the various mesofauna
groups correlate only for some groups (no signif-
icances). Species numbers for different mesofauna
groups, as far as documented, correlate only very
poorly. These findings underline the necessity of a
complex analysis for a process-oriented assessment of
the biological diversity of a site. There is some indica-
tion of the influence of hotter and dryer summers on the
species composition of Gamasina in the first 10 years
of the study, which could not be substantiated in the
following decade (Koehler, 1999).
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Total C started from 2% DM to reach a plateau
around 3.5 % DM within 8 years (1980–1988) on
SUC, highly correlated with N (R2 = 0.95; C/N in
the range of 14.5). Because of seeding and grass sward
development, values on REC are one unit higher. 1

15.3.2 Long-Term Effects of Global
Warming on Soil Collembola
(Mazsalaca, Latvia)

15.3.2.1 Experimental Design and Sampling

Long-term effects of global warming on soil
Collembola in the Scots pine forests of the North
Vidzeme Biosphere Reserve near the small town of
Mazsalaca (Latvia) have been investigated since 1992
(Juceviča & Melecis, 2002, 2005, 2006). The study has
been carried out in three forest stands of different age,
young (30–40 years), middle aged (50–70 years), and
old (150–200 years) to partition the eventual effects
of natural ecological succession from the effects of
global warming. Selected sites were homogenous by
relief and vegetation. Forest age structure of the region
did not offer forest sites of equidistant age.

The sampling scheme in Mazsalaca was adapted
from the Integrated Monitoring Programme (IMP;
Anonymous, 1989). The systematic design provides
spatially coherent sampling for soil microarthropods,
enchytraeids, litter-dwelling arthropods, soil macro-
fauna, and soil for chemical analyses, being taken on
each sampling occasion. A plot of 40 × 50 m was
subdivided into 20 subplots of 10 × 10 m each. Four
transect lines were defined, crossing five subplots each.
These four transects are sampled for soil microarthro-
pods annually with 25 samples each, traversing in total
all 20 subplots (10 × 10 m; total n =100). The sample
areas (0.5 × 0.5 m) within the transects are approx. 2
m apart. Within these areas, sampling is random. Each
year, transects are moved for 1 m. So, repeated use of
transects is only possible every 10 years (Fig. 15.5).

Once a year in August/ September, one hundred
soil samples (5 cm2, 0–10 cm depth) were collected
from each of the three sites, yielding 300 soil samples

1 C = soil carbon by incineration, N = total nitrogen content,
DM= dry mass.

Fig. 15.5 Arrangement of soil sampling plots at Mazsalaca pine
forest long-term ecological research site in the North Vidzeme
Biosphere reserve, Latvia

in total. The cores were not stratified vertically. Soil
samples were transported to the laboratory in special
plastic containers. These were inserted top-down in
a modified high-gradient extractor for simultaneous
extraction of 150 samples (Juceviča & Melecis, 2002).
So the 300 samples had to be divided into two sets.
Each set included 50 random samples from each of
the three sites, accounting for 150 samples. Before
extraction, all samples were stored in the fridge at
+4◦C temperature for some days, the second portion
for the time until the extraction of the first series was
finished. To maintain temperature and moisture gradi-
ents within the soil cores, the samples were heated by
infrared bulbs with thermo-elements. Efficient extrac-
tion was ensured by checking control samples every
day. The process was suspended when no more ani-
mals emerged from the samples which generally was
the case after approx. 2 weeks.
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15.3.2.2 Results

Many results of the study were discussed in detail
by Juceviča and Melecis (2006). Here we focus on
methodical aspects.

The main objective of the study was to detect
temporal trends in total density and species rich-
ness of Collembola. The time series were tested for
autocorrelations by calculating PACF. As no signif-
icant autocorrelations were found, we applied lin-
ear regression analysis. The densities of Collembola
showed year-to-year fluctuations, but for the old for-
est site a statistically significant decrease (P = 0.05)
was observed. Species richness decreased during the
period of study irrespective of forest age from 29–
36 to 13–26 (P = 0.05). This similarity of these
trends is interpreted to be caused by some regional
level environmental influence and not by ecological
succession.

Our environmental data support this interpretation.
A statistically significant increase in the sums of posi-
tive air temperatures (> +4

◦
C) was recorded during the

period of investigation, while precipitation and thereby
soil moisture showed considerable year-to-year fluc-
tuations (Juceviča & Melecis, 2006). Linear regres-
sion/correlation analysis was performed by SPSS to
evaluate eventual effects of positive temperature sums
on species richness and density of Collembola. The
validity of the method was tested by Durbin–Watson
statistics. In all cases, d values ranged from 1.36 to
2.4 and exceeded critical value dupper,α=0.05 = 1.32
demonstrating no evidence of statistically significant
positive or negative autocorrelation. Linear regression
and correlation coefficients between species richness
and temperature were statistically significant for young
(R = 0.787, P = 0.05) and middle-aged stands (R =
0.721, P = 0.05), but not for old stands (R = 0.482).

For the investigation of trends in changes of com-
munity structure, nonmetric multidimensional scaling
(NMS) by PC-ORD software was used. The data
matrix contained 66 species and 33 sample-plots years.
The options selected for NMS were the following:
Sörensen’s distance measure, number of runs with
real data – 100, random starting configuration, num-
ber of randomized runs – 100, number of iterations
for the final solution – 500. The input data were log
transformed. NMS yielded a two-dimensional solution
with the final stress value 15.9. Axes were statis-
tically significant and explained 48.6 and 38.6% of

the variation. Forest age showed no substantial effect
on the community structure. Temporal changes of
the community composition demonstrated pronounced
trajectories with loops, which were similar for all
three sampling sites (Juceviča & Melecis, 2006).
So it was possible to calculate average scores and
draw an average community trajectory within the two
axes (Fig. 15.6). Axis 1 coincided with the trend
of sums of positive air temperature (r = 0.66) and
we interpreted it as temperature axis. Axis 2 was
considered reflecting the effect of soil moisture fluc-
tuations (correlation with moisture r = −0.62) on
Collembola and it was interpreted as moisture axis.
Correlation between axes (r = 0.45) indicated interac-
tion effects between positive air temperatures and soil
moisture.

Calculation of correlations of different collem-
bolan species and life forms with NMS axes showed
that euedaphic species were mostly affected by
temperature increase, while the hemiedaphic ones

Fig. 15.6 Temporal vector of Collembola communities
obtained by averaging NMS ordination data collected in
1992–2002 on three pine forest plots of different age at
Mazsalaca long-term ecological research site in the North
Vidzeme Biosphere Reserve, Latvia. NMS axis 1 was positively
correlated with positive temperature sums (r = 0.77) because it
was interpreted as temperature axis, NMS axis 2 was negatively
correlated with soil moisture (r = −0.62) because it was
interpreted as soil moisture axis (after Jucevica & Melecis,
2006)
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appeared to be most sensitive to changes in mois-
ture conditions (Juceviča & Melecis, 2006; here
also details concerning the reaction of particular
species can be found). In general, the results of
our study were in concordance with results obtained
by other investigations concerning the impact of
climatic change on Collembola (Frampton et al.,
2000; Pflug & Wolters, 2001; Lindberg, 2003; Irmler,
2006).

All these long-term studies explicitly demonstrated
that Collembola significantly were affected by changes
in positive temperature sums, soil moisture, and inter-
action of these factors, being sensitive indicators
of climate change. It is important to note that the
changes of these factors during our 11-year study were
sufficient to cause a reduction in species richness.
Considering the role of Collembola in northern conif-
erous forest ecosystems, this should be regarded as
an important signal to expect certain changes in soil
processes due to global warming. However, as can
be seen from the results for Gamasina in the Bremen
study, continued observation is needed to validate this
interpretation.

15.4 Conclusions and Perspectives

Succession as an ecosystem process (Weidemann &
Koehler, 2004) is at most partially synchronized within
the system. The asynchronous development of ele-
ments of biodiversity documented in the Siedenburg
study underlines that an assessment of biological diver-
sity must not be restricted to one indicative group of
organisms. A well-founded selection of a sufficient
complex set of groups should reflect complexity and
ecological importance or role within the ecosystem
under study. Plants and soil mesofauna meet these
demands largely, but other choices may be equally
valid depending on the research question. They are
major agents for three of the four attributes for ecosys-
tem persistence proposed in the classical paper of
Reichle et al. (1975) cited above: autotrophic energy
base, nutrient cycling, and rate control (see also
Coleman & Hendrix, 2000).

As summarized in Table 15.2, the two long-term
case studies investigate two ecosystems differing in
vegetation, soil type, successional stage, and history.

Table 15.2 Comparison of the two cases studies: Siedenburg study and Mazsalaca study

Siedenburg (Germany) Mazsalaca (Latvia)

Site Ruderal, anthropogenic site, northern Germany two
subplots: natural succession SUC, recultivation:
REC

Scots Pine Forest, Three subplots, planted 30–40,
50–70, 150–200 years ago.

Research question Succession, recultivation, ecotoxicology Climate change
Focal taxa Soil microarthropods (Gamasina), vascular plants Soil microarthropods (Collembola)
Start 1980 1992
Unit: soil core 300 cm3; 25 cm2 × 12 cm (stratified in three

100 cm3 cylinders: 0–4, 4–8, 8–12 cm);
50 cm3, 5 cm2 × 10 cm

Sample size/subplot 1980–1993: n = 6; from 1984 on: n = 12 Soil
volume analyzed/yr: 7.2 L, 3.6 L

n = 100 Soil volume analyzed/yr: 5 L

Design Two permanent plots (100 m2 each)/subplot Moving line transect (within permanent quadrat)
Sample frequency: 1980–1993: m = 4; from 1984 on: m = 1 (fall) m = 1 (fall)
Extraction Inverted intact cores, humid/dry regime, 5 K/d

increment (10 d), 60◦C final temp. core surface
Inverted intact cores, Up to 14 d (depending on

emergence of animals)
Species

determination
Gamasina (Collembola, Oribatei for shorter periods;

Enchytraeidae )
Collembola Other selected taxa

Main statistical
methods used

Descriptive statistics: arithmetic mean, variance
Similarity: Renkonen-index, Sörensen-index
Multivariate: DCA (CANOCO)

Descriptive statistics: statistical error calculations by
using estimators derived for systematic sampling
trend
Analysis: linear regression, testing presence of
autocorrelations prior to the analysis
Multidimensional analysis: NMS

Measures of domi-
nance/diversity:

Simpson, Shannon–Weaver, Evenness Shannon–Weaver, Evenness

More details in Koehler (1984, 1993, 1999, 2000); Koehler and
Müller (2003)

Jucevica and Melecis (2002, 2005, 2006)
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Also, the focus of research is different with some
overlap in detail. Both studies consider succession
and climate change, but with alternating emphasis: in
the Siedenburg study, succession is central and cli-
mate change a secondary aspect, in contrast to the
Mazsalaca study, where climate is central and succes-
sion an important, but secondary aspect. An objective
of the Siedenburg study is whether the successional
change of the ruderal system is influenced by climate
change, whereas the more steady state situation in the
Mazsalaca forest may adapt to climate change by allo-
genic successional change. Both studies investigate
more than one site. From this comparative approach,
important information is gained at the expense of
reduced sample size per site.

The common focus on soil microarthropods gener-
ates similar problems that have been solved according
to the research questions and the specific habitats.
The predatory Gamasina have been chosen for rea-
sons of bioindication, e.g., of successional change and
the Collembola for their role in litter decomposition
processes and also as bioindicators.

Both sites are protected from unwanted influences
such as vandalism or building activities (efficient fenc-
ing, long-term contracting). Effects of destructive sam-
pling are avoided by strict planning within strata or by
moving line transects. Consequently, the experimental
design has to be regular on the scale of approx. 0.25
m2, but is random within this scale.

Practicability and prevention of too much distur-
bance due to frequent soil coring are the reasons for
the restriction to one sampling campaign per year in the
Mazsalaca study, similar to other long-term studies on
soil mesofauna reported in the literature (see above).
Additional sampling was done in the Siedenburg study
in winter, spring, and summer from 1980 to 1993,
confirming the findings of reduced information gained
from only one sampling campaign. A seasonal or even
more frequent sampling should be attempted when-
ever the working power can be assured over a long
period of time. Considering the long time perspective,
a design should be sought which is robust against even-
tual reductions in frequency and sample size due to
changes in the supporting working power. Statistical
evaluation evolves and assumptions may not always
fully withstand critical review over decades, particu-
larly when studying mesofauna with its heterogeneous

distribution, risk of autocorrelations, insufficient true
replications, and low sample size due to stratification,
frequency of sampling, and comparative investigation
of different sites.

Practically, only one sampling campaign per year
seems to be possible to sustain. The preferred sam-
pling time in both studies has been at the end of the
vegetation period which is earlier in Latvia as com-
pared to Bremen. Strictly, most of the results should
be interpreted not as year-to-year changes but rather as
year-to-year changes in fall.

Both authors have performed extensive method-
ological testing to optimize the extraction procedures
to the needs of their research objects and objectives
and came to profoundly different solutions for the
apparatus and regimes. Interlaboratory tests would be
necessary to prove the sturdiness of the methods. Such
tests were started within the ad hoc Working Group
of Soil Mesofauna in Germany but never were eval-
uated due to lack of funds. The approaches of the
Siedenburg study focused on efficient sampling and
on vertical stratification, those of the Mazsalaca study
on statistical needs. The total amount of soil sampled
is in the same range of 5 L per campaign in both
studies.

The microarthropods were counted and Gamasina
and Collembola identified to species level. Permanent
slide collections allow lasting verification of all species
(Collembola from Mazsalaca) or even all animals iden-
tified (Gamasina from Siedenburg). Electronic cata-
logs enable search and ensure access to the collections.
As discussed above, mounting media may limit storage
life.

Data analysis was quite similar in both studies.
Descriptive statistics (arithmetic means, means for log-
arithmic data, variance, standard errors, etc.) were
calculated and used as input data for certain types
of analysis (graphical interpretation, trend analysis,
correlation analysis). For analysis of Mazsalaca data,
linear trend analysis was used, to make clear whether
there were some trends in changes in population num-
bers and species richness. For Bremen data, however,
linear trend analysis was not the appropriate method,
because it did not reflect complex changes in species
composition during ecological succession, which is
rather a nonlinear than a linear process. For this reason,
calculation of similarity indices between successive
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stages was the much more appropriate method. For
both data, ordination techniques were used in order to
discover the hidden factors responsible for changes in
community structure. NMS of Mazsalaca data allowed
not only to discover such factors but also to draw a
temporal trajectory of community changes within the
axes representing those factors.

Ecosystem development does not occur in months
but rather in time units covering several years. From
our studies it can be concluded that such a time unit
extends over approx. 5 years in the middle to north-
ern European region. Consequently, only long-term
approaches can provide an understanding of succes-
sional development as an ecosystem process and to
the related changes due to climate change (allogenic
succession).

Both studies show that for an understanding of tem-
poral changes in ecosystems the investigation of soil
mesofauna is mandatory, both from an indicator and
biodiversity point of view and from a functional per-
spective, and it has to be performed over the long term.
Because of its role as promoter of ecosystem services
(e.g., soil fertility, carbon sequestration, water infil-
tration), soil mesofauna should be considered in the
assessment of risk associated with climate change and
intensive use of the soil resource.
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Chapter 16

Tracing Biogeochemical Processes in Small Catchments
Using Non-linear Methods

Gunnar Lischeid, Pavel Krám, and Christina Weyer

Abstract Since the 1980s a variety of biogeochemi-
cal catchment studies have been set up to investigate
the cycling of water and solutes. Groundwater and
streams have been sampled to investigate the domi-
nant processes of solute turnover in the subsoil and
to monitor their long-term changes. Usually a vari-
ety of processes interact partly in a highly non-linear
manner. Consequently, identifying the dominant pro-
cesses is not an easy task. In this study, a non-linear
variant of the principal component analysis was used
to identify the dominant processes in groundwater
and streamwater of two forested catchments in the
East Bavarian–West Bohemian crystalline basement.
The catchments are approximately 60 km apart, but
exhibit similar bedrock, soils, climate, land use, and
atmospheric deposition history. Both have been mon-
itored since the end of the 1980s until today, that is,
during a period of dramatic decrease of atmospheric
deposition of sulfur and accompanying base cations.
Time series of component scores at different sites were
investigated. Non-linear long-term trends were deter-
mined using a low-pass filter based on a Lomb–Scargle
spectrum analysis.

The first four components accounted for 94% of
the variance of the data set. The component scores
could be interpreted as quantitative measures of bio-
geochemical processes. Among these, redox processes
played a dominant role even in apparently oxic parts
of the aquifers. Low-pass filtered time series of the
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component scores showed consistent, although mostly,
non-linear trends in both catchments.

Keywords Groundwater quality · Streamwater qual-
ity · Isometric feature mapping · Non-linearity · Time
series analysis · Trend analysis

16.1 Introduction

Water resources management requires sound knowl-
edge of the dominant hydrological and biogeochemical
processes that affect water availability and water qual-
ity. Based on a multitude of process studies both in
the laboratory and in the field, it is known that often
many processes interact in a non-linear way and via
feedback loops that make the determination of domi-
nant processes at large scales difficult. Natural sources
of spatial and temporal variability like heterogeneity
of soil properties or interannual climatic variability
have to be differentiated from anthropogenic impacts
and effects of long-term climate change. In addition,
small-scale effects have to be distinguished from more
general patterns that are typical for large regions.

Environmental monitoring aims at assessing spatial
or temporal patterns of single parameters, like concen-
tration of solutes or abundance of species. In many
cases of natural resources management, however, data
about observed parameters are used to infer what and
to what degree different processes had an impact on
the system in order to evaluate single measures and
to decide about further management strategies. To
that end, environmental monitoring often focuses on
single indicator parameters that are assumed to be
very closely related to single processes. That approach
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might work fine in some cases, but is clearly limited to
certain boundary conditions.

In this study a different approach is followed for
analyzing long-term water quality data. First, a joint
analysis of groundwater and surface water is per-
formed. Although a couple of processes are restricted
to either groundwater or surface water systems, it is
assumed that the most dominating processes are the
same. However, it is taken into account that the extent
to what these processes affect solute concentration dif-
fers between the two systems as well as they vary in
space and time. Second, it is assumed that every sin-
gle process alters solute concentration in a typical way.
That can be used to determine these processes by a
variant of a principal component analysis. If principal
components can be ascribed to single biogeochemi-
cal processes, the scores of the components can be
interpreted as quantitative measures of these processes.
Then, time series of the component scores can be
analyzed.

Third, relationships between different solutes in
groundwater and streamwater systems are often non-
linear. This fact is accounted for by using a non-linear
version of the principal component analysis. Fourth,
the long-term development of natural processes is very
unlikely to follow a linear trend. On the other hand,
the short-term variability of natural processes requires
filtering the long-term components. In this study, a
low-pass filter is applied based on a spectral analysis
of the time series of components.

To summarize, the objective of this study was to
identify the prevailing biogeochemical processes that
affect groundwater and streamwater quality in two
similar forested catchments at numerous sites, to inves-
tigate spatial patterns of processes, and to determine
the long-term behavior with respect to these processes.

16.2 Data

The data set comprises groundwater and streamwater
solute concentration data from the sub-mountainous
region of the crystalline basement along the German-
Czech border. Here, extensive biogeochemical moni-
toring programs have been run since the end of the
1980s in two catchments that are assumed to represent
typical conditions in this region. In both catchments
the bedrock consists of granite, overlain by dystric

cambisols and podzols. Fibric histosols and dystric
gleysols predominate in the extended riparian zones. A
dense network of natural streams and artificial chan-
nels exists in both catchments. Land use is forestry
exclusively consisting of Norway spruce (Picea abies
(L.) Karst.) stands.

The catchments are located at about 60 km distance.
The Lysina catchment is part of the Slavkovský les
in the Czech Republic, at 50◦03′N and 12◦40′E. The
Lehstenbach catchment belongs to the Fichtelgebirge
region in Germany and is located at 50◦08′N and
11◦52′E. The catchment area is 0.273 km2 at Lysina
and 4.2 km2 at Lehstenbach. Elevation ranges between
829 and 949 m a.s.l. at Lysina and between 695 and
877 m a.s.l. at Lehstenbach. The thickness of the
regolith is about 2.5 m in the Lysina catchment and
up to 40 m in the Lehstenbach catchment.

Annual mean precipitation of the 1991–2001 period
was 933 mm at Lysina and 985 mm at Lehstenbach.
Annual mean runoff was 432 and 470 mm, respec-
tively. Annual mean air temperature is about 5.2◦C
at Lysina and 5–6.5◦C in the Lehstenbach catchment,
depending on altitude. Snowpack usually develops in
December or January and final snowmelt occurs in
March or April.

An extensive monitoring program has been per-
formed in both catchments since the end of the
1980s (Krám, Hruška, Wenner, Driscoll, & Johnson,
1997; Matzner, 2004). Both sites have been severely
impacted by nitrogen and sulfate deposition. Sulfate
deposition peaked in the 1970s and decreased by more
than 80% since then in both catchments (Hruška,
Moldan, & Krám, 2002; Matzner, Zuber, Alewell,
Lischeid, & Moritz, 2004; EMEP, 2007). In contrast,
neither nitrogen deposition nor nitrogen concentration
in the streams exhibited any clear trend at Lehstenbach.
At Lysina, nitrogen deposition during 1998–2000 was
only 73% of that in 1991–1993 (Hruška et al., 2002),
and the nitrate peaks in the winter season started to
decrease in the end of the 1990s. Besides, there was no
change of land use or extended clearfelling. However,
the upslope parts of the Lehstenbach catchment have
been limed several times.

In total, the data set used for this analysis comprises
13 parameters of more than 4000 samples. Samples
were taken from 1987 throughout 2007 at 27 different
sites in the two catchments (Table 16.1). The location
of the sampling sites is given in Fig. 16.1. The param-
eters comprise Al, Ca, Cl−, DOC, Fe, K, Mg, Mn,
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Table 16.1 Overview over the data sets used in this study

Component Catchment Number of sites Period Number of samples

Shallow groundwater
(0.9–4.5 m)

Lehstenbach
Lysina

6
7

2001–2004
2000

212
82

Deep groundwater
(1–24 m)

Lehstenbach
Lysina

6
–

1988–2007
–

606
–

Upslope springs Lehstenbach
Lysina

1
1

1988–2006
1989–2007

403
214

Streams Lehstenbach
Lysina

4
2

1987–2007
1989–2007

1157
1382

In total 27 1987–2007 4056

a) Lehstenbach 
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Fig. 16.1 Map of the Lysina and Lehstenbach catchments. Solid
black lines denote streams, gray lines contour lines at 20 m
(Lehstenbach) or 10 m interval (Lysina), dashed black lines

the catchment boundaries, and bold gray lines public roads.
Groundwater wells are given by gray dots and spring and
streamwater sampling sites by black triangles

Na, NO3
−, Si, and SO4

2− and pH values. Streamwater
samples had been taken as grab samples. Groundwater
samples had been taken by a submersed pump and
by a vacuum pump in the Lysina groundwater wells.
Part of the Lehstenbach data was kindly provided by
the Bavarian Environmental Agency which is highly
appreciated. Quality assurance of the data was per-
formed prior to this study by the Czech Geological
Survey (Lysina data), the BayCEER central laboratory,
and the Bavarian Environmental Agency (Lehstenbach
data).

If any long-term trends were to be found in the
water quality data, it should be tested whether they
were related to trends of meteorological parameters.
To that end, time series of daily precipitation and air
temperature data were included into the analysis. At

Lehstenbach precipitation and air temperature have
been measured at an open field site in the catch-
ment. For Lysina, precipitation data from Kladská
(at 1 km distance) and Lazy (at 5 km distance) and
temperature data from Mariánské Lázně (at 8 km
distance) were available. In addition, data from the
Braunersgrün meteorological station of the Bavarian
Agency for Agriculture were used. Braunersgrün is
located between the two catchments, 18 km east of
Lehstenbach and 44 km west of Lysina, although at
lower altitude (590 m a.s.l.). The data were down-
loaded at http://www.lfl.bayern.de. In this analysis,
long-term shifts of meteorological parameters were
investigated rather than absolute values. Thus, neither
precipitation nor temperature data were corrected to
account for different altitude or exposition.
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16.3 Methods

Values less than the limit of quantization were replaced
by 0.5 times that limit. Missing values were replaced
by the mean of the respective parameter. The data were
normalized to zero mean and unit variance for each
parameter separately. All statistical analyses were per-
formed using the R statistical software environment
(R Development Core Team, 2006).

16.3.1 Principal Component Analysis

The basic idea of principal component analysis is that
due to correlations between different parameters in
a multivariate data set, a large fraction of the vari-
ance of the total data set can be represented by a
small number of principal components. There are dif-
ferent ways how to determine these low-dimensional
components.

16.3.1.1 Linear Principal Component Analysis

The linear principal component analysis (PCA) is
based on an eigenvalue decomposition of the covari-
ance matrix. In the case of z-normalized data, the
covariance is equal to the Pearson correlation. The
eigenvectors form the independent axes. These axes
are usually interpreted based on their correlations with
single parameters of the data set, i.e., the ‘loadings’.
The eigenvalues of the eigenvectors are proportional
to the fraction of variance that is explained by the
single axes or components and can be used to assess
the importance of single ‘processes.’ Usually, only the
axes with the highest eigenvalues are interpreted, e.g.,
components with an eigenvalue exceeding one.

Gaussian distribution of the data is a crucial pre-
requisite of the principal component analysis when
the data set is rather small. In this study, however,
the data set comprises some thousand data points
where effects of skewed distributions are negligible.
Furthermore, the Isomap approach does not require
any specific distribution of the data. Thus, for the sake
of comparability, the data set was not adjusted to a

Gaussian distribution prior to the principal component
analysis.

16.3.1.2 Isometric Feature Mapping (Isomap)

Principal component analysis is equal to the classi-
cal multidimensional scaling (CMDS) if Euclidean
distances are used (Gámez, Zhou, Timmermann, &
Kurths, 2004). The CMDS aims at preserving the inter-
point distances of the high-dimensional data set while
projecting the data into a low dimensional space. The
solution is found by an eigenvalue decomposition of
the distance matrix. Usually, only the first eigenvectors
(sorted by decreasing eigenvalues) are considered for
the subsequent analysis.

The isometric feature mapping (Isomap) method is
a variant of the CMDS approach which differs with
respect to the determination of the distance matrix
(Tenenbaum, DeSilva, & Langford, 2000). In the first
step, for every data point the k nearest neighbors are
determined. Here, Euclidian distances were used. In
the next step, the full distance matrix is set up, where
distances are calculated as the smallest sum of the
interpoint distances determined in the first step. These
geodesic distances correspond to those of a road sys-
tem where every town is directly linked only to the k
nearest towns. These geodesic distances are equal to
or larger than the corresponding direct distances used
by planes. The approach aims at mapping non-linear
manifolds by using a locally linear approach. The less
linear the manifold in the data set, the more likely
is the Isomap approach to outperform linear meth-
ods which has in fact been shown in some studies
(Tenenbaum et al., 2000; Gámez et al., 2004; Mahecha,
Martínez, Lischeid, & Beck, 2007). The impact of k on
the Isomap performance was investigated by systemat-
ical variation of this parameter. In this study, the best
performance was found for k = 2000.

The Isomap analysis gives components that can
be interpreted correspondingly to the linear principal
components. However, as they are not necessarily lin-
ear, it is not sufficient to use the Pearson correlation
coefficient between single components and parame-
ters. Instead, scatter plots were used in this study. In
this study, the package ‘vegan’ by Oksanen, Kindt,
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Legendre, O’Hara, and Stevens (2007) has been used
for the Isomap analysis.

16.3.1.3 Measure of Performance

There are different measures of performance for the
ordination methods. For the principal component anal-
ysis that is based on an eigenvalue decomposition of
the covariance matrix the fraction of explained vari-
ance is proportional to the eigenvalues. However, that
approach cannot be followed for the Isomap approach
which is based on an eigenvalue decomposition of
the distance matrix of the data. Here a more general
approach is used for evaluating the performance of
ordination methods. It is based on the Pearson cor-
relation between the interpoint distances in the high-
dimensional data space and in the low-dimensional
projection. Both measures are related, and both give
a value of one for a perfect fit, and close to zero for a
very poor fit. However, they do not match exactly and
thus cannot directly be compared.

16.3.2 Low-Pass Filtering of Time Series

One focus of this study was on investigating long-
term shifts of the effect of different processes. Linear
trend analysis was not considered to be an adequate
approach for environmental data. Due to substantial
short-term variability, the component scores had to be
smoothed. A common way to do that is to calculate
mean values of distinct or sliding windows of a certain
length. Often annual mean values are selected as many
environmental data exhibit a pronounced seasonal pat-
tern. This approach was not used here as the sampling
dates were not always equally spread over the year.
Besides, considering only one mean value per year
implies a considerable loss of information compared
to weekly or monthly sampled data.

Instead, a low-pass filter was applied to the
time series of component scores at single sites.
The approach is based on a spectrum analysis.
The samples had not always been taken at regu-
lar intervals. Thus, a Fourier analysis could not
be performed. Instead, the approach by Lomb–
Scargle was used. The approach and the package

‘Lomb–Scargle’ that was used for this study is
described by Glynn, Chen, and Mushegian (2006).
The package is available at http://research.stowers-
institute.org/efg/2005/LombScargle/R/index.htm.
Based on the results of the spectrum analysis, the
low-pass filtering was performed by reconstructing the
data using period lengths larger than a year only.

16.4 Results

16.4.1 Explained Variance

Figure 16.2 gives the Pearson correlation between the
interpoint distances in the 13-dimensional data space
and in the low-dimensional projection. The compo-
nents are ordered according to the fraction of variance
they explain. About 94% of the variance is represented
by the first four Isomap components. These compo-
nents are slightly more effective with respect to repre-
senting the variance of the data compared to the linear
principal component approach, whereas there are only
minor differences for the fifth and sixth components.
In the following, only the first four components will be
considered.
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Fig. 16.2 Variance explained by the first six principal compo-
nents and Isomap components



226 G. Lischeid et al.

16.4.2 Identification of Processes

The next step aims at ascribing these compo-
nents to biogeochemical processes. To that end, the
relationships between single solutes and component
scores are investigated as well as spatial and temporal
patterns.

16.4.2.1 Component: Redox Status

The first component represents 46.8% of the variance
of the data set. The component is positively corre-
lated with NO3

−, SO4
2−, Al, Ca, K, and Mg and

negatively correlated with Fe and DOC concentra-
tions (Fig. 16.3). Appreciable NO3

− concentrations
are restricted to component scores > −2, whereas
the opposite is true for Fe. The relationship between
SO4

2− and the first component can be split into two
distinct groups with slightly different slopes and off-
sets. The point of intersection of both groups with the
y-axis is roughly between −3 and −4, that is, slightly
less compared to that of the NO3

− data. A similar pat-
tern emerges for Ca, which is presumably due to the
same reasons. However, for the sake of brevity this is
not presented in more detail.

The relationship between NO3
−, SO4

2−, and Fe
concentrations and the first component resembles the
well-known redox sequence: The lower the redox
potential, the more pronounced is denitrification,
desulfurication, and Fe reduction. The redox poten-
tial in the two catchments presumably is the lowest
in the wetland soils, which exhibit the highest DOC
concentration. In addition, NO3

− and SO4
2− are the

prevailing anions in groundwater and streamwater. As
the end products of denitrification and desulfurication
are mostly released via degassing and precipitation,
these processes result in a decrease of ionic strength
which is reflected by a corresponding decrease of the
concentration of most of the cations.

The lowest component scores, i.e., the most reduced
water was found in the riparian wetlands of the
Lehstenbach catchment, that is, for the deep groundwa-
ter wells GW02 and GW04, for shallow groundwater
wells Moor_1m and Moor_2m and in the Moorbach
stream that drains a wetland area close to the catch-
ment outlet (Fig. 16.4, cf. Fig. 16.1). Please note that
the redox component is not a measure of the redox
potential of the water sample. In all streams including
the Moorbach stream oxygen saturation usually was
fairly high. In contrast, the redox component seems to
be a measure of to what degree redox processes had an
impact on water quality before it reached the stream.

Fig. 16.3 Loadings of the first Isomap component. Concentrations are given in milligram per liter (mg/l)
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Fig. 16.4 Mean values and
standard deviation of the first
component scores for the
different sampling sites

Consequently, this component can be interpreted cor-
responding to a shift of nitrate-15N or sulfate-34S
values.

The upslope springs in both catchments (Lenka and
Schl_Wehr) and the upslope groundwater well GW01
exhibit the highest values. It is interesting to note that
the mean redox component score of the Lehstenbach
catchment runoff (LB_Weir) is higher than those of the
Lysina Lp2 stream, and that of Lysina stream Lp1 is
even lower, which corresponds roughly to the fraction
of riparian wetlands in the respective catchments.

16.4.2.2 Component: Topsoil

The second component adds another 21.3% of
explained variance to that of the first component. High
scores of this component are associated with high Al
and DOC concentrations, low Si and Na concentra-
tions, and low pH values (Fig. 16.5). This is typical
for the soil solution in the uppermost horizons in

both catchments. High Al concentrations and low pH
are due to long-term deposition of sulfate and other
acidifying solutes that leached base cations from the
topsoil. However, due to the strong decline of acid-
ifying deposition during the last two decades, there
is no clear relationship between this topsoil compo-
nent and SO4

2− concentration. Sulfate concentration
is now the highest in groundwater of medium depth
(Büttcher, 2001; Lischeid, Büttcher, & Hauck, 2003;
Lischeid, Lange, Moritz, & Büttcher, 2004). There is a
strong but non-linear relationship between this compo-
nent and the pH values. Silica and Na originate mainly
from weathering of feldspars of the granite bedrock
(Weyer, Lischeid, Aquilina, Pierson-Wickmann, &
Martin, 2008). Mobilization of Si has been shown to
exhibit very slow kinetics in the Lehstenbach catch-
ment, allowing using Si concentration as a proxy
for groundwater residence time (Lischeid, Kolb, &
Alewell, 2002).

Most of the scatter of the relationship between
Fe concentration and the topsoil component can be
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Fig. 16.5 Loadings of the second Isomap component. Concentrations are given in milligram per liter (mg/l)

ascribed to the redox component, especially for the
high Fe concentration data. Putting aside this fraction
of the data, there is an increase of Fe concentration
with increasing component scores which corresponds
to Fe(III) mobilization by low pH values around four.

The highest topsoil component scores were
observed in the Lehstenbach streams Moorbach
and Schl_Wehr that drain rather small subcatch-
ments (Fig. 16.6). The lowest scores were found
in the Lehstenbach groundwater wells GW04 and
the Moor_2m wells. According to the results of a
groundwater model, well GW04 samples groundwater
with the longest residence time in the Lehstenbach
catchment (Lischeid et al., 2003). The Moor_2m
shallow groundwater wells are screened in a layer of
very low hydraulic conductivity at 2 m depth which
would correspond to a long residence time in spite of
shallow depth. Comparing the three catchment outlet
streams LB_Weir (Lehstenbach), Lp2 (Lysina), and
Lp1 (Lysina), the topsoil component scores increase
with the fraction of riparian wetlands in the respective
catchments.

In the streams the topsoil component is closely
related to discharge, although with different shapes
(Fig. 16.7). Thus, this component could be used
for chemical hydrograph separation similarly to the

approaches used by Buzek, Hruška, and Krám (1995)
and Lischeid et al. (2002).

16.4.2.3 Component: Road Salt

The third component is correlated with Cl− and Na
concentrations and inversely related to Mn concen-
tration (Fig. 16.8). This component explains another
20.1% of the variance of the data. The highest scores
were observed in the Lehstenbach groundwater well
GW01, in the Lehstenbach runoff LB_Weir, and espe-
cially in its tributary LB_West (Fig. 16.9). These sites
are affected by road salt application of a public road
in the western part of the catchment (cf. Fig. 16.1).
Because this effect is restricted to some sites only, it
will not be considered in the following.

16.4.2.4 Component: Sulfate Contamination

The fourth component adds another 5.5% of explained
variance to that given by the first three compo-
nents. Correspondingly, the relationships between sin-
gle solutes and the component scores are more difficult
to interpret because they are masked by the effects of
the first three components. Focusing on the bulk of
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the different sampling sites
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Fig. 16.8 Loadings of the third Isomap component. Concentrations are given in milligram per liter (mg/l)
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Fig. 16.10 Loadings of the fourth Isomap component. Concentrations are given in milligram per liter (mg/l)

the data, sulfate, Al, and Ca concentrations seem to
increase and pH to decrease with increasing compo-
nent scores (Fig. 16.10). Taking into account that most
of the variance of these solutes is explained by the first
three components, it is concluded that this component
is associated with effects of sulfate contamination in
addition to those described by the redox component.

A clear increase of Mn concentration with decreas-
ing component scores is restricted to the lower quantile
of component scores (Fig. 16.10). Component scores
less than −5 are restricted to the deepest groundwater
well of the Lysina catchment which is gauged between
4.2 and 4.4 m below surface. At this well K and Si
concentrations show a similar relationship with that
component, whereas the inverse pattern emerges for Ca
and Mg (Fig. 16.10). This could point to a displace-
ment of geogenic compounds by Ca and Mg that were
associated with high sulfate deposition rates in the last
decades. The samples with the highest scores of that
component (exceeding +2) were taken at well GW04
and in the wetland piezometers Moor_1m at 1 m depth
in the Lehstenbach catchment (Fig. 16.11). At GW04,
oxygen concentration was almost, and at Moor_1m
often close to zero. Only for these samples there was a
positive correlation between component scores and Fe
concentrations (Fig. 16.10).

Besides, the upslope springs Lenka (Lysina) and
Schl_Wehr (Lehstenbach) show rather high values.
These sites sample a high fraction of intermedi-
ate depth groundwater that now exhibits the highest
SO4

2− contamination (Büttcher, 2001; Lischeid et al.,
2003).

16.4.3 Time Series

One focus of this study was to investigate if there are
some common trends of single processes, including
non-linear long-term patterns. To that end a low-pass
filter was applied to the component scores. Please
note that the low-pass filtered part of the fraction
represents different fractions of the variance of the
respective time series, due to different short-term
variations at different sites. Besides, the beginning
and end of the time series have to be interpreted
with care, when only few samples were available
from these periods. This holds especially true for
the last years at the Lehstenbach catchment runoff
(LB_Weir) and upslope spring (Schl_Wehr). Thus,
the supporting points are given as black points in
the graphs of components (Figs. 16.12, 16.13, 16.14,
and 16.15).
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Fig. 16.11 Mean values and
standard deviation of the
fourth component scores for
the different sampling sites

16.4.3.1 Meteorological Data

The meteorological data were low-pass filtered in the
same way as the water quality data. Figure 16.12 shows
the long-term trends during 1989–2007, normalized to
the respective mean values in order to facilitate com-
parison between the two parameters. Please note that
start and end of the single curves have to be interpreted
with caution.

Both at Lysina and Braunersgrün, precipitation was
fairly low during the early 1990s. At Lehstenbach and
Braunersgrün precipitation exhibited a minor peak at
2001 and a minor decrease thereafter. The variance
of the low-pass filtered temperature data was smaller
compared to precipitation. Minor peaks were observed
around 1993 and 2001, minor lows in 1997 and 2004.

16.4.3.2 Redox Component

Both of the Lysina streams (Lp1 and Lp2), the
Lysina upslope spring (Lenka), as well as the
Lehstenbach catchment runoff (LB_Weir) and upslope

spring (Schl_Wehr), and one of the deep groundwa-
ter wells (GW03) exhibited a decrease during the
last two decades (Fig. 16.13). However, these three
Lehstenbach sites show a transient increase or a change
of slope in the 1990s. In contrast, the redox component
scores at the Lehstenbach groundwater wells GW01,
GW04, GW05, and GW06 peak between 1995 and
2003. Around 1995 there is an intermediate or minor
peak at many sites in the Lehstenbach catchment. In
contrast, at the Lehstenbach well GW02 there is hardly
any clear long-term shift of the redox component.

16.4.3.3 Topsoil Component

The low-pass filtered time series show two dif-
ferent patterns: either there is a minimum in the
late 1990s and a steep increase thereafter (Lysina
streams Lp1 and Lp2, Lysina upslope spring Lenka)
or a pronounced decrease during the first years, a
peak during 1995–2000 and decrease again thereafter
(Lehstenbach groundwater wells). The latter behav-
ior reflects that of low-pass temperature data, although
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Fig. 16.12 Low-pass filtered
time series of precipitation
and air temperature at
Braunersgrün, Lysina, and
Lehstenbach 1989–2007,
normalized to mean values for
the whole period

inversely and slightly lagging behind temperature (cf.
Fig. 16.12). The Lehstenbach stream (LB_Weir) and
upslope spring (Schl_Wehr) exhibit features of both
groups (Fig. 16.14). Only at well GW01 the long-term
behavior of the topsoil component seems to parallel
that of precipitation between 1995 and 2003. It has
been known prior to this study that groundwater qual-
ity at this well often reflects preferential flow from the
topsoil (Lischeid and Bittersohl 2008).

16.4.3.4 Sulfate Contamination Component

A clear decrease of the SO4
2− contamination compo-

nent was observed at the Lysina streams (LP1 and LP2)
and the Lehstenbach upslope spring (Schl_Wehr). At

the Lehstenbach well GW01 and the Lysina upslope
spring Lenka this component peaked in 1995–1997 and
clearly decreased thereafter. In contrast, most of the
Lehstenbach groundwater wells and the Lehstenbach
catchment runoff (LB_Weir) exhibit two peaks, the
first one between 1990 and 1995 and the second one
between 2003 and 2007 (Fig. 16.15). This behavior,
especially at GW03, resembles that of low-pass filtered
temperature in the same catchment (cf. Fig. 16.12).

16.4.4 Interplay of Different Processes

It has been stated prior to the study that single solutes
were affected by different processes. This has been
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Fig. 16.13 Low-pass filtered time series of the first component at selected sampling sites
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Fig. 16.14 Low-pass filtered time series of the second component at selected sampling sites
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Fig. 16.15 Low-pass filtered time series of the fourth component at selected sampling sites

investigated in more detail using time series of the
Lysina upslope spring Lenka and the Lehstenbach
groundwater well GW01. To that end the prevailing
anions NO3

− and SO4
2− have been selected.

16.4.4.1 Lysina Upslope Spring Lenka

The Lenka spring was unique among all sampling
sites in the Lysina and Lehstenbach catchment as it
exhibited a highly significant and nearly perfect lin-
ear decrease of NO3

− concentration (Fig. 16.16). In
contrast, SO4

2− concentration slightly increased until
1995 and clearly decreased thereafter (Fig. 16.16). The
redox component roughly paralleled the SO4

2− time
series and clearly decreased after 1994. In contrast,
the SO4

2− contamination component increased until
1998 and decreased thereafter. The topsoil component
remained fairly stable until 2001 and started increasing
during the last years of the study.

Sulfate deposition in this region decreased tremen-
dously since the end of 1970s. Due to the effect of

SO4
2− sorption to the matrix, the SUNFLOW sulfate

model predicted an increase of SO4
2− contamination

at this site until the 1990s (Büttcher, 2001) which is
confirmed by the SO4

2− contamination component.
In addition, part of the SO4

2− decrease seems to be
due to increasingly less oxic conditions, as suggested
by the decrease of the redox component after 1994
(Fig. 16.16). However, NO3

− concentration started to
decrease a few years before, coinciding with an initial
increase of SO4

2− concentration. This could point to
an antagonism between the two anions.

Last, but not least the topsoil component did not
start to increase before 2001/2002. In August 2002
the Lysina catchment was affected by the severe
rainstorm that caused the Elbe flood further down-
stream, whereas there was no exceptional rainfall in the
Lehstenbach catchment. It is likely that the increasing
topsoil component amplified the decrease of SO4

2−
concentration in the spring water because the top-
soil layers showed much more pronounced recovery
of SO4

2− deposition (Büttcher 2001, Shanley, Krám,
Hruška, & Bullen, 2004).
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Fig. 16.16 Time series of
NO3 and SO4 concentrations
(upper panel) and component
scores (lower panel) at the
Lysina upslope spring Lenka

16.4.4.2 Lehstenbach Groundwater Well GW01

In contrast to the Lenka spring water, groundwater
at the Lehstenbach well GW01 exhibits substantially
higher short-term variability, especially for SO4

2−
concentration (Fig. 16.17). Sulfate concentration often
increased by a factor of two during rainy or snowmelt
periods in the dormant season. In fact, SO4

2− con-
centration is closely related to groundwater level at
this site (not shown). The SO4

2− concentration peaks
coincide with substantial increases of the topsoil com-
ponent (Fig. 16.17), indicating preferential flow phe-
nomena. This is especially true for fall and winter of
1998, a period of extensive rainfall (Lischeid et al.,
2002). In addition, the redox component exhibits syn-
chronous peaks, indicating preferential infiltration of
oxic water from the topsoil. However, only a few of
these peaks are reflected by a corresponding increase
of NO3

− concentration (Fig. 16.17). In the long term,
the redox component showed an almost linear increase
during 1990–2004, whereas the SO4

2− contamination

component peaked around 1997 and decreased there-
after. Nitrate in the groundwater slightly decreased
until 1995 in spite of the decreasing redox component,
but parallel to the increasing SO4

2− contamination
component. Like at Lysina, this could indicate an
antagonism between NO3

− and SO4
2−. After 1995,

the redox component increased and the SO4
2− con-

tamination component decreased at this well which
seemed to have compensated each other, resulting in
constant SO4

2− and NO3
− concentrations.

16.4.4.3 Antagonism Between NO3
− and SO4

2−

Both at Lenka and GW01 the data seem to indicate
an antagonism between NO3

− and SO4
2− concen-

trations. Thus, the relationship between the redox
component, the SO4

2− contamination component,
and NO3

− concentration was investigated. This was
rendered difficult due to some substantial outliers.
Ignoring component scores less than the 0.05 and
exceeding the 0.95 quantile, however, reveals a clear
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Table 16.2 Coefficients of multivariate linear regression of
NO3

− concentration as a linear function of redox component and
SO4

2− contamination component scores, ignoring component
scores less than the 0.05 and larger than the 0.95 quantile

Coefficient of regression Level of significance

Redox component +0.421 <2×10−16

SO4
2− contamination component −0.359 <2×10−16

relationship (Fig. 16.18): Nitrate concentration does
not only increase with increasing redox component
scores but also decreases with increasing SO4

2− con-
tamination component scores. Thus, e.g., the transition
between white symbols indicating very low NO3

− con-
centration and slightly gray symbols indicating higher
NO3

− concentration occurs along a line that is inclined
toward both axes. In fact, 74% of the variance of NO3

−
concentration in this data set can be explained by linear
regression with the redox and the SO4

2− contamina-
tion component, where the latter exhibits a negative
regression coefficient (Table 16.2).

16.5 Discussion

16.5.1 Ad Methods

The objective of the study was to identify the key pro-
cesses that affect groundwater and surface water qual-
ity in a region of the East Bavarian–West Bohemian
crystalline basement and to investigate long-term
trends of these processes. To that, non-linear statisti-
cal methods were used to account for the pronounced
non-linearity of environmental data.

The non-linear isometric feature mapping proved
to be slightly superior to the linear principal compo-
nent analysis in terms of explained variance of the
first components (Fig. 16.2). The difference is smaller
compared to some other studies (Tenenbaum et al.,
2000; Mahecha et al., 2007). Correspondingly, the first
components of the linear and the non-linear principal
component analysis were highly correlated. The larger
the optimal k parameter for setting up the geodesic
distance matrix for the Isomap analysis, the less the
Isomap results differ from that of the linear princi-
pal component analysis. In this study, the optimal k
was approximately equal to half the number of sam-
ples, pointing to rather weak non-linearities. However,
the Isomap components were easier to interpret and

to assign to biogeochemical processes. The same has
been found by Lischeid and Bittersohl (2008).

Time series of environmental parameters usually
exhibit substantial short-term variability, which is
often traced back to a complex interplay of differ-
ent processes. Water resources management, however,
needs to consider long-term shifts. These do not neces-
sarily show up as linear trends, and in fact rarely do so
for longer periods. Thus, a low-pass filter was applied
that was able to extract a rather smooth long-term
pattern from the time series. As many hydrochemical
time series exhibit pronounced seasonality, the cut-
off for the considered periods was set equal to 1-year
length.

Similarly to, e.g., linear regression, the fit of a low-
pass filter to the data has to be considered with care for
the beginning and for the end of the time series. The
chosen approach is based on a spectrum analysis. Thus,
it tends to fit low-frequent oscillations to the data. In
this study, these structures have not been considered
when they were restricted to the first or final 2 years of
the time series.

16.5.2 Ad Results

Determination of the principal components does not
require any a priori assumptions. In contrast, assigning
components to biogeochemical processes is subject to
expert’s choice and can be questioned. It is primarily
based on the relationships between component scores
and measured parameters, but considering spatial and
temporal patterns of the component scores as well.

16.5.2.1 Redox and Sulfate Contamination
Components

The first component, which explained nearly half of
the variance of the data, was interpreted as a redox
component. This component provides a measure of
the impact of redox processes on water quality on its
way to the sampling site, but is not a measure of the
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actual redox potential at the time of sampling. The
redox component was not clearly related to oxygen
concentration, especially in the streams. For example,
the wetland streams Moorbach and Lp1 exhibited low
redox component scores in spite of oxygen saturation
due to turbulent flow in the streams.

In a preceding study a systematic decrease of the
redox component scores with residence time was found
in the Lehstenbach deep groundwater, even at the
upslope wells outside the wetland areas (Lischeid &
Bittersohl, 2008). This decrease was associated with a
corresponding decrease of NO3

− concentration, point-
ing to denitrification. In spite of that, oxygen concen-
tration usually exceeded 6 mg/l in the wells GW01,
GW03, GW05, and GW06. In contrast, groundwa-
ter oxygen concentration at well GW02 usually was
fairly low and close to zero at well GW04. Legout
et al. (2007) could even show that denitrification in
the vadose zone of a granite catchment in Brittany
played a major role for the nitrogen dynamics. It was
assumed that most of the denitrification occurred in
anoxic microsites.

On the one hand, NO3
− and SO4

2− concentrations
in anoxic groundwater decrease due to denitrifica-
tion and desulfurication. On the other hand, enhanced
input of NO3

− and SO4
2− due to atmospheric pollu-

tion increased the electron acceptor capacity in these
microsites, thus increasing the redox potential of deep
soil and groundwater. This effect plays a major role
in oxygen-depleted lake sediments but is rarely con-
sidered in the vadose zone. The results of this and
other studies, however, seem to indicate that the role
of anoxic microsites has been substantially underesti-
mated so far.

Deposition of inorganic nitrogen compounds
(mainly dissolved NO3

− and NH4) showed substan-
tially less pronounced trends compared to SO4

2−. In
deeper soil layers and in the groundwater, only NO3

−
was found in measurable quantities due to oxidation
of NH4 and NH4 sorption to the soil matrix. During
the last two decades nitrogen deposition exceeded
the annual uptake by plants and microbes by far
in botch catchments. In addition, NO3

− sorption
to the soil matrix is negligible. Thus, spatial and
temporal patterns of NO3

− in the streams and in
the deep groundwater were primarily determined by
denitrification, resulting in a rather close relationship
to the redox component. In contrast, SO4

2− deposition
exhibited a tremendous decrease in both catchments

and was subject to sorption to the regolith matrix.
Consequently, SO4

2− concentration in groundwater
and streamwater was related to the flowpath length
distribution in the respective subcatchments (Büttcher,
2001). This is reflected by the SO4

2− contamina-
tion component that explained much of the scatter
after subtracting the effect of the redox component
(Figs. 16.3 and 16.10).

In addition, NO3
− is slightly negatively correlated

with the SO4
2− contamination component. Please note

that the relationship of the redox component with
NO3

− is much more pronounced, masking the NO3
−–

SO4
2− antagonism. There is some anecdotal evidence

in the literature about such an antagonism, e.g., by
Nakagawa and Iwatsubo (2000). Nodvin, Driscoll, and
Likens (1988) observed a decrease of streamwater
SO4

2− concentration after clear cut, which they trace
back to increasing SO4

2− sorption due to decreased pH
as a consequence of enhanced NO3

− release. Kaiser
and Kaupenjohann (1998) found a corresponding rela-
tionship between pH and SO4

2− sorption at two sites
close to the Lehstenbach catchment.

16.5.2.2 Topsoil Component

The topsoil component was identified based on its
relationship with Al, DOC, Si, and pH (Fig. 16.5).
High Al and DOC concentrations, low Si concen-
tration, and low pH were usually found in the soil
solution of the uppermost horizons (Navrátil, Kurz,
Krám, Hofmeister, & Hruška, 2007, Krám & Hruška,
unpublished data, 2007, Lischeid, Kolb, Alewell, &
Paul, 2007) that were not included in this analy-
sis. In this data set the highest topsoil component
scores were found in the streamwater samples that
drain rather small subcatchments (Moorbach, Schl-
Wehr, Lp1, Lp2; cf. Fig. 16.6). In addition, topsoil
component scores clearly increased with discharge
(Fig. 16.7). This is consistent with the observation
that near-surface runoff constitutes a major fraction
of stormflow runoff in both catchments (Buzek et al.,
1995; Lischeid et al., 2002).

16.5.2.3 Long-Term Patterns

Time series of solute concentration and component
scores of most of the sampling sites exhibited sub-
stantial short-term variation. Abstracting from that
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short-term dynamics the long-term pattern of compo-
nent scores was remarkably similar at different sites.
In general, the Lehstenbach and Lysina sampling sites
can be split into three groups. The first group con-
sists of the Lysina streams Lp1 and Lp2 and the Lysina
upslope spring Lenka with nearly linear long-term pat-
terns. The second group comprises the Lehstenbach
deep groundwater wells with more cyclic long-term
patterns. The Lehstenbach catchment runoff and the
Lehstenbach upslope spring Schl_Wehr form a third
group, exhibiting features of both groups. This group-
ing is likely to reflect the effect of increasing damping
with depth which is the least pronounced for the first
group and the most distinct for the second.

The long-term decrease of the first and fourth com-
ponents at the Lysina sampling sites reflects in the
first place the decrease of sulfur and nitrogen deposi-
tion. This effect can hardly be seen at the Lehstenbach
deep groundwater wells. For the latter the interannual
variability of climatic boundary conditions seems to
be more decisive for the long-term redox conditions
(Lischeid & Bittersohl, 2008).

Beyond that, there was no clear relationship
between low-pass filtered component scores and mete-
orological data. Only the topsoil component scores at
the Lehstenbach streams Schl_Wehr, LB_Weir, and the
groundwater well GW04 seem to be related to the
precipitation trend. However, a causal relationship is
not very likely, as the latter exhibited the lowest top-
soil component scores and the LB_Weir rather low
component scores (Fig. 16.6).

16.5.2.4 Solute Concentration Versus
Component Scores at the Lenka Site

Contrasting to all other Lehstenbach and Lysina sam-
pling sites, there was a clear and almost linear decrease
of NO3

− concentration at the Lysina upslope spring
Lenka since the end of the 1980s. This trend started
almost 10 years before nitrogen deposition started to
decrease at that site and a few years before SO4

2− con-
centration started to decrease. In contrast, time series
of the component scores at this site do not differ from
those at other sites in the Lysina or Lenka catchment.
Based on the results of this study, the apparently sim-
ple and intriguing trend of NO3

− concentration seems
to be the effect of the interplay of different processes
that add to the observed long-term pattern (Fig. 16.16).

It is well accepted that the concentration of a single
solute is usually due to a variety of different processes.
On the other hand, simple long-term patterns are usu-
ally ascribed to a single dominant process. This study
followed an alternative approach. It is concluded that
investigating time series of components as represen-
tations of single processes instead of analyzing time
series of concentrations of single solutes was success-
ful in resolving some of the apparent inconsistencies
of the latter.

16.6 Conclusions

The objective of this study was to identify the pre-
vailing biogeochemical processes that affected ground-
water and streamwater quality in two similar forested
catchments at numerous sites, to investigate spatial
patterns of processes, and to determine the long-term
behavior with respect to these processes. A non-linear
principal component analysis of long-term groundwa-
ter and streamwater solute concentration data was per-
formed to identify the dominant processes and to inves-
tigate common long-term patterns in this region. The
first four components could be ascribed to different
processes and could be used as quantitative measures
of the effect of these processes. Among these, only
contamination by road salt was restricted to a few sites
of the Lehstenbach catchment whereas the remaining
three components and the associated processes had
clear impacts in both catchments. The impact of top-
soil solution infiltration could clearly be seen during
major rainstorms and snowmelt. Redox processes seem
to play a major role even in the oxic aquifer in both
catchments which showed a seasonal pattern at various
sites. The fourth component was interpreted as a sul-
fate contamination component which was less variable
in the short term at most sites. The approach allowed
investigating the different effects and their long-term
behavior separately. Long-term behavior determined
by low-pass filtering of the time series of component
scores showed consistent trends. The dominant source
of different behaviors at different sites seemed to be
the varying thickness of the regolith and the fraction
of wetland areas in the respective subcatchments. In
the Lehstenbach deep groundwater wells long-term
oscillations of single components were found whereas
linear trends prevailed in the Lysina streams.
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The analysis highlighted the relationship between
different processes, namely an antagonism between
NO3

− and SO4
2− concentrations that adds to their

common dependence on redox conditions. This differ-
entiation yielded a more clear and consistent picture
than analysis of time series of single solutes. It is con-
cluded that investigating spatial and temporal patterns
of ‘processes’ (components) is more promising than
looking at single solutes.
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Chapter 17

Long-Term Measurements to Quantify the Impact of Arable
Management Practices on Deep Seepage
and Nitrate Leaching

Uwe Schindler, Lothar Müller, Ralf Dannowski, Dietmar Barkusky, and Glyn Francis

Abstract Long-term soil hydrological measure-
ments were used to quantify deep seepage and nitrate
leaching in situ under undisturbed soil conditions.
Deep seepage rates and nitrate losses from arable land
managed under various farming regimes (integrated,
integrated with irrigation, ecologic and low input) and
tillage systems (plough and no-till) were quantified
in the Pleistocene region of Northeast Germany from
1994 to 2005. Soil water content and tension measure-
ments down to 3 m depth and soil water sampling
were used to determine deep seepage dynamics and
loss of nitrogen by leaching. As dependent on the
management system, the nitrate concentration varied
between 40 and 150 mg l−1. In connection with annual
deep seepage rates between 100 and 200 mm dur-
ing the study period, the annual nitrogen loss varied
between 14 and 41 kg ha−1. Differences in nitrogen
loss observed between the farming systems were low,
but yields increased and nitrogen losses decreased as
a result of irrigation throughout the variants. No-till
treatment resulted in reduced nitrate leaching (18 kg
ha−1) as compared with the tillage system with plough
and tooth cultivator (27 kg ha−1). The method of quan-
tifying deep seepage rates based on soil hydrological
measurements was tested in comparison with lysimeter
discharge measurements. Willmott’s index of agree-
ment was d = 0.97 revealing the validity of this simpli-
fied approach. Results underline the hypothesis of the
well balanced, slow and continuous progression of the
soil water content below the root zone. The suitability

U. Schindler (�)
Leibniz Centre for Agricultural Landscape Research (ZALF),
Eberswalder Str. 84, D-15374 Müncheberg, Germany
e-mail: uschindler@zalf.de

of long-term soil hydrological in situ measurements
for quantifying arable management effects on ecolog-
ical processes – deep seepage dynamics and solute
leaching – was confirmed.

Keywords Long-term measurements · Soil hydrol-
ogy · Field measurements · Deep seepage · Ground
water discharge · Soil · Land use · Arable manage-
ment · Nitrate leaching · Hydraulic conductivity ·
Water retention function

17.1 Introduction

Arable land is the main source of deep drainage and
groundwater recharge in Northeast (NE) Germany
(Müller, Dannowski, Schindler, Eulenstein, &
Meißner, 1996). Land management practice is a deci-
sive factor for the quantities of seepage flow and solute
leaching (Benson, VanLeeuwen, Sanchez, Dohoo, &
Somers, 2006; Köhler, Duijnisveld, & Böttcher, 2006),
which constitutes two fundamental aspects of land
use characterised by potentially conflictive ecologic
implications. Efficient water use and intelligent water
management are essential for NE Germany as a
sub-humid region marked by an annual water balance
deficit between 80 and 250 mm (Dyck & Peschke,
1989; Müller et al., 1996). Throughout that region,
measures are in demand to support groundwater
recharge. To meet this claim, knowledge is required
about suitable land management systems providing
seepage flow sustainable in quantity and quality.

Soil water content and tension are basic hydrologic
variables that reflect effects of land surface processes.
Soil moisture information, in spite of its importance to
land use planning, agriculture and drought monitoring,
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is not widely available. There is a lack of reliable
methods and measured values for predicting effects of
land use change on the soil water and solute status.
Evaluating the impact of land use and management
practices on soil water dynamics and solute leaching
turns out to be difficult. This is because of few tech-
niques which are capable of monitoring the quantity
and quality of soil water flow below the root zone with-
out disturbing the soil profile and affecting natural flow
processes.

In general, underground lysimeter techniques are
applied for measuring the seepage flow through the
soil matrix by intercepting water and manually or auto-
matically sampling the accumulated volume of water
(Brye, Norman, Bundy, & Gower, 2001; Masarik,
Norman, Brye, & Baker, 2004). Soil hydrological
measuring installations, so-called virtual lysimeters
(Kastanek, 1995), provide a good way for analysing
the soil water and matter status in situ under undis-
turbed soil conditions. Compared with real lysimeters
these methods are distinctly less invasive and just
as much less expensive. In the first instance, their
use is directed at obtaining knowledge about the pro-
cesses including their dynamics of the soil water and
solute status under different conditions of soil, land
use, climate and agricultural management. Utilising
this knowledge for transmitting quantitative results
to the landscape level requires, in the next step, the
development and application of models. For validat-
ing those models, in turn, soil hydrological measuring
installations may provide the qualified basis (Mölders,
Haferkorn, Döring, & Kramm, 2003; Miao et al., 2003;
Bryant, Gburek, Veith, & Hively, 2006; Köhler et al.,
2006). Potentially long residence times of water and
solutes in the vadose zone, as well as the variability of
weather conditions and management practices, dictate
long-term experiments to be accomplished to assess
solute transport processes (Narasimhan, Srinivasan,
Arnold, & DiLuzio, 2005).

Starting in 1993, the impact of arable crop and soil
management on seepage flow and solute leaching has
been studied by the use of soil hydrological measuring
installations under field experiments in the NE German
lowlands. In the following, the method is detailed and
results are presented to the reliability of those deep
seepage estimations tested in comparison with real
lysimeter measurements, the impact of different arable
management practices on deep seepage dynamics and
nitrogen leaching.

17.2 Materials and Methods

17.2.1 Site and Soil Characteristics

Agricultural investigations including the described soil
hydrological measurements were carried out at the
ZALF Müncheberg V4 experimental field on seepage-
disposed sandy soils. Müncheberg is located in a
Pleistocene end moraine landscape in NE Germany
about 50 km east of Berlin and 40 km west of the Oder
River, the German-Polish border. Long-term mean
annual precipitation is 562 mm (323 mm in summer,
239 mm in winter time, measured values). Average air
temperature of the last 50 years is 8.3◦C with a ten-
dency to increase. Soils are formed of Pleistocene par-
ent material, classified as Haplic Albeluvisol (Eutric,
Arenic) (WRB, 2006, Table 17.1) with a Bt horizon
mostly beginning at about 70 cm depth. Thickness of
the Bt horizon varies between 20 and 40 cm. With
the exception of the Bt horizon, sandy substrates are
dominating.

Measured annual precipitation largely varied over
the study period (Table 17.2). It ranged from 418 mm
in 1999 to 760 mm in 2002. Average annual precipita-
tion was 543 mm and thus a little below the long-term
average.

Table 17.1 Average soil parameters, Müncheberg V4 experimental field

Horizon Depth cm Clay % Silt % Sand %
DBD g
cm−3

Porosity cm3

cm−3
�1 cm3

cm−3
�2 cm3

cm−3

Ap 0–30 1 40 59 1.52 0.398 0.150 0.023
Bv 30–70 4 24 72 1.72 0.339 0.119 0.012
Bt 70–100 9 65 26 1.71 0.334 0.161 0.050
C >100 1 22 77 1.70 0.344 0.073 0.009

DBD, dry bulk density; �1, water content at pF2; �2, water content at pF4.2
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Table 17.2 Annual precipitation during 1994–2006 at the Müncheberg site, measured values

Year 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

P (mm) 712 507 618 541 654 418 446 502 760 452 531 549

17.2.2 Arable Management Systems

In the measuring period (1994–2005) three manage-
ment systems were practised and investigated at the
Müncheberg V4 experimental field in three distinct
stages.

From 1994 to 1998 different farming systems were
tested (Table 17.3). Both at the integrated and the low
input system mineral nitrogen fertilizer was applied.
At the ecologic farming system exclusively organic
nitrogen fertilizer (manure and slurry) was used. From
1999 to 2000 a break was inserted cultivating lucerne
(alfalfa) grass at all plots. In 2001 tillage experiments
started. The effect of different tillage systems (i –
plough in combination with tooth cultivator and ii – no-
till) on yield and on the soil water and solute balances
was analysed. Table 17.3 provides an overview of the
average annual nitrogen fertilizer input, annual irriga-
tion rate and yield of the management systems as an
average over the replications.

Crop rotations were:

1994–1998 Sugar beet, winter wheat, winter barley and winter
rye with catch crop

1999–2000 Lucerne grass at all plots
2001–2005 Plough: winter wheat, winter barley, winter rape,

triticale, winter rye + oil radish and potato
No-till: winter wheat + oil radish, corn, winter rye

+ oil radish, pea, winter barley and winter rape

17.2.3 Soil Hydrological Measurements

Water and solute movement through the vadose
zone should be compartmentalised into (i) movement
through the root zone and (ii) movement below the root
zone (Gee & Hillel, 1988). Fluxes within the root zone
are spatially and temporally variable. Fluxes below the
root zone may be transient or steady state (Gee &
Hillel, 1988; Schindler & Müller, 1998).

The basic idea was to detect seepage flow prefer-
ably below the root zone where soil water movement
is directed predominantly downwards, changes in the
soil hydrologic status will proceed slowly and continu-
ously, and rainfall events or fluctuations of evapotran-
spiration will not produce distinct changes in soil water
content and tension.

For this reason, continuous measurement of ten-
sions and water content values (16 soil hydrological
plots, Fig. 17.1) was carried out down to 3 m depth.
Based on soil tension measurement at two depths, the
proof of downward water movement may be given
directly from the hydraulic gradient, or where required,
periods of capillary rise may be detached. The instru-
ments were buried to enable agricultural equipment to
pass over the measuring plots.

Precipitation was measured at two levels, 1 m
above and next to the ground. Temperature, relative
air humidity, global radiation and some other mete-
orological variables were measured directly at the

Table 17.3 Average annual management data, Müncheberg V4 experimental field, 1994–2006

Period Management system
Plot number
(according to Fig. 17.1)

Ntotal
kg ha−1

I
mm a−1

Yielda

dt ha−1

1994–1998 IO: integrated without irrigation 1, 4, 7,10 112 0 76
IB: integrated with irrigation 1A, 4A, 7A, 10A 126 78 86
OO: ecologic without irrigation 2, 5, 8, 11 45b 0 43
EO: low input without irrigation 2, 6, 9, 12 86 0 73

1999–2000 Lucerne grass All plots – – –
2001–2005 P: plough with tooth cultivator 1, 3, 5, 7, 9, 11 165 – 59

NT: no-till 2, 4, 6, 8, 10, 12 146 – 62
aDry matter yield in dt ha−1, bonly manure and slurry
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Fig. 17.1 Müncheberg V4 experimental field with measurement plots and schematic of the soil hydrological installation

Müncheberg weather station. Soil water samplers were
used for analysing the nitrate concentration in seepage
water. Taking deep seepage dynamics into considera-
tion, nitrogen losses were estimated.

17.2.3.1 Description of the Method

Over time, the soil at measuring depth is considered
as being a pipe of variable filling. Soil water content
is taken as an indicator for the filling level (Schindler
& Müller, 1998). Transformation of the filling level
(soil water content) into flux (seepage flow rate v)
is undertaken by the Darcy equation (v = K (�)× i)
containing a non-linear scaling factor, the hydraulic
conductivity function K(�) being dependent on water
content � and the hydraulic gradient (i) as the driving
force. Unit gradient is assumed to be valid. The method
is feasible on sandy soils and deep water table. Daily
seepage flow rates (v) are calculated based on water
content measurements and the hydraulic conductivity
function K(�) calibrated to the water balance.

Water Content and Tension Measurements

Water content (TDR technique: Malicki & Skierucha,
1989; Roth, Malicki, & Plagge, 1992) and tension

are continuously measured below the root zone. For
quantifying the hydraulic gradient tension is mea-
sured at two depths. From the water content and
tension values at 3 m depth a field pF curve is
constructed. This pF curve is valid only in the
range of measurements and serves as the basis for
calculating the unsaturated hydraulic conductivity
function.

Prediction of the Relative Hydraulic Conductivity
Function and Derivation of Relative Seepage Rates

The pF curve is fitted (van Genuchten, 1980) and
the relative hydraulic conductivity function (Kr (�))

is predicted (Mualem, 1976). Instead of tension,
the water content is used because of no hysteresis
effects appearing. Hydraulic gradients (i) are cal-
culated from the tensions between the two depths
and allow to conclude on flow direction (positive
– downwards, seepage; negative – upwards, capil-
lary rise). The relative seepage rates (vr) are calcu-
lated by the simplified Darcy equation (vr = Kr (�))

based on the water content dynamics and the rel-
ative hydraulic conductivity function assuming the
unit gradient 1 for periods with downward water
movement.
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Calibration of the Hydraulic Conductivity Function
to the Water Balance

The water balance at the soil hydrological plot is cal-
culated for a calibration period. Usually preference
is given to an autumn/winter period with negligible
error for the estimation of the evapotranspiration (ET).
In the NE German region, the evapotranspiration dur-
ing the winter period is estimated according to Ivanov
(Wendling, Schellin, & Thomä, 1991). The precip-
itation (P) is measured and the soil water storage
difference d� in the profile is calculated by means
of water content measurements over the whole pro-
file at the beginning and the end of this period. At
the start and the end of the calibration period the soil
profile should be free of frost. The total discharge
(V) results from V = P − ET − d�. V is divided by
Vr (total relative seepage of the calibration period) to
get the matching factor M (M = V/Vr) for transform-
ing the relative hydraulic conductivity function into an
effective level.

17.2.4 Deep Drillings

Additional deep drillings down to 4.2 m depth were
used to analyse the nitrate concentration in soil water.
These results were compared with nitrate concentra-
tions of the soil water sampler to get an idea of the
variability and accuracy of the latter values. Drillings
(four drillings at each soil hydrological plot) were
carried out at the end of 1995.

Water content and nitrate concentration were mea-
sured for 30 cm soil increments in the laboratory. Water
content values were obtained by comparing soil sample
weights before and after oven drying. Nitrate concen-
tration was analysed photometrically after extraction
with 0.02 N CaCl2 solution.

17.2.5 Lysimeter Experiments

One gravitational lysimeter (1 m × 1 m; 2 m depth)
from the Dedelow lysimeter station located in
the Uckermark region about 100 km north from
Müncheberg (Schindler, Wolff, & Kühn, 2001) was
used for the comparison of deep seepage estima-
tions based on the virtual lysimeter concept with the

Table 17.4 Stratification and soil properties of the Dedelow
lysimeter

Horizon Depth cm Ct %
DBD g
cm−3

Clay
% Silt % Sand

Ap 0–35 0.64 1.52 4 24 72
Bv 35–115 0.1 1.63 9 29 62
C 115–200 0.1 1.65 1 4 95

measured real lysimeter discharge. The soil stratifica-
tion and soil properties of the lysimeter are given in
Table 17.4.

Two tensiometres (�) in 1.6 and 1.85 m depth and
one TDR-probe (�) in 1.85 m were installed. The
water content dynamics in 1.85 m depth was taken
as the basis for seepage calculations. Measuring val-
ues were recorded at 8-h intervals. Weather data were
registered directly at the site.

The hydraulic conductivity function (effective func-
tion) was calibrated to the lysimeter discharge for the
period from 1 November 2001 to 15 February 2002,
whereas the total period of comparison lasted from
November 2001 to February 2006.

Willmott’s index of agreement, d (Equation 17.1)
(Legates & McCabe, 1999), was used as criteria for
assessing the performance of the measuring concept.

d = 1 − ∑
(Oi − Pi)2/

∑
(|Pi − Om|

+|Oi − Om|)2
(17.1)

O – observed values, P – predicted values, Om – mean
observed value.

This index varies between 0.0 (poor agreement) and
1.0 (perfect agreement), similarly to the coefficient of
determination r2.

17.3 Results and Discussion

17.3.1 Comparison of Lysimeter
Discharge and Calculated Seepage

The soil hydrological concept as introduced above
was tested against lysimeter results. Tension and water
content were measured in the lysimeter with high tem-
poral resolution and accuracy. Both variables showed
comparable dynamics with regard to drainage and
saturation processes (Fig. 17.2).



248 U. Schindler et al.

8

16

24

32

40

Jul.
01

Jan.
02

Jul.
02

Jan.
03

Jul.
03

Jan.
04

Jul.
04

Jan.
05

Jul.
05

Jan.
06

Time

W
at

er
 c

o
n

te
n

t 
(%

 b
y 

vo
l)

10

20

30

40

50

T
en

si
o

n
 (

h
P

a)

Tension

Water content

Fig. 17.2 Tension and water
content dynamics in the
Dedelow lysimeter, 1.85 m
depth

0

3

6

9

12

15

18

Aug.
01

Feb.
02

Aug.
02

Feb.
03

Aug.
03

Feb.
04

Aug.
04

Feb.
05

Aug.
05

Feb.
06

Time

D
is

ch
ar

g
e 

ra
te

 (
m

m
 d

–1
)

0

200

400

600

800

T
o

ta
l d

is
ch

ar
g

e 
(m

m
)

Calculation

Measurement

Calculation

Measurement

Fig. 17.3 Comparison of
lysimeter discharge with
discharge calculations

Seepage rates were calculated day by day on the
basis of the water content dynamics and the cali-
brated hydraulic conductivity function (Fig. 17.3) and
compared with daily lysimeter discharge values for
the period 2001–2006. Willmott’s index was d =
0.97, which confirmed the validity of this simplified
approach for quantifying effective deep drainage flow
rates.

17.3.2 Deep Seepage Dynamics
and Arable Management Effects

In situ temporal soil water content and calculated
seepage dynamics are presented in Fig. 17.4 exem-
plarily for one selected plot (period 1995–2005) of the
Müncheberg V4 experimental field. Measurements of
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the soil water content allowed for a temporally highly
disintegrated analysis of soil hydrologic conditions
below the root zone. Periodic processes of seepage
flow formation in the winter half-year characterised
by rising soil water content or falling soil water ten-
sion and subsequent soil drainage during the vegetation
period are clearly visible. Individual periods are well
distinguished. Seepage periods started mostly between
January and March followed by soil drainage during
summer and autumn time.

Results confirm the hypothesis of the well balanced,
slow and continuous progression of the soil water con-
tent in the deeper vadose zone below the root zone
down to 3 m depth (Kutilek & Nielsen, 1994; Schindler
& Müller, 1998). Daily changes in measured values
performed small and allowed for the assumption of
quasi-steady-state conditions within intervals of 1 day.

As the result of high variation in annual precipita-
tion (see Table 17.1) and land management effects, the
variation of annual deep seepage rates appeared high.
Results differed as follows between the farming sys-
tems (stage 1994–1998). The integrated system with
irrigation IB (191 mm a−1, RMS 47 mm a−1) pro-
duced highest seepage rates followed by the ecologic
farming system OO (180 mm a−1, RMS 33 mm a−1),
which in turn had the lowest yields (see Table 17.3).
The integrated system without irrigation IO (161 mm
a−1, RMS 50 mm a−1) and the low input system EO

(154 mm a−1, RMS 38 mm a−1) produced nearly the
same deep seepage rates and quite the same yields,
too. The differences, however, were not significant.
The lowest deep seepage rate was calculated with
130 mm a−1, RMS 18 mm a−1 under lucerne grass
(stage 1999–2000), but precipitation turned out to be
remarkably low (436 mm a−1) in this period. Results of
tillage experiments are valid for the stage 2001–2005.
Tillage with plough (191 mm a−1, RMS 68 mm a−1)
produced higher deep seepage rates than the no-till sys-
tem (158 mm a−1, RMS 49 mm a−1). Differences,
however, were not significant again.

17.3.3 Nitrate Concentration and Nitrate
Leaching

Figure 17.5 shows the dynamics of nitrate concentra-
tions under the practised and tested arable management
systems as an average of the replications from 1993
to 2005. There was an acceptable congruence between
deep drilling results and the soil water samplers.

Nitrate concentrations at all Müncheberg measure-
ment plots decreased until 1995, after which they
levelled off. Obviously, the initial nitrate dynamics
were a consequence of the preceding agricultural activ-
ities on that site. Since 1995 the nitrate concentrations
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in seepage water have been reflecting the effect of
the investigated farming systems. Lowest nitrate con-
centrations were observed at the ecologic farming
system, where the nitrate concentration varied between
approximately 50 and 80 mg l−1. Highest nitrate con-
centrations (100–130 mg l−1) were analysed under the
integrated system without irrigation, where the nitro-
gen input was nearly twice as high as at the ecologic
system. Most fertilizer was applied at the integrated
system with irrigation. This treatment, however, dis-
played nitrate concentrations similar to the ecologic
system between 80 and 100 mg l−1. In all cases, nitrate
concentrations consistently exceeded the 50 mg l−1

drinking water threshold (Bundesgesetzblatt, 1990).
Starting in 1999, as soon as lucerne grass was grow-
ing, the nitrate concentration at all measurement plots
decreased continually and levelled off at approxi-
mately 45 mg l−1 in 2000. With the beginning of the
tillage experiments in 2001, nitrate concentrations in
seepage water altered again. At ploughed plots con-
centration increased continually to reach its maximum
of 140 mg l−1 in 2003. Afterwards the concentration
decreased continually and approached the values of no-
till plots in 2005. Reason for this dramatic increase
after changing the management could be mineralisa-
tion processes of the organic matter. At no-till plots
the nitrate concentration varied just a little over the
observation period (2001–2005) and remained at the
low level of 40–60 mg l−1.

Nitrogen leaching rates were calculated based on
nitrate concentration and deep seepage rates. The dif-
ferences of annual nitrogen leaching rates between the
farming variants were small and not significant. In the
study period 1994–1998 the average annual nitrogen
leaching rates varied between 41 kg N ha−1 (RSM
16 kg ha−1) at the integrated plots IO (without irri-
gation) and 36 kg N ha−1 (RSM 12 kg ha−1) at the
ecologic variant (OO). Leaching rates of the low input
variant EO (36 kg N ha−1, RSM 16 kg ha−1) and the
integrated variant with irrigation IB (37 kg N ha−1,
RSM 9 kg ha−1) did not differ much from the eco-
logic system. Irrigation, however, had a noticeable
effect on yield and nitrogen intake. The lowest fertil-
izer input and the lowest yields occurred at the ecologic
treatment. Nevertheless, this treatment caused nitrogen
leaching rates similar to those of the other treatments.
Nitrogen leaching under lucerne grass (1999–2000)

was strongly reduced (14 kg N ha−1, RSM 7 kg ha−1)
compared to the previous management. Tillage with
plough in combination with tooth cultivator (27 kg N
ha−1, RSM 15 kg ha−1) produced increased nitrogen
leaching as compared with the no-till variant (18 kg N
ha−1, RSM 7 kg ha−1). The differences, however, were
not significant.

17.4 Conclusions

The effect of the investigated farming systems (inte-
grated, integrated with irrigation, ecologic and low
input) on nitrate dynamics was surprisingly small. The
expected advantage of ecologic farming (Freyer, 2003;
Pacini, Wossink, Giesen, Vazzana, & Huirne, 2003;
Stark, Condron, Stewart, Di, & O’Callaghan, 2006)
could not be confirmed. As ecologic treatment pro-
duced the lowest yields, it did not show noticeably
lowered nitrogen leaching. Irrigation in turn provided
a noticeable effect on yield and nitrogen intake, but
nitrogen leaching did not significantly differ from the
ecologic treatment. No-till treatment displayed lower
nitrate leaching than the tillage system with plough
and tooth cultivator, but mineralisation processes could
have influenced this result. Also the differences of
deep seepage and nitrate leaching rates between the
tested farming systems were small and not significant.
In order to obtain significance, a prolonged measur-
ing time, more replications and additional sites are
needed.

Over most of the time, nitrate concentration
exceeded the 50 mg l−1 threshold value for drink-
ing water at all management treatment sites. Due
to the low deep seepage rates, nitrate surpluses of
20–30 kg ha−1 already led to nitrate concentra-
tions of about 100 mg l−1, suggesting that seepage
water nitrate concentrations <50 mg l−1 as stipulated
for sustainable agricultural practices are not realis-
tic at the sandy and weak loamy arable sites in NE
Germany.

The virtual lysimeter concept was tested against
lysimeter discharge measurements and found to be
valid. Preconditions are accurate water content and ten-
sion measurements in the deeper vadose zone with
high temporal resolution and a hydraulic conductivity
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function thoroughly calibrated to the water balance.
Test results confirm the hypothesis of the well bal-
anced, slow and continuous progression of the soil
water content below the root zone. The suitabil-
ity of soil hydrological long-term measurements for
quantifying arable management effects on ecological
processes – deep seepage dynamics and solute leach-
ing – was thus confirmed.
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Chapter 18

Long-Term Ecosystem Research in a Beech Forest
of Northern Germany

Filipa Tavares, Otto Fränzle, Felix Müller, and Claus-G. Schimming

Abstract In Central Europe, damage of forests has
been clearly identified to be caused by atmospheric
deposition of acidifying air pollutants and eutrophicat-
ing amounts of nitrogen. The rapidly growing public
concern about this phenomenon induced numerous
studies particularly in Germany already in the 1970s
and 1980s, which produced an impressive number of
pertinent botanical, parasitological, pedological and
geographical information. In general, however, focus
was on specific aspects of forest decline, which not
infrequently led to monocausal explanations.

The concept of the interdisciplinary and transdis-
ciplinary Bornhöved ecosystem research programme
reflects basic principles of scientifically based pro-
grammes of environmental observation. The general
aim of the Bornhöved Project was to study ecosystem
structure and evolution in a highly complex land-
scape of the North German Plain. Twenty years of
high-resolution time-series of pertinent meteorologi-
cal, hydrological, biological and pedological data on
the energy and material fluxes of the Bornhöved beech
stands are available for both monitoring purposes and
as a basis for ecosystem theory building. Atmospheric
deposition and element behaviour in the soil solution
exhibit distinct trends and periodicities in biogeochem-
ical transfer processes in relation to the water use of
the ecosystems. Efficiency measures such as the tran-
spiration/evapotranspiration ratio, element fluxes or
budgets and the stoichiometric definition of elemental
imbalances have proved to be commendable indicators.
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18.1 Introduction

In Central Europe, damage of forests in the neigh-
bourhood of industrial plants was attributed to flue
gases, in particular sulphur dioxide, already several
centuries ago (Agricola, 1556). But in the 1960s an
apparently new type of forest injury became evident
which was no longer related to local emitters but
occurred to an increasing extent in presumably clean
air areas, far away from conurbations or industrial cen-
tres. The rapidly growing public concern about this
phenomenon induced numerous studies in Germany in
the 1970s and 1980s, which produced an impressive
number of pertinent botanical, parasitological, pedo-
logical and geographical information. In general, how-
ever, focus was on specific aspects of forest decline,
which not infrequently led to monocausal explana-
tions. On the international level, the Convention on
Long-Range Transboundary Air Pollution (CLRTAP),
stipulated under the auspices of the United Nations
Economic Commission for Europe in 1985, led to
the International Co-operative Programme on the
Assessment and Monitoring of Air Pollution Effects
on Forests (ICP Forests). In the following decades this
programme developed into one of the major biomoni-
toring networks worldwide.

Although it had been noticed in early CLRTAP dis-
cussions already that a deeper understanding of the
potentially harmful effects of air pollution on forests
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was a prerequisite for reaching agreements on effective
pollution control, a comprehensive ecological analy-
sis of the multifactorial phenomenon of forest growth
and decline was realized only at a few centres, e.g. the
Forest Ecosystem Research Centre at Göttingen, in the
framework of the Solling Project (Ellenberg, Mayer,
& Schauermann, 1986) or at the Ecosystem Research
Centre of the Kiel University. As a consequence, com-
parative critical evaluations of the above forest decline
studies with their mostly narrower scope and fre-
quently controversial issues appeared only since the
middle of the 1990s (cf., e.g. Ellenberg, 1995). Today,
there is agreement that the decline of forest ecosystems
is under the control of three groups of factors, namely,
first a predisposing set of site factors such as soil and
climate, second a set of interrelated triggering effects
of both natural or human origin and third decline may
prove liable to additional impacts which are not nec-
essarily primary components of an injurious symptom
complex but contribute to rapidly intensifying damage
up to mortality (Elling, Heber, Polle, & Beese, 2007).

In the following, some results of the long-term
inquiries into structure and functioning of representa-
tive beech ecosystems of the Bornhöved Lake district,
situated some 30 km south of Kiel in Schleswig-
Holstein, are presented as a contribution of the Kiel
Ecology Centre to pertinent ICP-Forests studies which,
in accordance with the CLRTAP philosophy, are to
include effect-oriented analyses of airborne pollution
fluxes. First an introductory summary of the major
objectives of the ecosystem research in the Bornhöved
Lake district is given, in which a beech forest stand
belongs to the ICP network since 1995 and is part of
LTER since 2006, then atmospheric deposition and ele-
ment fluxes in the beech soil are analysed and finally
typical seasonal variations of flux-related complex
ecosystem parameters are illustrated.

18.2 Ecosystem Research
in the Bornhöved Lake District

The concept of the interdisciplinary and transdis-
ciplinary Bornhöved ecosystem research programme
reflects the basic ideas of UNESCO’s Man and the
Biosphere (MAB) Programme as a follow-up action
of the International Biological Programme (IBP).
In accordance with the MAB project areas and in

realization of the focal IBP proposition to study land-
scapes as ecosystems, which had remained unfulfilled,
however, the general aim of the Bornhöved Project was
to study ecosystem structure and evolution in a highly
complex landscape of the North German Plain which,
in the light of geostatistical analyses and regionaliza-
tion procedures (Fränzle, 2000), is representative of the
whole set of the structurally and functionally interre-
lated terrestrial and aquatic ecotope complexes along
the margins of the Weichselian glaciation.

As a consequence of the complicated natural his-
tory and the human impact since the Early Neolithic,
the ecosystems of the study area have faced long-
term and short-term changes of their energy, water and
nutrient cycles. Accordingly, the general aims of the
transdisciplinary Bornhöved enquiries, which started
in 1988 and covered a primary observation period of
12 years, were the analysis and modelling of ecosys-
tem structures, dynamics and stability conditions and
the assessment of environmental strains and related
resilience mechanisms. Among the specific objectives
of the research scheme, defined in correspondence with
the distinctive structural features of the study area, the
following have been of particular importance: First the
determination and modelling of biotic, energetic and
material exchange processes between terrestrial and
aquatic ecosystems of different land use or fishery pat-
terns with focus on the role of lentic ecotones, then
modelling of agrarian and pasture ecosystems in the
light of national and international production and mar-
keting regulations and finally the development of novel
instruments for landscape planning and agricultural
management (Fränzle, Kappen, Blume, & Dierssen,
2008).

18.2.1 Selected Element Fluxes
in the Beech Ecosystem

18.2.1.1 The Beech Reference System
and Its Ecological Setting

The climate of the Bornhöved Lake district is humid
mesothermal with a prevalence of moist maritime
air masses and frequent cyclonic storms, particularly
during the winter months. The soils originated from
glacigenic, fluvioglacial, limnetic and organic deposits
and form complicated spatial arrays of terrestrial,
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Table 18.1 Site conditions of the beech reference system

Latitude 54◦06′ 01′′ N
Longitude 10◦14′ 33′′ E
Elevation ≤50 m
Vegetation type Galio odorati–Fagetum typicum
Stand history Afforestation of agricultural land in

1897
Mean height 34 m
Basal area 22 m2 ha−1

Bedrock Meltwater sands covered by boulder clay
Soil type Arenic Umbrisol
Humus type Mould with raw humus characteristics
Precipitationa 720 mm
Mean temperature

(1968–1998)
8.1◦C

aMeasured on the neighbouring field as a substitute of the
above-canopy precipitation

semiterrestrial and subhydric soils. Among the terres-
trial soils, Dystric and Stagnic Luvisols, Umbrisols and
Stagnosols predominate under forest, Eutric Luvisols
and Arenosols under tillage (Soil classification after
World Reference Base for Soil Resources (2006)).
The corresponding vegetation comprises communities
of the Alnetea glutinosae and the Querco-Fagetea.
Among the latter, the association Galio-Fagetum is of
prime importance; its herb layer is often dominated
by Milium effusum. Table 18.1 illustrates in greater
detail the site conditions of this beech forest, where
continuous deposition and flux measurements as a
basis of the present contribution have been carried out
since 1989.

A detailed insight into the soil conditions of the
beech stand is provided by Table 18.2.

18.2.1.2 Atmospheric Deposition, Canopy
Throughfall and Stemflow of Beech
Stands

The comparative assessment of the deposition chem-
istry at both the country and the ecosystem scales,
underlying the Bornhöved ecosystem studies, allows
to reliably distinguish between local terrestrial sources
of solute components from farther-distant marine ones.
Thus, in comparison with the other federal states of
Germany, Schleswig-Holstein is characterized by dis-
tinctly higher deposition rates of the airborne marine
components, sodium, magnesium and chloride, while
both the nitrate and sulphate rates are average. Owing
to intensive emissions from agriculture, ammonium
deposition is considerably increased, i.e. exceeding the
federal average. Also, potassium and calcium deposi-
tion prove largely determined by local sources. With
regard to increased ammonium and proportionately
elevated sulphate concentrations, which are linked by
gas-phase reactions (Fränzle, 1993), the seasonal pat-
tern of agricultural activities with highly variable emis-
sions from point and non-point sources is important.
Wet deposition accounts for more than 85% of the
inputs of sodium, copper, magnesium, chloride, ammo-
nium, sulphate and nitrate into the ecosystems of the
Bornhöved Lake district, while about 50% of the potas-
sium and calcium inputs are due to dry deposition.

At the ecosystem scale, deposition rates were
assessed by means of bulk samplers distributed in com-
pliance with geostatistical requirements in order to
obtain valid high-resolution areal data. Bulk samplers,
however, can only provide estimates of the wet

Table 18.2 Physical and chemical characteristics of the Arenic Umbrisol under beech forest

Texture Exchangeable element pools

Depth
Corg
cm

Clay
g kg−1 Silt Sand

pH
CaCl2

CEC
BaCl2

Al
meq kg−1 Fe Mg Ca K

B.S.1

%

L −3.5 377 – – – 2.9 634 396 8.4 18 203 9.1 38
O 0 400 – – – 2.8 617 344 8 11 250 4.5 44
– −3.5 472 – – – – – – – – – – –
Ah 7 340 70 150 780 3.0 980 819 14 24 114 9 16
RAp 38 90 90 180 730 4.0 480 336 8 8 127 1 30
Bw1 68 40 30 130 840 4.4 350 178 4 2 160 6 49
Bw2 91 40 20 170 810 4.5 240 121 4 2 106 7 50
RBg 112 <10 30 40 930 4.5 270 172 4 2 91 1 36
Bw3 125 <10 50 30 920 4.4 340 209 1 7 118 5 39
BdtC 148 <10 30 10 960 4.6 380 185 3 9 178 5 51
BwC 190 <10 30 10 960 4.4 290 180 1 4 102 3 38
1Base saturation
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deposition and (an unknown part of) the dry deposition
of gases and particles. Thus, apart from free acids, bulk
deposition measurements yield only minimum values
of the total deposition and, in combination with wet-
only samplers, of the dry deposition, which assumes
a particular importance in the framework of calibrat-
ing elemental flux models. Therefore, complementary
estimates of total deposition were made on the basis
of the Ulrich (1983) and van der Maas, Van Breemen,
& Van Langenvelde (1991) approaches in combination
with resistance models for dry deposition estimates
(Wesely, 1989; Erisman, 1992). Figures 18.1 and 18.2
summarize the estimates of total nitrogen and sul-
phur deposition at the beech stand and, for comparison
purposes, at the neighbouring agroecosystems.

Altogether, the figure shows that the long-term aver-
age deposition to the beech soil amounts to 1,911 mol

N ha−1year−1 or 27 kg N ha−1 year−1 with a mini-
mum of 1,524 mol N ha−1 year−1 (21.3 kg N ha−1

year−1) in 1995 and a maximum of 2,385 mol N ha−1

year−1 (33 kg N ha−1 year−1) in 1989. Including
dry deposition, a maximum deposition rate of about
40 kg N ha−1 year−1 would be attained. Ammonia,
preponderant among the NHx species, is a result of
increased emissions from decomposing animal manure
which has been produced not only by cows and other
ruminants grazing outdoors, but also by the increased
number of cattle, pigs and poultry in highly inten-
sive husbandry. Thus, integrating over the whole of the
year, manured and fertilized plots of the Bornhöved
Lake district are sources of ammonia emissions, while
natural ecosystems in the area, such as the beech stands
exhibit sink character (Branding, 1996). Dry deposi-
tion of ammonia to the canopy points to the importance

Fluxes of NO3N and NH4N species

Throughfall Open field deposition

1989

30

25

20

15

K
g

 h
a–1

 y
ea

r–1

5

10

0
1990 1991 1992 1993 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 20051994

Fig. 18.1 Throughfall and
open field deposition of
NO3N and NH4N species to
the beech Umbrisol during the
1989–2005 period
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Fig. 18.2 Throughfall and
open field deposition of SO4S
species to the beech Umbrisol
during the 1989–2005 period
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of regional or local sources; it seems to have been, in
particular, low in 1995.

In comparison to Fig. 18.1, Fig. 18.2 shows on the
basis of throughfall and stemflow analyses that the bulk
deposition of sulphur species decreased distinctly dur-
ing the whole observation period owing to legislative
acts and technical innovations, while a concomitant
reduction of canopy interaction processes proved less
pronounced.

Comparing the atmospheric transport of sulphur
species with those of the above nitrogen compounds,
the faster conversion of NOx to nitric acid and nitrate
than the comparable conversion of SO2 to sulphuric
acid and sulphates and the higher deposition velocity
of nitric acid involves that NOx species contribute more
to the acidification of rain nearby the source areas than
at large distances. Weekly estimates of sulphur deposi-
tion exhibit strong seasonal flux dynamics with a pro-
nounced winter maximum due to higher SO2 emission
rates as a consequence of elevated energy consump-
tion on the one hand and much intensified sulphate
transport from the North Sea by storms on the other.

18.2.1.3 Fluxes of Nitrogen and Sulphur
Species in Soil

Soil is one of the major regulatory components of
terrestrial ecosystem and therefore changes in soil-
solution chemistry and the resultant element fluxes
in seepage water reflect the complex influence of

deposition, stand characteristics, climate and soil prop-
erties. The following description of element fluxes
through the Arenic Umbrisol of the beech ecosys-
tem, whose lower boundary is pragmatically equated
with the maximum effective root zone, is based on the
comparative analysis of solute concentrations and the
corresponding seepage estimates modelled by means
of the WASMOD (Reiche, 1991), VAMOS (Bornhöft,
1993) and CoupModel (Jansson & Karlberg, 2004)
approaches. Soil solutes were obtained by continuous
direct vacuum extraction in consecutive biweekly peri-
ods from litter (0 cm) and from 5, 12, 50, 150 and
400 cm depths.

Under beech the dominant nitrogen compound
percolating into the soil is nitrate. The resultant
concentrations in the litter attain maximum values
in summer due to temperature-controlled nitrification
processes of the organic matter and of coincident sea-
sonally elevated ammonium inputs. In the deeper soil
horizons both the concentrations and seasonal differ-
ences decrease rapidly, attaining the minimum below
150 cm with only very small intermonthly oscilla-
tions. Considering the low ammonium concentrations
in the soil solutes of the Arenic Umbrisol (with the
exception of the litter value), this decrease is indica-
tive of intensive uptake and oxidation processes; the
resultant NH4

+ flow rates are consequently practically
negligible. Figure 18.3 illustrates the considerable sea-
sonal and interannual fluctuations of nitrogen input by
throughfall and the corresponding nitrate output rates
at 150 cm depth.
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In comparison with the above depth function of
nitrogen compound concentrations and the related flux
dynamics, there is no clear seasonality of sulphate con-
centrations for any of the horizons of the forest soil,
which seems to be due to the depth-related different
influence of sulphate deposition, canopy interaction,
throughfall, soil transport, uptake and adsorption–
desorption processes (Bloem, Hopkins, & Benedetti,
2006). During the 1989–2003 period, the whole soil
sulphur pool comprised 55% organic S (range: Ah
89%, Bw 21%), 26% adsorbed S (Ah 4%, AB 48%)
and 19% in solution (Ah 7%, Bw 42%) (Mansfeldt,

1994); during the 1989–1999 period the average SO4S-
concentration of the soil solute has varied between
4 and 12 mg l−1 (Fränzle & Schimming, 2008).
Figure 18.4 illustrates the relationships between pre-
cipitation and the sulphate input and output rates at the
reference soil depth of 150 cm.

The diagram discloses a great deal of broad adjust-
ment between rather high input and output rates until
1995; from 1996 to 2002. In Fig. 18.5 pH conditions,
aluminium and nitrate ionic activities are summarized
with the volumetric water content of the upper soil of
50 cm.
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The correlation of pH values and nitrate activity
illustrates the importance of nitrate in soil acidification.
Furthermore, it shows that the occurrence of the toxic
aluminium species Al(OH)2

+ (Marschner, 1995) is to
be expected under the normally prevalent pH condi-
tions, while the comparatively high concentrations of
the most toxic species Al3+ in 1997 and 2005 appear
related to the marked increase in acidity with pH values
around four.

The juxtaposition of the nutrient supply from both
atmospheric deposition and the potentially available
element pool in the upper 70 cm of soil (N: 8,000;
Ca: 2,300; K: 270 and Mg: 70 kg ha−1) with the long-
term element storage in the standing wood mass (N:
531; Ca: 280; K: 163; Mg: 56 kg ha−1) is indicative of
differential recycling and uptake mechanisms resulting
in stoichiometric imbalances (Sterner & Elser, 2002)
which can be interpreted as stability criteria of ecosys-
tems (Fränzle & Schimming, 2008). These findings are
also in agreement with Aber, Nadelhoffer, Steudler,
and Melillo (1989) hypothesis that forest ecosystems

respond to long-term elevated nitrogen inputs by an
enhancement of internal N cycling processes, i.e.
increased N fluxes by litterfall, higher microbial miner-
alization rates and a priming effect on nitrification (cf.
also Dilly, Eschenbach, Kutsch, Kappen, & Munch,
2008; Irmler, Dilly, Schrautzer, & Dierssen, 2008).
Furthermore, the present results confirm Prescott,
Hope, and Blevins (2003) assumption that such effects
can only be reliably assessed in the framework of
longer-term studies, i.e. enquiries of (at least) 3–7
years duration.

18.2.2 Multivariate Characterization
of Level II Stands

Long-term analyses of energetic and material flux
rates in the soil–vegetation complex and the resultant
element balances or the stoichiometric relationships
between the different components of a plant and the

Fig. 18.6 Seasonal variations
of selected ecosystem
parameters of the Bornhöved
beech stands. G Rad global
radiation [Jcm−2], in Ninorg =
total input of inorganic
nitrogen species in DOC =
input of dissolved organic
carbon compounds, in SO4S
= input of SO4S, out NO3N
= output of NO3N, out DOC
= output of dissolved organic
carbon compounds, out SO4S
= output of SO4S [all values
in kg ha−1 season−1], Prec =
precipitation [mm season−1],
T/Et = average transpiration-
evapotranspiration ratio,
Temp = average temperature
[◦C]. All values are
normalized, 100% being the
long-term average of the
respective parameter and the
reference period 1989–2005
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chemistry of related soil solutes pave the way for a
dynamic understanding of plant associations in accor-
dance with the level II philosophy. The example of the
Bornhöved studies shows, however, that data of the
above type are commendably integrated into a more
comprehensive characterization of ecosystem structure
and dynamics by means of multivariate indicator sets,
which is of particular importance in the framework
of complex modelling approaches (Tavares, Hörmann,
& Fohrer, 2007). In Fig. 18.6 the variables described
above and some other physiologically relevant param-
eters are combined in the form of spoke-wheel or
‘amoebae’ diagrams in order to illustrate the state
of the Bornhöved beech stands during the different
seasons of the year.

Global radiation and air temperature, representing
exergy capture, exhibit the normal seasonal pattern
with maxima in spring and summer and minima in
autumn and winter. The variability of these parameters
in spring is a reflection of the typical macroclimatic
situation of northern Germany. Precipitation has the
normal summer maximum, while the biotic water flow,
indicated by the T/Et ratio, attains its maximum in
spring, when the biotic activity is optimum. The inputs
of nitrogen and carbon compounds are mainly under
the control of internal sequestration and release pro-
cesses, e.g. leaching during autumnal leaf senescence,
while sulphate input is highest in winter due to heat-
ing and increased seaborne import by storms from the
North Sea. In contrast to the input situation, the output
rates of carbon, nitrogen and sulphur compounds are
strongly correlated with leaching processes and canopy
interaction of the vegetation on the one hand and seep-
age chemistry on the other. The explicit definition of
these relationships will be one of the focal tasks of
process modelling approaches on the basis of the com-
bined long-term data sets of both ecosystem research
and level II monitoring programmes. Thus, they will
serve to bring about a more detailed understanding
of complex system state variables and functions like
exergy capture, entropy production, storage capacity,
loss reduction, hydrological and metabolic efficien-
cies, structural heterogeneity and biodiversity, which
in combination yield a multidimensional characteriza-
tion of terrestrial and aquatic ecosystems (Barkmann,
Baumann, Meyer, Müller, & Windhorst, 2001; Müller,
2004, 2005; Müller, Schrautzer, Reiche, & Rinker,
2006, Jørgensen et al., 2007; Fränzle et al., 2008).

18.3 Conclusions

At Kiel University long-term transdisciplinary ecosys-
tem research started in 1988 with the implementa-
tion of the Ecosystem Research Programme in the
Bornhöved Lake district, which led to the founda-
tion of the Ecology Centre that has also been in
charge of the level II programme investigations. Thus,
an almost 20-year, high-resolution time-series of per-
tinent meteorological, hydrological, biological and
pedological data on the energy and material fluxes
of the Bornhöved beech stands are available for both
monitoring purposes and as a basis for ecosystem
theory building.

Atmospheric deposition and element behaviour in
the soil solution exhibit distinct trends and periodic-
ities in biogeochemical transfer processes in relation
to the water use of the ecosystems. Since terrestrial
ecosystems depend on photosynthesis and autocataly-
sis, exergy capture and both negentropy production and
export are expressions of site-specific thermodynamic
boundary conditions. Their formulation in terms of
complex ecophysiological or functional indicators (or
orientors) permits to describe ecosystem state and
development in relation to steady state or equilib-
rium situations. In the present context and also in
consideration of practicability requirements, efficiency
measures such as the transpiration/evapotranspiration
ratio, element fluxes or budgets and the stoichiomet-
ric definition of elemental imbalances have proved to
be commendable indicators. But their inherent high
seasonal and interannual variability also points to the
fact that the appropriate assessment of such indicators
with a satisfactory degree of reliability and validity
necessarily involves long-term measurements, or else
premature, if not spurious, allegations and generaliza-
tions are inevitable.
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Chapter 19

A Conceptual Framework for Integrated Functional
Landscape Monitoring in the Wider Countryside
of Central Europe

Ralf-Uwe Syrbe, Wilfried Hierold, Olaf Bastian, and Matthias Röder

Abstract Landscape monitoring is highly topical as
we are faced again and again with challenges in the
balance of nature and its utilisation. Knowing of this
importance for the European Landscape Convention
calls to support the landscape analyses for which suit-
able methods of international scale have to be devel-
oped. Landscape-related monitoring means, according
to the authors, a trans-scale spatially nested and com-
plex monitoring and evaluation of landscape change.
Suitable methods were developed for the purpose and
presented. The framework introduced has been tested
successfully in three federal states of Germany since
1999 and may now be defined as being mature for
application. As drawn up there are hypotheses, func-
tions, indicators, and data to adapt to the spatial
conception and the given conditions. The implementa-
tion of the various natural science and social science
programmes which would require a high degree of
compatibility for reason of their integrative properties
represents a problem. They have to be implemented
for entire project periods lasting for decades and
implemented in continuous monitoring, the methodical
consistency has to be assured, and a professional inter-
pretation even of heterogeneous data and a reasonable,
model-based forecast of the change of landscape have
to be given.
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19.1 Introduction

Landscape changes are considered as qualitative land-
scape alterations concerning the balance of matter and
energy, use of natural resources and landscape aesthet-
ics (Bastian & Steinhardt, 2002). According to Neef
(1983), the term landscape describes a concrete part
of the earth’s surface shaped by uniform structure and
same process pattern. Consequently, landscape may
include, e.g., the countryside, urban areas, mountain-
ous and wetland areas. In this context, we set the focus
on the countryside of Central Europe. Landscape is
treated as system, as holistic concept comprising the
interrelations between biotic and abiotic components,
as well as the human impact upon them (Röder &
Syrbe, 2000). Thus, landscape changes affect the func-
tions of landscapes (cf. Section 19.4.2). An integrated
approach would have advantages over methods based
on single indicators, such as land cover, stock of land-
scape elements and biotopes, and biodiversity (Syrbe,
Bastian, Röder, & Haase, 2002).

Landscape change is a complex process, encom-
passing ecological, socio-economic as well as cultural
aspects. Natural landscape changes can take a very
long time (hundreds and millions of years), proceed
very slowly, and include a range of factors such as
climatic fluctuations, origin and erosion of mountains,
coastal and river dynamics. But there are also short-
term events with duration of seconds through to years
and which are often manifested as natural catastrophes,
e.g. floods, hurricanes, droughts, earthquakes, volcanic
eruptions, rock-slides, and avalanches. Landscapes,
due to their unspoiled nature and physical complexity,
were and are subject to steady change with regard to
both space and time (Petit & Lambin, 2002). Change
is often linked to burden and risk. Generally, landscape
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change can have both positive and negative effects. The
loss of landscape functions is considered negative. The
required sustainable land use calls for maintaining the
range of functions in the landscape. However, there are
also processes with undesired consequences. Degraded
landscapes then develop, the functionality of which are
considerably reduced compared to earlier conditions.

By all means, an alert observation is required (cf.
Section 19.3). The term ‘landscape monitoring’ is
defined as the regular long-term surveillance of a land-
scape. The monitoring of landscape changes has to be
pragmatically aligned to man-made as well as natu-
ral changes because the causes are often too complex.
Furthermore, at least the net consequences are relevant
for society.

There are many specific reasons for monitoring.
the identification of current changes and the forecast
of further development, recognising the causes for
undesirable developments, deriving suitable measures,
controlling actions, and appraising success of envi-
ronment policies and much more. The environment
policy decision for more sustainability is to be sup-
ported by objective statements and quantitative data
(Lütz, Bastian, & Weber, 2006).

Know-how gained about the change and about pos-
sible results is also suitable to sensitise the public
and to counter possible undesirable developments.
However, there are not only the current or expected
ecological problems for the future that require well-
aimed monitoring of the landscape. This task has,
in the meantime, become politically pegged in many
a way. Monitoring to fulfil landscape planning is
ensured by an ever-increasing number of regula-
tions. Provisions regarding environment monitoring
and the respective reporting obligations are found,
among others, in national and state environmental
laws and planning directives such as in the European
Union.

• Water Framework Directive (RL 2000/60/EG, Art.
9, 15),

• Habitats Directive (RL 92/42/EWG, Art. 17),
• Directive on the assessment of the effects on cer-

tain plans and programmes on the environment
the so-called Strategic Environmental Assessment
directive (SEA) (RL 2001/42/EG),

• Eco Management and Audit Scheme (761/2001
EG).

19.2 Historical Landscape Change

Increasingly, landscape changes are essentially influ-
enced by the development of human society and its
means of production. In a detailed survey for Central
Europe, Bernhardt and Jäger (1985) and Bastian and
Bernhardt (1993) distinguished four major stages of
landscape development (see also Vos & Meekes, 1999;
Bastian & Steinhardt, 2002).

Humans used nature for many 100,000s of years as
a bran tub for hunting, harvesting, and cutting wood.
The agricultural acquisition and use (c. 5,000–6,000
years) began with the crop cultivation and livestock
rearing activities carried out by Neolithic peoples.
Ploughs were applied while cereal cultivation spread
widely.

Integrated development (c. 1,000 years) made wide
use of all the other potentials and resources. Natural
forests were increasingly disturbed and exploited for
a range of resources, leading to forest management
around the turn from the 18th to the 19th century. This
utilisation increased the availability of habitats. So
Central Europe reached its greatest biological diversity
ever around the mid-19th century.

The industrial revolution (just over 150 years) led
to marked agglomeration in the settlement structure
and created areas for the large-scale exploitation of
resources. About 10% of the earth’s surface became
completely transformed, or was sealed by residential
construction, industrial development, transport routes,
and mining. Agricultural land became more homoge-
neous because of fertilisation and land improvement.

The scientific and technological revolution (for the
last 50 years) has drawn intensively on nearly all
resources and potentials inherent in natural landscapes.
Large machinery systems, chemicals, and automa-
tion have been used. Now all landscapes are exposed
to human material and energy throughputs with an
increase in diffuse deposition of a variety of pollutants.
Over the long period of human-induced landscape
change, there are some characteristic fundamental
trends.

1. In the last few thousand years, landscape changes
in Central Europe have been brought about
almost exclusively by material and technological
advances, and social developments.



19 A Conceptual Framework for Integrated Functional Landscape Monitoring 265

2. Each principal stage in the process has been ini-
tiated and accompanied by a radical innovation in
means of production.

3. The periods of time occupied by each of the main
stages in Central Europe have become succes-
sively shorter (5,000–6,000 years, c. 1,000 years,
c. 150 years, 50 years).

4. The acceleration in the pace of human interven-
tion let doubtful for natural processes to stabilise
landscape.

5. Human intervention and innovation, in the course
of history, has diversified and spread to almost all
elements of the landscape.

6. At first, environmental degradation was only local
and limited. It spread to larger regions and has now
reached global dimensions.

7. Changes in quality in the form of conspicuous
landscape transformations are normally preceded
by ‘creeping’ and invisible quantitative changes.

8. The intensity of land use and the ecological
effect are continuously rising, with technogenic
elements and largely homogenised farming areas.

9. There has been a rapid increase in the propor-
tion of landscapes which have suffered from irre-
versible change.

10. Different landscapes with different assets react
differently to the same type of human activity as

reflected in various degrees of buffering and stress
capacity.

This experience shows that land utilisation has to
be planned for long-term viability with a view to
consequences and risks. Status- and process-related
monitoring is required for a sound management. Since
the risks for the ecosystem integrity are increasing, the
monitoring of landscapes is becoming an even more
urgent task. It may not only be aligned to certain ele-
ments or partial systems of landscape, but must refer to
its complexity. Besides, the interactions of landscape
balance should be considered.

19.3 Examples of Landscape
Monitoring

To date, many specific monitoring programmes have
been developed by various institutions. Examples of
important long-term international programmes are the
Blue Plan (Antipolis, 1995), ROSELT/OSS (2005),
AMAP (2005), and UNEP-WCMC (2005). Though
these programmes are rather comprehensive, they
are always focused on specific questions, such as

Table 19.1 Selected monitoring programmes in comparison

Programme Affiliation Covering Scale Analysis Results

OEUB (Luthardt et al., 1999) Federal state
(BR, D)

Biosphere
reserves

Multiple System
theoretical

Integrated
assessed

SALMA (cf. this chapter) Federal state
(SN, D)

Area-wide Multiple System
theoretical

Integrated
assessed

ZALF (cf. this chapter) 2 Federal states
(BR + MV, D)

Area-wide Multiple System
theoretical

Integrated
assessed

Niagara Escapement Plan
(http.//www.escarpment.org)

Federal State
(Ontario, CA)

Biosphere
reserve

Multiple Combined Integrative

ROSELT/OSS. Réseau
d’Observatoires de Surveillance
Ecologique à Long Terme /
Observatoire du Sahara et du
Sahel

International
network based
on UN
convention

25 observatories
in 11 countries

One scale +
extrapolations

Thematic
selective

Assessed

Arctic Monitoring and Assessment
Programme (AMAP)

8 Arctic littoral
states

10 key areas Multiple Thematic
selective

Integrated

Swedish Environmental
Monitoring Program (NILS)

National
(Sweden)

600 sample plots 5 × 5 km per plot Thematic
selective

Combined
sectoral

Biological Monitoring of the
Countryside Management
Scheme

Northern Ireland 352 sample plots Multiple Thematic
selective

Integrated
assessed

Trilateral Monitoring and
Assessment Program (TMAP)

NL, Germany,
Denmark

Wadden Sea Multiple System
theoretical

Integrated
assessed
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biodiversity and water protection. However, few ini-
tiatives are multifunctional – one exception is the
British Countryside Survey (Haines-Young et al.,
2000; Howard, Petit, & Bunce, 2000; McAdam,
Flexen, & O’Mahony, 2008). Other initiatives are
focused on specific land use systems (ADAS, 1997;
Dramstad et al., 2002), nature reserves (Luthardt,
Vahrson, & Dreger, 1999; Bastian, 2000), or special
landscape types, e.g. the Wadden Sea (TMAP, 1997).

Table 19.1 gives some information about exam-
ples of landscape monitoring programmes with their
administrative affiliations without intending to insinu-
ate that they are complete. The following details are
depicted in brief:

• What is the affiliation of the observers?
• Is the spatial strategy area-wide or selective?
• Do they use one special scale or multiple scales?
• How the analysis is theoretically based?
• Are the results integrative and are they described or

assessed?

Our landscape monitoring framework has three
main goals: early recognition and quantification of
emerging landscape changes, assessment of their
consequences, and predictions of future alterations.
Additional benefits are

• differentiation between (for human society) critical
and unproblematic landscape changes,

• data supply for modelling and for the assessment of
landscape functions,

• problem-oriented analyses of landscape change,
and

• continuous adjustment of recommendations for
effective landscape management (Syrbe, Bastian,
Röder, & James, 2007).

19.4 Developing an Integrated
Functional Landscape Monitoring
Framework

19.4.1 Research Background

This chapter has to reveal possibilities by which envi-
ronment monitoring can be set up inter-disciplinarily
and effectively. The authors introduce well-proven
methods enabling possibilities to save resources and
avoiding unnecessary piles of obsolete data.

The Leibniz-Centre for Agricultural Landscape
Research (ZALF) and the Saxon Academy of Sciences
(SAW) developed similar approaches for an inte-
grated functional landscape monitoring framework as
contribution to the German Long-Term Ecological
Research (LTER-D) programme, which started in 2005
(http://www.lter-d.de). This framework is focused on
the ‘normal’ landscape, i.e. it is not limited to pro-
tected areas or special landscape types. Our approach is
also a response to the European Landscape Convention
(CMCE, 2000), which requires standardisation of
landscape-related investigations; therefore, the devel-
opment of suitable and comparable monitoring meth-
ods is necessary. At present, the authors are not aware
of another comparable holistic monitoring programme.

The monitoring framework is to be constructed
from environmental problems that are formulated as
hypotheses or assumptions (Section 19.4.2.1). To ver-
ify these hypotheses and assumptions, relatively sim-
ple indicators or the more complex landscape functions
are selected (Section 19.4.2.2). The data set to be anal-
ysed (Section 19.4.3.1) depends on the assessment
methods applied. The choice of adequate areas and
representative test sites is essential for optimised mon-
itoring programmes (Section 19.4.3.2). The results are
interpreted to verify hypotheses, to construct metadata
(Section 19.4.3.3), and to propose measures supporting
a sustainable landscape development.

Once designed, the implementation of monitoring
scheme starts from the basic data level and has to be
executed in reverse order as depicted in Fig. 19.1.

The implementation starts with data collection (only
once) to provide ‘basic data’ that can be used again and
again. The monitoring procedure, which is repeated
regularly, consists of the following steps (Bastian,
Syrbe, & Röder, 2001):

– Collection of comparable monitoring data on land-
scape characteristics,

– Interpolation and partial integration of raw data
through the derivation of quantitative indicators
with fixed time and space references,

– Integration through the assessment of landscape
functions, modelling, and interpretation,

– Validation of hypotheses on anticipated landscape
changes, and

– Construction and updating of a metadata base to
ensure full information about existing data, progress
in work, and results.
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1. First run: basic sampling

(I) (II) (III) (IV)

(V) 

2. Second run: following sampling

3. Third and following like second run 

basis data
(stable parameters)

monitoring data
(variable parameters)

derivation of
indicators

(interpolation,
balancing)

assessment
of landscape 
functions
(modeling
interpreation)

analysis of test
area (once)

+
validation of
hypotheses

construction of meta-database

monitoring data updating
change detection

interpolation
indicators

landscape
functions

validation of
hypotheses

update of meta-database

updating of
hypotheses

Fig. 19.1 Landscape
monitoring – implementation
(Syrbe et al., 2007; with kind
permission of Elsevier)

The three characteristic features of this monitoring
framework are briefly described as follows:

1. We understand landscape as a complex or an entity.
Therefore, apart from common problems of data
sampling, a main challenge facing this monitoring
methodology is the integration of data to complex
statements. For a versatile interpretation of moni-
toring results the clear documentation of the data is
necessary as well as their purposeful aggregation,
also in relation to social and political questions.
As a key concept for the solution of the integra-
tion problem, we propose the assessment of land-
scape functions (cf. Section 19.4.2.1, Bastian &
Schreiber, 1999; Bastian & Röder, 2002; Bastian
& Steinhardt, 2002). The special methodical set of
tools involved already triggers data collection (cf.
Section 19.4.3.1).

2. The approach is problem-oriented. The selection
of indicators (cf. Section 19.4.2.1) is referring to
a set of hypotheses about current and anticipated
landscape changes. By identifying modifications of
landscape functions with regard to time, threats
critical for the human society can be revealed.

3. The selection of test areas takes landscape classi-
fication into consideration. The character of basic
reference units can influence the detection of
landscape changes. Otherwise, essential landscape

changes could fall into the limits of the spatial
accuracy and remain undetected.

The identification and localisation of test areas,
measuring stations and sampling sites requires consid-
eration of spatial and scale factors to ensure that they
are representative of the whole area. The identification
of a reference landscape as a typical window of the area
of interest is the first step of the landscape monitoring
approach. The use of landscape classification systems
and/or site types is essential. The choice of methods for
landscape analysis and landscape assessments depends
on scale (Syrbe, Röder, & Bastian, 2001). Furthermore
the scale and size of test areas must be reconciled to
financial resources.

19.4.2 Conceptual Considerations

19.4.2.1 Hypotheses

The presented landscape monitoring framework is
focused on problems interrelated with landscape
change and sustainable use. A hierarchical set of
assumptions (hypotheses) meets this demand. The
choice of all test areas and all measurements should
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be driven by this set. Hypotheses are derived from ten-
dencies in landscape change observed already while
emerging from scenarios and prognoses. Questions
and assumptions about current trends in landscape
development are identified. Monitoring tasks arise
from practical decisions relevant to landscape eco-
logical problems. They take into account undesired
effects, ambiguous and critical development trends,
and uncertainties regarding future problems. The suc-
cess of landscape management, the impacts of human
interventions, and the effects of environmental changes
can be examined in this way. The assumptions are
linked with the goals fixed in landscape plans in order
to scrutinise, whether the plans contain appropriate
strategies for foresight and prevention of impacts as
well as for compensation.

Hypotheses describe possible future landscape
changes, which can either support or counter these
goals. The following examples show hypotheses, for-
mulated exactly with respect to spatial validity. The
hypotheses are differently tailored to the various scales
(global, national, regional, local) or fitted to certain
areas.

The following example relates to global level:

1. The global extinction of species is particularly
caused by the loss of their habitats. The network
of Natura-2000 areas (resp. Emerald Network) is
suitable to conserve biodiversity (esp. endangered
habitats and species).

Example hypothesis for the level of national states
(Germany) are

2. International management plans for river catchment
areas in connection with the technical progress in
wastewater treatment lead to a distinct improvement
of quality of the water courses.

3. The reduction of daily encroachment by sealed sur-
faces in Germany will be reduced to less than 30 ha
by 2020 (Bundesregierung, 2002). Particularly
measures in floodplains and areas with high
runoff properties can minimise the increasing flood
risk.

The hypotheses relate to landscape indicators and
landscape functions.

19.4.2.2 Data Analysis and Interpretation
up to Evaluation

In order to verify and to evaluate assumptions as
listed above, we propose the assessment of landscape
functions. Landscape functions are describing the per-
formance of a landscape in the broadest sense. After
de Groot (1992) landscape functions reflect the ‘capac-
ity of natural processes and components to provide
goods and services that satisfy human needs (directly
and/or indirectly)’. According to Haase (1978), the
assessment of social functions of a landscape is a
pre-condition of relating the actual landscape state to
economic categories and processes. By the investiga-
tion of changes in landscape functions, fundamental
landscape changes relevant to human society can be
identified, even much better than comparing only sin-
gle symptoms, such as land cover changes, loss of
landscape elements, biotopes, and decrease in biodi-
versity. For most landscape functions (soil functions,
habitat function, recreation function, etc.) a range of
assessment methods at different scale levels was pub-
lished in several textbooks (e.g. Marks, Müller, Leser,
& Klink, 1992; Knospe, 1998; Bastian & Schreiber,
1999; Bastian & Steinhardt, 2002), see Table 19.2.

Monitoring indicators represent the medium stage
of data integration. They abstract from raw data,
they integrate different data, and they are related
to geographical units. Also, indicators can be the
output of an ecological model. They indicate a
change in a landscape quantitatively and are value-
free. Indicators can identify development trends
and time balances. If new monitoring projects are
designed, consideration should be given to incorpo-
rating indicators already used in national and inter-
national observation programmes, e.g. Environmental
Aspects of Sustainable Development (DPCSD, 1999),
EEA Environmental Indicators (EEA, 1999), OECD
Environmental Indicators (OECD, 2001), or European
Biodiversity and Indicator Framework (ECNC, 2002).

The degree of surface sealing is an example for a
key indicator of landscape change. It has a decisive
influence on the landscape water balance, the local
climate, the recreation value and not least, on the habi-
tat value. Therefore, the German Federal Government
would like to reduce the current daily growth of sealed
surfaces from over 100 ha to 30 ha by 2020. Recently,
we have 120 ha/day and the hardly reachable objec-
tive of our government is 30 ha/day (the so-called
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Table 19.2 Selected landscape functions and their determination as integration process for landscape
monitoring

Item Procedure by Data and indicators used

Soil functions – –
Resistance to water erosion USLE (Wischmeier & Smith,

1978)
Slope, land use, field core area, soil

substrate
Resistance to wind erosion RWEQ (Fryrear et al., 1998) Soil roughness, soil substrate,

vegetation cover, barriers silhouette,
slope

Nitrate retention ability AG Bodenkunde (1994) Soil moisture cap., soil water balance
Physico-chemical filtering

capacity
Syrbe (1994) Soil substrate, humus content,

groundwater table
Hydrological functions – –
Morphological stream quality LAWA (2000) Stream bed quality, stream edge

quality, floodplain land use
Stream water quality LAWA (2000) Contents of nitrate, phosphate,

oxygen/water biocoenosis
Water retention capacity Zepp in Marks et al. (1992),

Röder and Adolph (2006)
Soil texture, soil water balance, slope,

geological structure, land use
(sealing)

Habitat functions – –
Naturalness of vegetation Schlüter (1987) Land use, biotope types
Landscape habitat value Bastian (1997) Actual vegetation (plant communities,

indicator species)
Production functions – –
Biotic yield potential Klink and Glawion in Marks

et al. (1992)
Soil type and texture, slope,

temperature, erosion resistance

30-ha-goal). The sealing can be well estimated taking
the land cover data. Corresponding to the differenti-
ated hypotheses and evaluation processes, the indicator
concept for every test area and every scale is to be
compiled separately.

An increasing number of models are being devel-
oped and implemented to simulate future develop-
ments and thus to be able to adapt strategies already
before changes take place. Models do not come up
with forecasts, but scenario-based estimates. Thereby
the ecological long-term monitoring is essential to
develop such models and finally for their valida-
tion (Wegehenkel & Kersebaum, 2005; Wieland, Voß,
Holtmann, Mirschel, & Ajibefun, 2006).

19.4.3 Methodical Steps

19.4.3.1 Data Collection

We define all information on the condition and the
change of landscape and its elements as landscape data.
These are collected directly from the terrain, are mea-
sured or analysed personally, are drawn from external

sources or are derived by interpretation. The data con-
cept is to be developed, differentiated by scale and
analysed area. It is sensible to distinguish between
basis data (more constant time attributes as evaluation
background) and the variable values (condition prop-
erties). The latter are the actual target of long-term
monitoring.

Basis data are, as a rule, only provided once.
However, often considerable work has to be carried out
in this respect, e.g. when no information or sources of
varying suitability are available. Often the information
is not available on a digital medium, or a resolution of
adequate scale is missing. In some cases the necessary
parameters first have to be derived.

When monitoring the landscape change we differen-
tiate between basic programmes and special surveys.
This is sensible when various specialists work in
the same landscape area. The basic programmes sup-
ply data at representative locations (Section 19.4.3.2)
which provide evaluation principles in the context
of different questions. As an example we take the
survey on management and cultivated plants in agricul-
tural field cultures (inventory data, yield, etc.), which
can, for instance, be interpreted with regard to ero-
sion protection, floral diseases, habitat suitability, or
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economically for product profitability calculations.
The basic programmes also provide a set of very well
identified measuring locations. Every specialist is
requested to check whether his own survey target – e.g.
characteristics of soil biology (Joschko et al., 2006),
grassland vegetation (Kaiser et al., 2005), or habi-
tat distribution (Glemnitz & Wurbs, 2003) – can be
sufficiently serviced. Often the specialists add further
measuring locations which then also have to undergo
basic inventory taking.

Depending on scale, level, and size of area various
data sources are considered.

• For greater areas and large scales’ primarily statis-
tics, typified and aggregated geo-data, e.g. from
satellite records, from sovereign measuring net-
works, databases, or environment information sys-
tems.

• Only for smaller areas and correspondingly smaller
scales, the results of own field measurements and
questionnaires are used apart from the derived val-
ues and (high-resolution) remote sensing data.

Which modifications of data prove real landscape
changes, whereas many modifications result from
another sensor, a new acquisition method, or the cor-
rection of former faults? Geodetic discrepancy, differ-
ent scales, the enlargement or shift of roads, the growth
of treetops, variable water levels, seasonal variations,
and different interpretation, respectively, classification
modes can cause a semblance of changes (Bastian &
Röder, 1996; Neubert & Walz, 2000). Wegehenkel,
Heinrich, Uhlemann, Dunger, and Matschullat (2006)
discuss the importance of various sources on the cur-
rent land coverage in landscape water balance mod-
elling and thus confirm the above-mentioned methodi-
cal experiences.

Particularly for purposes of monitoring, nature pro-
tection, and landscape planning a comparability of
different time cuts is essential (Bastian, 1999; Lausch,
2000; Syrbe, 2002). An update must consider the task
of change detection already from the outset, like the
CORINE project (Keil, Mohaupt-Jahr, Kiefl, & Strunz,
2002; Hölzl, 2003) and other primary remote sensing
approaches (Werner, 2002) do it. But if new sources
or new methods should be used, a proper method
of data integration is needed, preserving the present
information.

Table 19.3 Status codes indicating the cause and status of land
use changes (Syrbe & Schulze, 2006)

Status code
Reason and action (concerning an individual
polygon)

0 No landscape change
1 Change the geometry but not the attribute

(remain part after secession)
2 Change the attribute but not the geometry
3 Change both geometry and attribute

(separated part)
4 Insert new island polygons
5 Revision by field survey necessary
6 New data creation (without data up to now)
7 Correct an improper derivation from original

source
8 Revision fault old data
9 Correct an improper geometry of old data

In order to design such integration, we recom-
mend updating, for instance, geo-data with minimal
alteration by help of an appropriate rule set. The orig-
inal geometry should remain completely. Only new
borders and attributes are added. One of the new
attributes indicates the cause of each individual change
(Table 19.3).

It should be possible to collect much monitoring
data without having to revert to complex technical
measuring processes. These include vegetation maps,
fauna line taxation, trap and other random sample
processes and the recording of relief, water and land
use characteristics. To achieve this, standardised col-
lection and recording provisions would be required.
These are drawn up as compilation sheets or com-
puter input masks and have to ensure that no important
characteristic is left out locally. Parameters must be
collected in a comparable manner. A good example
for standardisation is the German soil-mapping manual
(Ad-hoc-AG Boden, 2005). In cases of doubt reference
material (reserve samples, photos, and other records)
have to be available for clarification purposes.

For example, elements of the historical cultural
landscape (memorial stones, barns, narrow passes,
hedges, erosion ducts, and the similar) can be best
mapped directly at their location. The essential record-
ing criteria are the origin of the historic cultural
landscape elements, their degree of conservation, their
current utilisation and their importance for nature con-
servation and as landscape scenery. With a checklist,
individual elements can be evaluated rationally and
comparably (Syrbe & Palitzsch, 2002).
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19.4.3.2 Choice of Reference Landscapes,
Test Areas, and Sites

At this point the spatial concepts of the authors are
introduced as two examples. Both approaches are sim-
ilar. They go beyond the scales and are thus nested
spatially (nested sampling). They are aligned at known
and typified spatial structures. The one approach is
more strongly oriented at the land use units (field
structures); as a rule only aggregated data of the farm-
ers per field or even per farm are available for the
entire area. In the other study the measurement loca-
tions are derived directly from the natural structure
of the landscape. These result in surveys oriented at
representative locations. In the first example the types
of surfaces provide the information. But there too,
measurements take place as random point surveys in
the context of local heterogeneity and thus point and
areal results are generated. Other known statistical sur-
face approaches of spatial random samples are not
provided here. A good know-how of the geographic
sample and the structures allows for stratified area and
random point selection according to the authors.

In the first example, an integrative project of the
agricultural landscape research in NE Germany, the
steps of the choice of test areas, reference plots, and the
selection of the measurement location are presented in
brief. It is a cross scale and media project (Glemnitz &
Wurbs, 2003; Wegehenkel et al., 2006; Sommer, 2006;
Schindler, Steidl & Müller, 2007). It is developed
further with a continuation of the hypothesis of the
specialists. Basic programmes of monitoring remain
constant, however, when required are supplemented by
a further representative area types! The selection of
the areas and measuring locations is presented in the
example of the basic programme acre. According to
the overall approach considering material balances the
monitoring area is a sub-catchment of the River Ucker,
flowing into the Baltic Sea. This landscape window of
about 200 km2 is typical in its geo-ecological charac-
ter, dominated by ground moraines. Agricultural land
use has dominated for over 750 years. Today about 50
farms work there, each mostly bigger than 1,000 ha. In
this scale the sampling of management data is organ-
ised, on the example of 12 farms. The farmers told
all agrarian information of each field every year. The
rest of the whole area is subject to remote sensing by
satellite data (Wegehenkel et al., 2006).

The target of the basic programme acre is to mon-
itor the development of plant population of the most
important crops over years under the influence of site,
weather, and management. Finally 23 fields of aver-
age size (20–50 ha) are selected in various farms. The
scientific criteria were soil and morpho-graphic char-
acteristics (soil types, water conditions, and parent
material). Others such as field size, the willingness of
the farmer to co-operate or the accessibility were filters
set later on. To be able to compare the fields with each
other the information of the medium scale soil map
‘MMK’ (Schmidt, 1978; Schmidt & Diemann, 1981;
Adler, Behrens, & Richter, 1995) was projected onto
the field contours. Finally the identification and group-
ing of the fields according to relief and soil moisture
is done by the help of index calculation which, for
instance, took the surface ratio and intensity of water
logging in the soils into account. So it was possible
to sort the fields according to main characteristics. In
line with the inventory of the overall area they could be
selected according to area types.

Rare but interesting field types were included at
the expense of more frequent locations. The fields
observed in the monitoring area are thus placed in
characteristic relation to the whole area. The continued
monitoring of the floral population was drawn up in the
next smaller scale on 250 m2 lots of land, measured by
GPS. Three lots of land each per field are distributed in
such a manner that they reflect the internal field hetero-
geneity. Thereby the soil types, the substrate pattern,
and/or relief characteristics were taken into account. A
fourfold repletion of the inventory rating is affected in
the lots of land. These points also have to be exactly
located and reflect the variance in the soil at hetero-
geneous sites. Soil profile data were collected for the
first time by mapping. We are currently examining
whether the soil pattern can be identified better by
geo-electric, remote sensing, and relief analysis. We
hope to get better spatial interpolation of the mea-
suring and laboratory results. As already mentioned,
the basic programme acre, and also a grassland pro-
gramme supply own monitoring data; however, they
also provide basic information, e.g. for phyto-sanitary
surveys, plant sociological, or microeconomic projects
(Sattler, Kächele, & Verch, 2007). Despite being ready
for integrative research, the involved nature, agri-
culture, and social scientists also need other spatial
references.
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The second approach, developed by the Saxon
Academy of Sciences (SAW), is aligned at measure-
ments and surveys which are not directed at culti-
vation fields. Therefore sampling points have to be
determined. To be able to extrapolate the results to
larger surface areas later, their representative valid-
ity should be considered when selecting these points.
Instead of a random selection, the local conditions
are drawn on for the design of the spatial sampling
concept. The target is to capture the typical peculiar-
ity and variance of an area with the fewest possible
samples.

To explore the soil, for instance, the following rep-
resentative analysis strategy is proposed (on the basis
of spatial nature-type areas) which consists of the
following work steps:

1. Determination of sampling density (depending
on scale and hypotheses, e.g. ten samples/
hectares)

2. Distribution of possible sample numbers according
to frequency on existing soil types (maybe weighted
distribution)

3. Thereby selection of above-average occurring soil–
slope–utilisation combinations (‘SSU’, according
to cross tabling)

4. Localisation of the sampling point in the mid of
the largest polygon of every selected SSU type (to
optimise the hit rate). Thus various SSU types are
sampled for every type of soil. For statistic reasons,
however, multiple samples of the same type are con-
sidered. Therefore the respectively largest polygons
are selected.

The points thus evaluated are read into a GPS and
with the latter found in the field. Should these positions
prove to be non-accessible at site, replacement points
are to be provided for alternative analyses, or points are
to be re-measured at site.

19.4.3.3 Metadata

Metadata include information on the collected data
and results. They should provide an overview of the
data situation and selection situation and of the contact
partners and of the availability. A suitable metadata
concept is the prerequisite for successful collaboration,
particularly for monitoring projects with cross-subject

questions in the scope of larger associations. Metadata
provide information on

• Goal and constraints of data collection
• Receipt, status, and degree of processing
• Reference to space and validity period
• Precision and statistic parameters
• Classification, interpretation rules
• Technical parameters (File format, software

version)
• Availability and field of responsibility for all

data, interim and final results of a monitoring
project.

Nevertheless, the input to create the metadata
must be minimal to ensure that the required updat-
ing is possible. A large amount also prevents users
from accepting metadata. Often metadata are cre-
ated in the form of XML files. The best known
is the library information concerning inventory of
literature for which the so-called Dublin Core
Set (http.//www.dublincore.org/documents/dces/) was
agreed upon as minimal database and for which there
are a number of user interfaces (OPACS). To be able
to store adequate information on spatial and ecologi-
cal databases these description elements are partially
extended by additional meta elements. Thereby, unfor-
tunately, the above-named minimalist principle is often
violated.

A two-step metadata construction has proven to
be a suitable alternative to the dilemma described
above:

1. The thematic arrangement of data according to the
individual working steps. By insertion of hyper-
links, this working programme becomes a metadata
bank. The hyperlinks show to what extent the work-
ing steps have been realised, and it opens the way
to the (digital) results at least in intranet.

2. Documentation and putting together the ‘technical
information’ in a tabular form according the
Dublin-Core-Set (http.//www.bsz-bw.de/diglib/
medserv/konvent/metadat/dcsyntax.html). This
limited extent of information is sufficient for the
documentation and the understanding of data
(Table 19.4). This form is also common worldwide.
Thus, comparability is guaranteed.
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Table 19.4 Technical metadata according the Dublin Core Set

Element Meaning Example

DC.Title Title of the data set Soil map ‘Kleine Spree’
DC.Creator Main author (original data) Syrbe
DC.Subject Topic, due day Soil profile point data 2000
DC.Description Description (table columns,

measurement units, etc.)
Profile, GPS, soil type, soil layer, depth, substratum,

humus, munsell, admixture, macro-structure,
moisture, groundwater, utilisation, relief, weather,
observer, date

DC.Publisher Published where No
DC.Contributor Co-authors + contact phone

No.
Syrbe +49-351-81416805, Röder, Bauer

DC.Date Date of last modification 10.05.2000
DC.Type Type of document Table
DC.Format Data format Excel workbook
DC.Identifier Key Spreebod
DC.Source Data origin Own elaboration
DC.Language Coding GER
DC.Relation Hyperlink \\Server\Benutzer\Monitoring\UGBiores\

KleineSpree\Boden\SPREEBOD.XLS
DC.Coverage Spatial coverage reference 5456903, 5467751, 5680994, 5691866
DC.Rights Copyright SAW

19.5 Monitoring Results
and Experiences

Investigations are carried out in several scales. Due to
this fact, some results concern to national or regional
level, and other findings refer only to a special test
area. The latter are much more precise, but they are
representative of a special ecosystem type within a
given area at most. Hence, monitoring results are com-
prehensive and manifold cf. Syrbe, Bastian, & Röder
(2003). In all cases, they are ascribed to special moni-
toring purposes (for instance, success control of plans)
or hypotheses (as explained in Section 19.4.2.1).

In this context, only some examples can be given
related either to the whole covering area or to special
nature regions.

19.5.1 Change Detection on the Data
Level

Related to whole federal states, for instance, the grow-
ing of settlement and sealed area, the maintenance
of nature-protected areas, of biotopes and species as
well as climatic and hydrological characteristics are
observed regularly.

The red lists of endangered species and habitats
are an excellent example for hierarchically structured
monitoring programmes. Hypothesis 1 assumes that
the global extinction of species and the loss of habitats
can be halted by the international and national conser-
vation area system. The inventories of the species are
made at regional level by authorities, institutions, and
environment organisations. Results are red lists issued
in periodical cycles of administrations, for instance,
by the federal states in Germany. At the next dimen-
sion level there is the aggregation of all available
data at state level. Thus, according to the ‘Red List
of the endangered biotope types in Germany’ 2006,
72.5% of all biotope types are identified as endangered
(Riecken, Finck, Raths, Schröder, & Ssymank, 2006).
The share of completely extinct habitats was 13.8%.
Numerous species depend on these habitats and this
fact is reflected in the Red Lists. The loss of habi-
tats corresponds directly with the land use diversity
and thus achieves economic and political dimensions.
The agreement concluded at the Conference of Rio
de Janeiro 1992 regarding the conservation of bio-
diversity also offers a global basis from species mon-
itoring. These activities are, as is known, co-ordinated
by IUCN (http.//www.iucnredlist.org) and by a large
number of individuals and collaborating organisations.

The data provide proof that the number of endan-
gered species is on the increase. The international
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network of protected areas was also of little effect
in this respect. According to the authors, increasing
efforts have to be made to conserve the species beyond
the borders of the reservation (also in Flade, Plachter,
Schmidt, & Werner, 2006).

The reasons for extinction of species and for declin-
ing of biodiversity could be found by means of detailed
investigations of small sample areas. Some of these
findings are surprising like the significant decrease
of edge structures in connection with severer control
of land grants by the European Union (EC European
Commission, 2005). The consequence is a loss of
marginal habitats particularly for reptiles and insects.

Considerable landscape changes are caused recently
by urbanisation and sealing. Within the German federal
state Saxony, for instance, the settled area has grown
from 9.9% in 1992 up to 11.2% in 2000. Unfortunately,
the sealed ratio increased due to the motorisation and
subsequent upgrading of roads and spaces. The moni-
toring ought to clarify if at least the most damageable
areas are omitted. While nature protection efforts led
to success in the main part, particularly valleys, flood-
plains, and mountainous areas near the capital Dresden
are affected. The sealing tendency within the valleys
exceeds the average at 2.5%. Flood originating areas
uphill the capital are sealed up to 150% of comparable
landscapes outside.

Small-scale studies should cover catchments or
floodplains because it is easy to compile balances of
matter, energy, and water pollutants there. Such small
areas also enable to scrutinise the land use intensity in
more detail. One of these test sites is the Kleine Röder
catchment which is characteristic for intensive used
agricultural countryside at the edge of agglomeration
areas. Within only 27 years, we found 9% changes of
soil properties. But only one-third is caused by devel-
opment. The largest change concerns changes in soil
moisture. Due to the construction of a new highway
and some commercial areas as well as the deteriora-
tion of drainage systems, the drain conditions changed

Table 19.5 Changes of soil conditions due to land
use intensity in the Kleine Röder catchment

Change Area ratio (%)

Waterlogging 3.67
Erosion (truncated profiles) 2.63
Development 2.07
Accumulation/aggradation 0.45

Table 19.6 Compliance of the landscape plan of Moritzburg in
2004

Planned measure 1997
Compliance
2004

Maintain of biotopes In essence
Renaturation of existing waters None
Founding new ponds and sparse orchards In less quantity
Maintain and emergence of edge biotopes None
Enhencement of nature reserve Yes

considerably and almost 4% fell wet. Table 19.5 shows
the changes found in detail.

Another type of analysis deals with the realisation of
definite planning objectives. Table 19.6 gives an exam-
ple about the compliance of a landscape plan which is
typical for such an implementation.

19.5.2 Complex Interpretations

The raw data of long-term and comprehensive monitor-
ing programmes tend to piling up. Therefore, a sound
cutback in terms of information grafting is recom-
mended. Monitoring results are eminently meaningful
if they are purposefully integrated. Since complex
interpretations demand comprehensive well-matched
data, they are predominantly used for smaller test
areas, but also countrywide statements are available.

Hypothesis 2 postulates an increasing improvement
of water quality as a result of technical innovation
and political parameters. Contrary to the trend in
numerous developing countries, Europe has been able
to record an improvement of flowing water qual-
ity. With the European water framework directives
(RL 2000/60/EG), a common instrument was created
which bundles the monitoring activities in this respect.
Physical, chemical, and biological parameters are the
indicators. Quality monitoring that has been carried
out over decades in some member states forms the
basis for the evaluation of the actual state and the
possibilities of the future development. Taking the
example Saxony, the positive trend can be seen par-
ticularly clearly (Table 19.7) in the new federal states
of Germany after 1990.

Mostly, the nutrient load of land is calculated by
means of balances taking into account the application
of fertilisers, harvest, turnovers as well as other in-
and outputs. But the information must be taken by the
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Table 19.7 Share of the quality grades seen in the waters net-
work of Saxony (source: LfUG, 2003). I – not polluted, II –
moderately polluted, III – severely polluted, IV – excessively
polluted

Year Share of the quality grades in %

– I I–II II II–III III III–IV IV

1994 1.2 4.1 26.4 38.8 21.0 6.2 2.2
1997 1.7 5.2 38.8 40.3 9.8 1.4 2.8
2000 2.2 8.1 60.9 23.8 4.4 0.5 0.1
2003 2.6 9.3 61.8 23.9 1.8 0.4 0.2

farmers interested in both achieving maximum yields
and formal compliance of good agricultural practise.
Only a systematic monitoring can clarify the accu-
racy of information. The investigations of several test
sites resulted in a considerable difference between the
nutrient balances and measured values in the receiv-
ing streams. For instance, a mathematical lowering of
nitrogen load within the Dorbichtgraben catchment is
accompanied by a constant high nitrate pollution of
the creek (about twice the threshold) whereas adjacent
catchments show a sufficient correlation.

The above mentioned Moritzburg monitoring site
reveals a general lowering of high valuable biotopes
and increasing low-value biotope types on about 4%
within 7 years. The land use diversity (Shannon diver-
sity) decreased in all investigated areas.

19.6 Methodical Experiences
and Conclusions

Some measurements and observances must be done
continuous (climate) or in close succession (water
quality). But the most investigations should be done
at a distance of several years. Depending on the rate of
landscape change, suitable time intervals are between
5 and 7 years. At the border of Dresden, for instance,
the repetition of land use and structure investigations
revealed almost 100% changes due to the construction
of a new highway and some developing areas. Another
comparable study in the biosphere reserve showed only
marginal changes within 7 years. But that interval
should not be exceeded to prevent the lost of compara-
bility due to new sampling methods, instruments, and
landscape structures. In any case, the sample locations
must be marked both by precise (GPS) coordinates and
in terrain.

A common problem is the renewal of metadata. If
the scheme of Section 19.4.3.3 is applied, the task
could be shared. The technical metadata must be
designed by the data deliverer, some software cre-
ates such metadata automatically (like ArcGis), which
has just to complete. But the level I metadata have
always to be maintained by the coordinator who gains
an overview about the success of the programme as
a whole. He makes a task schedule for all partici-
pants every year and supervises its realisation. Omitted
investigations due to disease or technical problems are
able to catch up within finite time.
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Chapter 20

Temporal Changes and Spatial Determinants of Plant
Species Diversity and Genetic Variation

Cornelia Baessler, Stefan Klotz, and Walter Durka

Abstract Intensification of agricultural land use dur-
ing the last century, combined with an increasing level
of agrochemicals, has resulted in a decline of both
habitat diversity and quality and to simplification and
homogenization of Central Europe landscapes. For
three agricultural landscapes in Central Germany we
investigated (1) the influence of historical and cur-
rent land-use and landscape structure on plant species
diversity patterns in semi-natural habitats as well as on
arable fields and (2) the extent to which genetic vari-
ation within populations (He) of the common forest
herb Geum urbanum is related to population proper-
ties and to present landscape structure. Historical and
present floristic field data were analysed in relation to
land-use and landscape structure characteristics of the
same periods (1950s, 1970s and 2000/2002). Changes
in plant species richness and composition during the
past 50 years varied among landscapes according to
their land-use history and environmental characteris-
tics, but were mostly in favour of ruderal species.
Plant species richness for semi-natural habitats was
negatively affected by increases in mean patch size
of meadows and by increases in phosphorus applica-
tion. Moreover, the application of mineral fertilizer,
especially phosphorus, led to many habitat specialists
being replaced by generalist species. Species rich-
ness of ‘arable weeds’ was significantly affected at
both landscape and regional level by the proportion
of semi-natural habitats, habitat diversity and habi-
tat isolation due to landscape homogenization. More
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intensive land use, and particularly increased nitrogen
application, was associated with decreased richness of
‘arable weeds’.

The landscape genetic approach was extended to
the same three landscapes and thus landscape-specific
patterns could be disentangled from general relation-
ships consistent across landscapes. Genetic variation
of 70 populations was determined at eight microsatel-
lite loci. Landscape structure was assessed in circular
areas around populations and related to genetic vari-
ation within populations (He) by linear mixed-effects
models. He was affected in an inverse manner by
the size of Geum populations, by average patch size,
by land-use diversity, by the area of woody habitat
and by the area of roads. The study underlines the
importance of habitat area and isolation as factors
affecting genetic diversity, with both factors varying in
a landscape-specific way.

These results suggest that regional and historical
processes, as well as local environmental factors, influ-
ence local plant community and population structure.
Therefore, long-term studies are of high importance to
understand ecological processes. We conclude that for
conserving biodiversity in agricultural landscapes it is
as important to protect existing, historically developed
habitat diversity as the protection of habitat quality.

Keywords Agricultural landscapes · Landscape struc-
ture · Land-use change · Land-use intensity ·
Biodiversity trends · Vegetation mosaic · Landscape
genetics
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20.1 Introduction

The biodiversity of agricultural landscapes is strongly
influenced by agricultural policies and manage-
ment and production techniques (Luoto, Rekolainen,
Aakkula, & Pykälä, 2003). In Europe, agriculture
has been the primary land use for hundreds of
years and played an important role in shaping land-
scapes. Traditional farming systems produced a small-
scale patchwork of different semi-natural habitats and
enhanced species diversity in agricultural landscapes
(Piorr, 2003). These landscapes were rich in biodi-
versity in both semi-natural habitats and agriculturally
used areas. Land-use changes, however, are predicted
to have the largest global impact on species diversity in
terrestrial ecosystems (Sala et al., 2000). Urbanization,
but mainly intensification of agricultural land use dur-
ing the second half of the 20th century supported by
agricultural policy and advances in agricultural tech-
nology and management, combined with an increas-
ing level of inputs of agrochemicals (fertilizers, pes-
ticides and herbicides) reduced both diversity and
habitat quality of existing agricultural landscapes all
over Europe (Robinson & Sutherland, 2002). In East
Germany, loss and degradation of semi-natural habitats
have been especially marked since the 1960s when pri-
vate farmlands were pooled to create large state farm-
ing units as a result of agricultural policy of the former
German Democratic Republic. The structure and scale
of the landscapes have changed significantly because
of the trend to separate arable and livestock production
systems (Baessler & Klotz, 2006). Since 1990, when
all agricultural policy was adapted to meet E.U. norms
and regulations there have been further changes in
land use.

The application of previously limiting resources that
influence ecosystem functioning (nutrients like nitro-
gen, phosphorus and water) and the application of
pesticides and the conversion of natural ecosystems to
agriculture cause several changes in agro-ecosystems
(Tilman et al., 2001). Increased land-use intensity,
in particular higher nutrient input, initiated species
turnover and contributed to declines of species richness
(Honnay, Hermy, & Coppin, 1999; Hilli, Kuitunen, &
Suhonen, 2007), population size and genetic diversity
of surviving populations in both managed areas and
adjacent semi-natural habitats (Moilanen & Hanski,
1998; Endels, Jacquemyn, Brys, Hermy, & De Blust,

2002). As nitrogen and phosphorus released through
fertilizers and animal waste enter surface and ground-
water, these leakages from agricultural systems cause
major environmental problems and changes (Stoate
et al., 2001; Warren, Lawson, & Belcher, 2008). A
large-scale increase in the nutrient input into more
stable ecosystems causes eutrophication of different
ecological systems and leads to an imbalanced trophic
structure (Carpenter et al., 1998; Khan & Ansari,
2005). Hence, human impact on the environment has
resulted not only in decline of species diversity, but
also changes in the relative abundance of species in
terrestrial and aquatic ecosystems, and thus to changes
in ecosystem functioning (Chapin et al., 1997; Tilman,
Reich, & Knops, 2006).

Landscapes changed significantly, both in structure
and in spatial scale, as arable and livestock production
systems became increasingly separated (Ihse, 1995;
Hietala-Koivu, 2002). Linear elements were removed
to enlarge fields and improve efficiency, leading to
reduction and isolation of areas with high biodiver-
sity, increasing uniformity of the spatial arrangement
of habitat patches, and therefore to large-scale simplifi-
cation and homogenization of agricultural landscapes.
Habitat loss and fragmentation as well as habitat dete-
rioration are the main causes of decline in biodiver-
sity, connected with community simplification and loss
of ecosystem services (Tilman et al., 2001; Green,
Cornell, Scharlemann, & Balmford, 2005). Habitat
destruction, especially fragmentation and reduction in
habitat size, cause isolation, edge effects, invasion
of non-native species and decline in population size
(Luoto et al., 2003; Fahrig, 2003). Habitat fragmen-
tation additionally reduces within-patch species and
genetic diversity as a result of decreases in popula-
tion and community size and reduced immigration rate
(Frankham, Ballou, & Briscoe, 2002). In accordance
to the species–area relationship, small habitat patches
contain small communities and populations are there-
fore expected to lose species and genotypes via drift
(Young, Boyle, Brown, 1996; Wilson & Chiarucci,
2000). These effects of drift may be counteracted by
immigration, both at levels of the community and
the population, as immigration provides new species
or novel alleles. Drift and migration, therefore, influ-
ence species and genetic diversity in fairly similar and
straightforward ways (Vellend & Geber, 2005). The
processes of drift and migration determine the positive
correlations of diversity with the area or connectivity
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of localities (Rosenzweig, 1995; Frankham et al.,
2002). Additionally, these structural characteristics of
the landscape can create positive correlations between
species diversity and genetic diversity (Vellend, 2005).
The extinction probability for populations is expected
to decrease with increasing area, whereas immigra-
tion processes decrease with increasing isolation, both
with strong variation among species (Bruun, 2000).
The responses of plant species to the loss or dete-
rioration of habitat are mainly determined by func-
tional traits like reproduction, life history and dispersal
mechanisms (e.g. McIntyre, Lavorel, Landsberg, &
Forbes, 1999; Dupré & Ehrlén, 2002). Habitat spe-
cialists are often predicted to become extinct faster
than generalist species like ruderals. Therefore, func-
tional shifts within communities are expected as sets
of species with particular traits are replaced by other
sets with different traits (McCollin, Moore, & Sparks,
2000; Loreau et al., 2001). According to the particular
traits of plant species, populations and metapopula-
tions respond with shorter or longer time lag (Hanski,
1998; Hanski & Ovaskainen, 2003). Populations of
larger species with a long life cycle and slow intrinsic
dynamics may occur as remnant populations and com-
munities in modern agricultural landscapes (Eriksson,
2000; Helm, Hanski, & Pärtel, 2006). Hence, pro-
nounced decline in local and regional species richness
as consequences of habitat loss and fragmentation may
only become apparent after a substantial length of time,
and therefore resulting in an ‘extinction debt’ (Tilman,
May, Lehman, & Nowak, 1994). Recently it was
shown that species richness and community composi-
tion are even better explained by the isolation of habitat
fragments than by the fragment area (e.g. Petit et al.,
2004; Bailey, 2007). In accordance to the rescue effect
there is a higher probability for populations to persist in
small habitat patches if they are well connected (Brown
& Kodric-Brown, 1977; Piessens, Honnay, Nackaerts,
& Hermy, 2004). Furthermore, landscapes with high
historical connectivity are expected to be more resilient
to disturbance and to maintain higher species diver-
sity than more fragmented landscapes, as coloniza-
tion is influenced by habitat connectivity (Lindborg &
Eriksson, 2004; Lindborg, 2007). Past changes in envi-
ronmental conditions as well as species composition
may have large and often irreversible effects on the
structure and dynamics of present-day ecosystems (de
Blois, Domon, & Bouchard, 2001), thus in ecology,
historical events play a major role. Additionally,

remnant habitat patches may exist in non-equilibrium
states due to a complex history of anthropogenic dis-
turbance systems (Fischer & Stöcklin, 1997; Cousins
& Eriksson, 2001). In dynamic landscapes, therefore,
patterns of plant species occurrence in fragmented and
isolated habitat patches are affected by both historical
and present landscape configurations.

Landscape ecology previously mainly concentrated
on spatial interactions across the landscape and the
influences of spatial patterns on biotic and abiotic
processes and has often been criticized for ignor-
ing temporal changes (Naveh & Lieberman, 1984;
Levin, 1992). Many studies focusing on fragmentation
effects on species diversity and composition mostly
reflect a short time frame, which cannot encompass
the many indirect feedbacks that occur in anthro-
pogenic disturbed landscapes (Debinski & Holt, 2000).
But it is the dramatic changes that occur on varying
timescales that are predominantly characterising agri-
cultural landscapes. Therefore, effects of both short-
and long-term processes are necessary to be detected.
Recently, however, greater emphasis is placed on
changes in functional aspects of remnant ecosystems in
fragmented agricultural landscapes (e.g. Gustavsson,
Lennartsson, & Emanuelsson, 2007; Liira et al.,
2008).

Spatial heterogeneity is the main predictor of bio-
diversity in agricultural landscapes (Wiens, Stenseth,
van Horne, & Ims, 1993). While several recent stud-
ies relate spatial heterogeneity and land-use intensity
to species diversity of different taxonomic groups (e.g.
Schweiger et al., 2005; Billeter et al., 2008), investiga-
tions including comparisons in space and time are rare.
Additionally, recent studies have shown an effect of
historical land-use management and landscape struc-
ture on present species diversity patterns (e.g. Honnay,
Jacquemyn, Bossuyt, & Hermy, 2005; Johansson et al.,
2008). Most of these studies have been performed
on a local scale and focused on species diversity of
one habitat type. Other recent studies on larger scales
did not relate species diversity patterns to historical
landscape characteristics (e.g. Dormann et al., 2007;
Liira et al., 2008). Comparisons across space allow an
evaluation of biodiversity and its predictors in agricul-
tural landscapes on larger scales. However, to evaluate
natural succession or environmental changes caused
by anthropogenic or natural-induced effects compar-
isons over longer time periods are necessary (Duelli,
1997).
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Fig. 20.1 Location of the
three study sites: Wanzleben
(WAN), Friedeburg (FB) and
Greifenhagen (GH) as LTER
sites within the LTSER
platform Leipzig-Halle, in
Germany; LTER sites of the
German network, coloured
according to the dominating
habitat types

The complex interactions among historical, envi-
ronmental and structural processes are reflected by
the vegetation mosaic of a landscape (de Blois et al.,
2001). Assessing the relative contribution of each of
these variables and estimating relationships across
landscapes are crucial steps to understand vegetation
and landscape dynamics and to consider this knowl-
edge in the future. In this study, different aspects of
biodiversity were analysed to evaluate changes in
ecological functions, characteristics and interrelations
within agricultural landscapes. Changes in species
diversity were linked to agricultural management
and landscape structure. These relations were studied
separately at the regional, landscape and species level.
The relative importance of historical to recent land-
scape structure and environmental conditions on plant
species diversity and genetic variation was assessed
within three agricultural landscapes in Central
Germany across three time periods (1950s, 1970s and
2000/2002). The study sites Wanzleben, Friedeburg
and Greifenhagen (Fig. 20.1) were chosen according to
historical vegetation inventories. These sites are dom-
inated by agricultural land use and are representative
for East Germany and other parts of Central Europe
with respect to environmental conditions as well as

temporal landscape changes. Each site is a LTER site
within the LTSER platform Halle-Leipzig.

20.2 Effects of Changes in Land-Use
Intensity and Landscape Structure
on Plant Species Richness

20.2.1 Methods

20.2.1.1 Study Sites

The study sites are located in Saxony-Anhalt,
Germany, near the villages Wanzleben (hereafter
WAN; 11◦26′E, 52◦04′N), Friedeburg (FB; 10◦34′E,
45◦12′N) and Greifenhagen (GH; 11◦25′E, 51◦38′N)
(Fig. 6.1). Each study site has subcontinental climatic
conditions. The study sites were chosen according to
historical vegetation inventories (Schubert & Mahn,
1959; Mahn & Schubert, 1961, 1962; Kiesel, 1980;
Westhus, 1980) and cover areas of 9.6 km2 (WAN),
6.7 km2 (FB) and 7.9 km2 (GH). The landscapes are
representative of the region, being located within a
much larger agricultural area with similar landscape
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N

Fig. 20.2 Maps of study sites Wanzleben (WAN), Friedeburg, (FB) and Greifenhagen (GH) during three time periods

structure and land-use intensity. They are presently
characterized by a mosaic of arable cultivation, grass-
lands and deciduous or mixed forest (Fig. 20.2).

20.2.1.2 Landscape Structure and Spatial
Analyses

To calculate landscape and class metrics, landscape
structure of each study site and period was mapped
at 1-m resolution from aerial photographs (black
and white orthophotos) using ArcView GIS 3.2 and

ArcGIS 9.2 (ESRI). For the third period landscape
structures reported by the aerial photos were updated
supported by field validation in 2000/2002. Habitat
types were classified into eight categories based on
the landscape data in 2000: arable fields, meadows,
dry grasslands, woodlands, wetlands, water, built-
up areas and traffic networks. For each landscape a
set of non-redundant landscape metrics was calcu-
lated at 1-m resolution using FRAGSTATS version
3.3 (McGarigal, Cushman, Neel, & Ene, 2002). Mean
patch size (MPS), patch perimeter (PERIM), proxim-
ity index (PROX) and Euclidean nearest neighbour
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Table 20.1 Land-use intensity indicators taken from statisti-
cal yearbooks and from annual abstracts of statistics of the
former GDR (German Democratic Republic) and the states
of East Germany (Statistisches Bundesamt, 2000; Statistisches
Landesamt Sachsen-Anhalt, 2000; Staatliche Zentralverwaltung

für Statistik, 1957, 1960, 1980, 1987). As data of mineral fertil-
izer application were only available on the level of administrative
districts the same values had to be used for the study sites FB and
GH, because both are situated in the same district

Nitrogen (N, kg/ha) Phosphorus (P2O5, kg/ha) Potash (K2O, kg/ha) Lime (CaO, kg/ha) Livestock density (1/ha)

Period WAN FB/GH WAN FB/GH WAN FB/GH WAN FB/GH WAN FB GH

1957 34 35 27 31 85 76 84 57 0.56 0.65 0.7
1979 117 124 51 61 69 68 145 143 1.10 0.98 1.1
2000 174 178 28 32 81 72 184 126 0.45 0.26 0.2

(ENN) were calculated as indicators of landscape
fragmentation and isolation. Furthermore, landscape
composition was measured by the Shannon’s diver-
sity index (SHDI) and the share of arable fields as
well as semi-natural habitats on the total landscapes.
Additionally, all metrics excluding SHDI were calcu-
lated for each habitat type individually.

20.2.1.3 Land-Use Intensity

The average amount of mineral fertilizers applied and
livestock density were used as indicators of land-
use intensity on the landscape scale (Table 20.1).
Data for the three periods were taken for 1957,
1979 and 2000 from official statistical yearbooks
(Statistisches Bundesamt, 2000, 1993; Statistisches
Landesamt Sachsen-Anhalt, 2000, 2003; Staatliche
Zentralverwaltung für Statistik, 1960, 1980, 1987). As
data of mineral fertilizer application were only avail-
able at the level of administrative districts, the same
values had to be used for the study sites FB and GH,
both of which are situated in the same district. Data on
pesticide use were not available for all time periods.

20.2.1.4 Plant Species Diversity Assessment

Species richness pattern on arable fields and in
four semi-natural habitats – meadows, dry grass-
lands, woodlands and wetlands – were investigated
during the three periods (1950s, 1970s and 2000–
2003). Historical floristic composition was recon-
structed from vegetation relevés that covered all land-
use types (Schubert & Mahn, 1959; Mahn & Schubert,
1961, 1962; Kiesel, 1980; Westhus, 1980). The current
floristic composition was documented by relevés made
in 2000 (FB, 345 relevés), 2002 (GH, 183 relevés)
and 2003 (WAN, 156 relevés). The relevés (100 m2)
were located using random coordinates generated in

the GIS, but ensuring that each habitat type was rep-
resented by at least five relevés. All relevé plots on
arable fields were placed at least 20 m from the bor-
der of the arable fields. Nomenclature of plant species
followed Rothmaler (2002). The relevés of all floris-
tic inventories were edited with the program SORT
(Durka & Ackermann, 1993). To analyse changes in
species composition all species were classified into six
species groups based on their main habitat preference:
species of woody habitats (comprise woods and shrub-
beries), dry grasslands (semi-dry and dry grasslands
and dwarf-shrub heaths), meadows (meadows and pas-
tures), wetlands (marsh areas), ruderal habitats (basi-
cally settlement areas) and ‘arable weeds’ sensu stricto
(hereafter ‘arable weeds’). Classification of species
groups followed Haeupler (2002). Additionally biolog-
ical traits (life span, pollen vector) and distributional
characteristics (status) of each species were identi-
fied using the database BIOLFLOR (Klotz, Kühn, &
Durka, 2002) to analyse changes in the composition of
species traits during periods.

To consider the variation in sampling intensity of
vegetation data and to facilitate comparisons, mean
total numbers of plant species of 0.9 n relevés
(n = lowest number of relevés of the appropriate level
– period, study site and habitat type) were rarefied
from the original data sets using the program package
vegan in the free software R 2.6.0 (Venables, Smith,
& R Development Core Team, 2006). Differences
in species richness estimates in the three study sites
among periods were tested by a percentile test (Slivka,
1970) with a two-sided significance level of 0.05.
Finally, the share of species groups on the total species
richness on arable fields as well as in each semi-natural
habitat was estimated and differences among periods
(within study sites) were tested using the binomial
proportion test (Crawley, 2007).

Finally, all land-use indicators, landscape metrics
and species richness estimates included in the analyses
were log-transformed prior to statistical analyses.
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20.2.1.5 Statistical Analyses

Changes in the composition of species traits within
study sites among periods were tested by two-factorial
analysis of variance (ANOVA, Crawley, 2007; species
number∼species trait∗period), followed by a Tukey
HSD test.

Relationships between species richness estimates
and explanatory variables (landscape metrics and land-
use intensity parameters) at different periods were
tested using analysis of covariance (ANCOVA) with
the explanatory variables as continuous variables and
landscape (study site) as categorical variable. All two-
way interactions were entered in the models to spec-
ify different relationships among landscapes. Model
simplification was done by removing non-significant
interactions (p > 0.05), until lastly the minimal ade-
quate model with the highest explanatory power was
obtained (Crawley, 2007). Models were calculated in
each case, for total species richness in each habitat type
and for species richness of each species group within
each habitat type.

All tests were performed using the program package
R 2.6.0 (Venables et al., 2006).

20.2.2 Results

20.2.2.1 Species Richness and Species
Composition

Species richness of all semi-natural habitats and of
individual habitat types varied among study sites and
changed between time periods within sites (Fig. 20.3).
With a mean of 255 plant species, site FB had the

highest species richness of the three sites at all peri-
ods, followed by GH (203 species) and WAN (187
species). Total species richness decreased in WAN and
GH between period one and two, followed by a large
increase in period three, whereas in FB it showed a
slight but nonsignificant increase.

Species composition of semi-natural habitats with
respect to species groups differed between sites and
mirrored habitat composition. In WAN wetland and
ruderal species contributed most to the flora of semi-
natural habitats at all periods supplemented by wood-
land species in the third period, whereas in FB ruderal
species, dry grassland and woodland species con-
tributed most (Fig. 20.3). In contrast, in GH the flora
was composed predominantly of woodland species,
followed by meadow and ruderal species. In two of
the three sites (FB, GH), ‘arable weeds’ and rud-
eral species increased in almost all habitat types
(woodlands, dry grasslands and meadows; results not
shown).

The changes in the composition of biological
species traits (life span and pollen vector) within all
semi-natural habitats show different patterns across the
landscapes according to the landscape history, land-
scape structure and land-use intensity (Fig. 20.4a, b).
In FB and GH the number of annual and self-pollinated
species increased significantly from the first to the third
period. Perennial species contributed most to the flora
of semi-natural habitats in all landscapes and at all
periods, but decreased significantly in FB and GH from
the first to the second period. In contrast, in WAN
the number of perennial species increased during the
periods.

In all landscapes species composition of semi-
natural habitats is dominated by native species at
all periods (Fig. 20.4c). However, in FB there is a

sp
ec

ie
s 

ri
ch

n
es

s

0

50

100

150

200

250

300

ab   a    b

a    a    a

a    b    a

GHWAN FB

period
1     2     3

arable fields
wetlands
meadows
ruderal habitats
dry grasslands
woodlands

species with preference to:

Fig. 20.3 Estimates of total species richness of semi-natural
habitats for three sites in three time periods. Significant dif-
ferences of total species richness between periods within study
sites are indicated by different letters (results of percentile tests).

Colours indicate species specialist groups (dark green – wood-
lands, light green – dry grasslands, orange – ruderal, red –
meadows, blue – wetlands, yellow – arable)



286 C. Baessler et al.

annual bienn perennial

sp
ec

ie
s 

ri
ch

n
es

s

0

50

100

150

200

life span
annual bienn perennial

period 1 
period 2 
period 3 

annual bienn perennial

insects selfing wind

sp
ec

ie
s 

ri
ch

n
es

s

20

40

60

80

100

120

140

160

pollen vector
insects selfing wind insects selfing wind

archaeophytes natives neophytes

sp
ec

ie
s 

ri
ch

n
es

s

0
25
50
75

100
125
150
175
200
225

status
archaeophytes natives neophytes archaeophytes natives neophytes

WAN

WAN

WAN

FB

FB

FB

GH

GH

GH

a

a

b

a

c
b

a

b b

a

b

c

a

b

b

a a

b
a

c
b

a

b

c

a

b

c

a

b

b

a

b

b
a

c
b

a a

b

a a

b

a)

b)

c)

Fig. 20.4 Changes in the composition of plant species traits –
biological traits (a: life span, b: pollen vector) and distributional
characteristics (c: status). Significant differences within study

sites among periods (results of ANOVA and Tukey HSD) are
indicated by different letters

significant increase of archaeophytes and a decrease
of native species during periods. In WAN and GH the
pattern of changes in the number of archaeophytes,
natives and neophytes is similar to the changes in
species richness (Fig. 20.3).

Species richness on arable fields differed signifi-
cantly between study sites and between periods within
each study site. Overall, arable fields in FB sustained
higher species diversity, except in the first period, than
arable fields in WAN and GH (Fig. 20.5a). In WAN
(104 species) and GH (147 species) highest numbers
in plant species were recorded in period one, while in
FB highest species richness (157 species) was recorded
in the third period. There is a significant decrease of
species richness on arable fields in FB and GH between
period one and two, followed by a highly significant

increase in FB and a slight but not significant increase
in GH to period three. In WAN species richness did not
change from period one to two, whereas it decreased
by half in period three, and thus reached the small-
est total species number (53 species) across landscapes
and periods.

At the level of species specialist groups’ significant
changes were observed (Fig. 20.5b). ‘Arable weeds’
and ruderals accounted for the majority (60.5–90.9%)
of species in all study sites across periods. In FB, sig-
nificant changes in the share of ‘arable weeds’ and
ruderals were estimated between period one and three,
with a decrease of ‘arable weeds’ and an increase of
ruderals. The same trend in the share of ruderals was
recorded for WAN. However, within the weed flora
of agricultural fields the share of meadow species in
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WAN and of dry grassland species in GH decreased
significantly during periods.

The temporal changes in species richness of species
groups varied among landscapes. At the landscape
level, the mean numbers of ‘arable weeds’ were sig-
nificantly higher at period one (WAN: 39.1, FB: 49.6,
GH: 46.8 species) than in the following periods. The
number of ‘arable weeds’ decreased significantly in
WAN and in GH during studied periods, but remained
constant in FB from period two to period three.

20.2.2.2 Plant Species Richness vs. Landscape
Structure and Land-Use Intensity

ANCOVA models for species richness in the differ-
ent habitat types as affected by landscape structure and
land-use intensity showed that only few of the parame-
ters had significant effects (Fig. 20.6). Species richness
of semi-natural habitats was significantly related to
mean patch size of meadows and to phosphorus appli-
cation (Fig. 20.6a, c). Additionally, site-specific effects
were indicated for phosphorus application by signifi-
cant interaction terms with landscape (Fig. 20.6c).

Analysis of covariance for species richness esti-
mates of species specialist groups on arable fields
showed that only species richness of ‘arable weeds’
were significantly correlated with environmental vari-
ables. Species numbers of ‘arable weeds’ were sig-
nificantly positive related to habitat diversity (SHDI;
Fig. 20.6b). In contrast, species numbers of ‘arable
weeds’ were negatively related to the amount of nitro-
gen applied per hectare (Fig. 20.6d).

20.3 Landscape Genetics of a Common
Forest Herb

20.3.1 Methods

20.3.1.1 Study Sites

This study was carried out in the same three landscapes
like in the first case study (Fig. 20.1) with one differ-
ence as each study site covered 16 km2. Each study site
represents an agricultural landscape with a network of
potential habitats for Geum urbanum (Fig. 20.7).
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20.3.1.2 Study Species and Sampling Design

Wood Avens (G. urbanum L.) is a perennial herba-
ceous hexaploid (2n = 6x = 42) member of the
Rosaceae, native to the Eurasian temperate zone. The
species has a predominantly autogamous breeding sys-
tem due to autodeposition of pollen (Taylor, 1997). G.
urbanum occurs only in shaded habitats like deciduous
forests, scrubs and hedgerows.

All the present-day populations of G. urbanum
within the study areas were mapped and characterized
in terms of size and area. Between 21 and 25 popu-
lations per study site (21 in WAN, 25 in FB, 24 in
GH; Fig. 20.7) were randomly selected. Sampling of
leaves (one leaf from 16 individuals per population)
proceeded randomly within a circle of 10 m radius.

20.3.1.3 Genetic Analyses

In total, 1,105 individuals were sampled and genotyped
at eight microsatellite loci according to Arens, Durka,
Wernke-Lenting, and Smulders (2004). For each pop-
ulation we calculated mean expected heterozygosity
(He) corrected for sample size (Nei, 1987). He was a
convenient measure of genetic diversity for our pur-
poses since it is less sample-size dependent than alter-
natives such as the number of alleles (Soule & Yang,
1973; Nei, 1986). He was computed using the software
MSA (Dieringer & Schlötterer, 2003).

Tukey’s honestly significant difference test (HSD)
was used to test for differences of He among study sites
using R 2.6.0 (Venables et al., 2006).

20.3.1.4 Landscape Structure and Spatial
Analyses

To investigate the influence of landscape structure
upon the genetic diversity of plant populations, circu-
lar areas with a radius of 200 m (12.56 ha) around each
sampled population were defined. Landscape indices
were determined for each circle based on the landscape
elements of the habitat types and G. urbanum pop-
ulations using FRAGSTATS, version 3.3 (McGarigal
et al., 2002).

Within the circular areas, the following land-
scape indices were calculated representing, first, over-
all landscape structure and, second, the structure of

woody patches as potential habitat of G. urbanum:
number of land-use types (No. Land-use Types), num-
ber of patches (PATCHNUMBER), average patch
size (PATCHSIZE), percentage area of the four most
common land-use types (ARABLE, MEADOWS,
WOODY, ROADS). Isolation of woody habitats (ISOL
WOODY) was estimated by the Euclidian Nearest
Neighbour (ENN) and density of woody habitats
(DENS WOODY) was estimated by the PROXIMITY
function of FRAGSTATS. To characterize the pop-
ulation structure of G. urbanum within the circular
areas, the following parameters were used: population
size (GEUM pop. size), percentage area of popula-
tions (GEUM AREA), number of population patches
(No. GEUM pop.) and density of populations (DENS
GEUM, estimated by the PROXIMITY function of
FRAGSTATS). All landscape structure parameters and
spatial population characteristics included in the anal-
yses were log-transformed prior to statistical analyses.

20.3.1.5 Statistical Analyses

Linear mixed-effects models (Pinheiro & Bates, 2000)
were used to test for the influences of landscape struc-
ture parameters and spatial population characteristics
on genetic diversity of G. urbanum. One response
variable was used in the models: expected heterozy-
gosity (He). The mixed-effects models using maximum

Table 20.2 Results of best linear mixed-effects model for the
response variable genetic diversity (He) with landscape as ran-
dom factor. Fixed factors: no. land-use types – number of
land-use types; roads – percentage area of traffic networks;
patchsize – average patch size; woody – percentage area of
woody habitats; Geum pop. size – population size of Geum
urbanum

Fixed effects DF F-value p-value

(Intercept) 1 968.96 <0.0001
Woody 1 0.10 0.7518
Roads 1 13.74 0.0005
No. land-use types 1 4.53 0.0382
Geum pop. size 1 8.62 0.0050
Patchsize 1 7.61 0.0081
Woody × landscape 2 3.64 0.0335
Roads × landscape 2 2.50 0.0932
No. land-use types ×

landscape
2 1.70 0.1934

Geum pop. size ×
landscape

2 0.43 0.6524

Patchsize × landscape 2 8.91 0.0005
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likelihood were carried out using the routine ‘lme’ in
the library ‘nlme’ (Pinheiro & Bates, 2000; Crawley,
2007) within the program package R 2.6.0 (Venables
et al., 2006).

The explanatory variables of landscape struc-
ture and spatial population characteristics described
above were included in the mixed-effects models as
‘fixed factors’. The study sites (LANDSCAPE) were
included as a ‘random factor’.

20.3.2 Results

All microsatellite loci were polymorphic in almost
all sampled populations within the three study sites.

Expected heterozygosity (He) per population ranged
from 0.05 to 0.60 in WAN, from 0.13 to 0.66 in FB
and from 0.00 to 0.56 in GH. Mean values of He were
0.36, 0.38 and 0.34 in WAN, FB and GH, respectively,
and did not differ significantly (p > 0.2).

20.3.2.1 Genetic Diversity vs. Landscape
and Population Structure

Several fixed factors significantly explained the vari-
ance in genetic diversity within the G. urbanum
populations (Table 20.2, Fig. 20.8a–e). Genetic
diversity increased with Geum population size and
in populations surrounded by a higher number of
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different land-use types (Fig. 20.8c, d). In contrast,
genetic diversity decreased with increasing percentage
area of traffic networks (Fig. 20.8b). The interaction
terms of these fixed factors and the random factor
LANDSCAPE were not significant, suggesting that the
relationships were consistent across the three study
sites. However, study sites differed in the relation-
ship between genetic diversity and average patch size
and area of woody habitats (Table 20.2, Fig. 20.8a,
e). There was a positive relationship between genetic
diversity and the average patch size in FB, a nega-
tive relationship in WAN, and no relationship in GH.
Similarly, genetic diversity increased with woody area
in WAN but was less affected in FB and GH.

20.4 Discussion and Conclusions

20.4.1 Relationships Between Plant
Species Richness and Landscape
Structure and Land-Use Intensity

Recent studies of biodiversity in agricultural land-
scapes on the European scale have shown positive
relationships between species numbers and area of
semi-natural habitats (Dormann et al., 2007; Billeter
et al., 2008; Liira et al., 2008). The share of semi-
natural habitats and the number of semi-natural
habitats within landscapes were the most important
parameters influencing the current species richness of
herbs. However, the (nonsignificant) increase in the
percentage proportion of arable fields connected with
loss of semi-natural habitats and decline of habitat
diversity within the analysed landscapes did not have
any significant effect on species richness and average
species numbers of semi-natural habitats.

As observed by other authors (e.g. Liira et al.,
2008), mean patch size of meadow habitats was neg-
atively related to species richness and average species
numbers per relevé of some species groups on land-
scape as well as on larger scales. In consideration of
the species–area relationship higher species numbers
would be expected with increasing patch size (Wilson
& Chiarucci, 2000; Lennon, Kunin, & Hartley, 2002).
However, the larger patch area of meadows and pas-
tures may be indicators of more intensive use (as is also
the share of meadows and pastures), which is related to
livestock density (Herzog et al., 2006). Lowest species

richness for both all semi-natural habitats and wet-
lands was recorded in the second period that was
characterized by the largest patch size of meadows.
Liira et al. (2008) have shown that, for species mainly
confined to semi-natural habitats, species richness was
negatively related to land-use intensity. In contrast,
for species common in anthropogenic habitat types,
such as ruderals and ‘arable weeds’ (especially annu-
als), species richness was positively related to land-use
intensity. A high proportion of ruderals, including alien
species, is one indicator of human impact (Hill, Roy,
& Thompson, 2002). The human impact on biodi-
versity is mainly due to urbanization and agricultural
land use, especially application of mineral fertilizer
and pesticides, because of their devastating effects on
habitat availability and habitat quality (Sala et al.,
2000).

Mineral fertilizer is one of the major anthropogenic
inputs of phosphorus into semi-natural habitats and
has a positive impact on growth rates of plants caus-
ing eutrophication in wetlands and other semi-natural
habitats (Khan & Ansari, 2005). Negative effects of
soil phosphate contents on species richness patterns
were recorded for woody habitats (Honnay et al.,
1999), for meadows (Smith et al., 2003; Muller,
Gusewell, & Edwards, 2003) and for wetlands (e.g.
Aerts & Berendse, 1988; Colijn, Hesse, Ladwig, &
Tillmann, 2002). Our results are consistent with these
studies, as species richness of all semi-natural habi-
tats was negatively related to the application amount
of phosphorus. But we also could show that there was
increasing species richness with decreasing input of
phosphorus from the 1970s to 2000s combined with
a high species turnover indicated by lower community
similarity values. Phosphorus levels rather than nitro-
gen levels are generally limiting plant growth and thus
may stimulate the establishment of dominant ruderal
species like Urtica dioica in forests (Pigott, 1971), or
Phalaris arundinacea, Phragmites australis and differ-
ent Typha species in wetlands (Bruland et al., 2007;
Khan & Ansari, 2005). These large, dominant plants
reduce the chances for recolonization by non-ruderal
specialist species of semi-natural habitats.

Similar relationships could be shown for species
richness pattern on arable fields. Species richness of
‘arable weeds’ was significantly negatively affected
by the average amount of nitrogen applications.
This result is consistent with the observations of
many other studies (e.g. Stoate et al., 2001; Gabriel,
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Thies, & Tscharntke, 2005; Kleijn et al., 2006). The
use of fertilizers, especially nitrogen, on arable fields
increased substantially in the study sites during the
second half of last century. Pysek and Leps (1991)
found that species composition is affected by fer-
tilizer application. Further, the same authors have
shown that some ruderal species are supported by
the addition of nitrogen (e.g. Poa annua, Fallopia
convolvulus, Veronica persica, Sonchus arvensis).
Similarly, Lososová, Chytrý, and Kühn (2008) pointed
out that generalist species like ruderals are more
demanding of nutrients than ‘arable weeds’. Whereas
the number of ‘arable weeds’ decreased with increas-
ing nitrogen applications, the share of ruderal species
increased in the studied landscapes.

The research indicates that richness of ‘arable
weeds’ was additionally related to landscape com-
position and landscape configuration. The number of
‘arable weeds’ was positively affected by increas-
ing habitat diversity. This result is consistent with
the results of Gabriel et al. (2005), who suggest
that both regional and local processes are impor-
tant factors influencing diversity pattern of ‘arable
weeds’. Additionally, recent studies have shown that
species richness including ‘arable weeds’ was higher
in field edges than in the field centre (Walker et al.,
2007; Cousins & Aggemyr, 2008). The contribution
to local diversity could be related to source–sink
relationships (Wagner & Edwards, 2001; Sosnoskie,
Luschei, & Fanning, 2007) as well as neighbour-
hood effects (Dunning, Danielson, & Pulliam, 1992).
Adjacent habitats provide the opportunity for both rare
and common ‘arable weeds’ to retreat from agricul-
tural fields and to immigrate again into the fields.
In Friedeburg, for instance, some rare ‘arable weeds’
(Sherardia arvensis, Adonis aestivalis, Caucalis platy-
carpos, Nigella arvensis) were recorded at the border
of arable fields to dry grasslands, meadows or along
paths. Thus, ‘arable weeds’ do not used to be con-
fined only to agricultural habitats, but they also occur
in different semi-natural habitats. Thus, each habitat
patch situated outside of the agricultural fields poses
a potential for enhancement of biodiversity. Therefore,
higher diversity of habitat types and higher share of
semi-natural habitats in landscapes might be expected
to enhance colonization probabilities and thus ‘arable
weed’ diversity.

The studies about changes in plant species diver-
sity in both semi-natural habitats and arable fields have

shown that knowledge of current land-use intensity as
well as of historical land-use and landscape structure
helps to understand historical and present-day diversity
patterns. In the landscapes studied, changes in diversity
patterns of semi-natural habitats reflected the changes
in the spatial pattern of landscape configuration and
land-use intensity.

20.4.2 Landscape Genetics

Analyses of genetic variation of G. urbanum popu-
lations have shown that the population structure is
affected by both population and landscape proper-
ties. The influence of several population and landscape
structure variables on genetic diversity varied among
landscapes.

In a subdivided population, genetic diversity within
subpopulation is affected by the size of the local
subpopulation, because large populations are less sus-
ceptible to genetic drift (Wright, 1943). Thus, within-
population genetic variation is generally correlated
positively to population size (Leimu, Mutikainen,
Koricheva, & Fischer, 2006) and our results are con-
sistent with this pattern. However, the rather weak
influence of population size in our study may be due to
the fact that levels of genetic diversity in present-day
populations may reflect the populations’ accumulated
history of size fluctuations rather than present popu-
lation size (Linhart & Premoli, 1994; Prentice, Lönn,
Rosquist, Ihse, & Kindström, 2006). The weak influ-
ence of population size may also be due to predominant
self-pollination; this is because the populations devel-
oping after the colonization of empty patches tend to be
large but genetically depauperate (Pannell & Barrett,
1998).

The fact that the area of woody habitat was sig-
nificant in the models in addition to Geum popula-
tion structure indicates an important role of woody
vegetation, e.g. for dispersal or in a metapopula-
tion context. The positive association between genetic
diversity and area of woody habitats in two of
the landscapes is consistent with the expectation
that close proximity to source populations enhances
the variability of incoming gene flow (Slatkin &
Voelm, 1991; Lönn & Prentice, 2002). Numerous
studies in fragmented landscapes have shown that
local genetic and species diversity are affected by the
size and distance of a patch to the nearest similar
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habitat, because this affects the probability that seeds
will reach the patch (Lienert, Fischer, Schneller, &
Diemer, 2002; Vandepitte, Jacquemyn, Roldan-Ruiz,
& Honnay, 2007).

Additionally, with increasing numbers of land-use
types, genetic variation increased. An increase of
land-use types is likely to be associated with greater
spatial heterogeneity, smaller patch size and increased
edge area; all of these may contribute to their being
more or larger suitable sites, which in turn would
enhance the possibilities for population persistence
and gene exchange. Dispersal limitation was sug-
gested to be the dominant force regulating the recovery
of forest-herb diversity and thus for genetic varia-
tion in newly established populations (Vellend, 2003).
In a study showing high levels of genetic variation
in fragmented populations of the self-pollinated herb
Anthyllis vulneraria, it was concluded that this could
only have occurred through historically high rates of
seed dispersal (Honnay et al., 2006). G. urbanum has
hairy fruits with a long hook, which enables epi-
zoochorous adhesive dispersal (Fischer, Poschlod, &
Beinlich, 1996; Gorb & Gorb, 2002), and Tackenberg,
Römermann, Thompson, and Poschlod (2006) showed
that these typically have a moderately high attach-
ment potential. Several studies assessed coloniza-
tion of forest patches by forest herbs, including G.
urbanum. Whereas Geum was often found in sec-
ondary forests and thus rated as a good colonizer
(Butaye, Jacquemyn, & Hermy, 2001), low coloniza-
tion ability has also been reported (Grashof-Bokdam
& Geertsema, 1998). These inconsistencies may indi-
cate differences of landscape structure or composi-
tion. In less forested landscapes, rare long-distance
dispersal events may play a more important role in
the colonization process (Verheyen, Guntenspergen,
Biesbrouck, & Hermy, 2003). However, the traffic
networks within landscapes act as barriers to migra-
tion and seed dispersal as genetic variation tended to
decrease with increasing area of roads. Roads have a
direct traffic impact on the movement pattern of ani-
mals (Mader, 1984; Trombulak & Frissell, 2000) and
thus an indirect effect on the seed dispersal potential of
G. urbanum.

Overall, these results provide evidence that com-
plex landscapes with a high density and connectiv-
ity of uncultivated, perennial habitats may enhance
genetic diversity and species diversity of all habitat
types, including semi-natural habitats and arable fields.

Therefore, management effort should be focused on
reducing land-use intensity and increasing habitat
connectivity in order to enhance diversity in European
agricultural landscapes. However, habitat and land-
scape conditions may have not only a direct effect
on species richness patterns but also long-term effects
by selecting for particular combinations of species
traits and migration potential. The degree to which
habitat fragmentation and deterioration affect the per-
sistence of spatially structured populations depends not
only on the present but also on the historical land-
scape conditions and on the rate of landscape change.
Therefore, long-term studies are of high importance
to understand ecological processes. Both studies about
temporal changes and spatial determinants of species
diversity and genetic variation could show that the
incorporation of spatially and temporally explicit his-
torical attributes into landscape ecology studies can
greatly expand our knowledge about the factors driving
biotic patterns in fragmented agricultural landscapes.
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Chapter 21

Integration of Long-Term Environmental Data
by the Example of the UNECE Heavy Metals in Mosses
Survey in Germany: Application of a WebGIS-Based
Metadata System

Gunther Schmidt, Christian Aden, Lukas Kleppin, Roland Pesch,
and Winfried Schröder

Abstract In Germany, environmental monitoring
data are collected at different locations and in dif-
ferent environmental components by several federal
monitoring networks. According to the scientific and
legal demands, these data should be made available
by integrating them into a web-based geographical
information system (WebGIS) and described by har-
monised metadata. This enables a spatial and tem-
poral assessment of long-term environmental impacts
induced by climate change, for example, as being
one issue of the holistic approach, achievable through
research strategies of the ILTER (International Long-
Term Ecological Research). This chapter on hand
describes a WebGIS that was implemented by using
Open Source software and filled with geodata and
metadata on relevant long-term environmental net-
works in Germany (LTER-D). The latter were gathered
by using an online questionnaire being answered for
a total of nine different monitoring networks describ-
ing atmosphere, soils, groundwater, biota and marine
ecosystems at around 300 monitoring sites. The ques-
tionnaire and the WebGIS itself were implemented by
using Open Source software, solely. Feasibility and
surplus of the WebGIS were demonstrated by inves-
tigating the spatiotemporal trends of the metal bioac-
cumulation in Germany’s ecoregions. The technologi-
cal framework implemented for gathering and linking
of environmental data from different monitoring net-
works proved to be an adequate and effective tool
for an integrated investigation of long-term environ-
mental changes. Hence, efforts should be improved to
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promote long-term ecosystem research in the LTER-D
community and to accelerate integration of monitoring
data and results into European and global long-term
monitoring programmes.

Keywords Data acquisition · Environmental moni-
toring · Moss monitoring · Online questionnaire ·
WebGIS

21.1 Background and Goal

In the 1970s, it became clear that the planning of
environmental and economic development required
information not only on economics and society, but
also on environmental conditions. From an ecological
point of view, each environmental component like soil,
water, air, animals and plants has to be examined at
each of several monitoring sites to allow a holistic view
at the state of the environment (Ellenberg, Fränzle,
& Müller, 1978). This holds also true for monitor-
ing the transfer of materials, energy and information
between the different media. Based on this, environ-
mental monitoring in Germany has to be realised by
integrating three different levels of investigation: (1)
ecosystem research (local but comprehensive moni-
toring on ecosystem structures, relations and fluxes),
(2) ecological environmental monitoring (nationwide,
but general monitoring on environmental conditions)
and (3) environmental specimen bank (retrospective
research). This monitoring system should also work
as an early warning system to detect environmental
changes (SRU, 1991). The federal nature protection
law (§ 12 BNatSchG), the environmental monitoring
concept of the Federal Ministry for the Environment,
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Nature Conservation and Nuclear Safety (BMU, 2000)
as well as the preamble of the administrative agreement
between the German government and the federal states
on the exchange of environmental data specify the
following targets that should be complied with when
carrying out environmental monitoring: The monitor-
ing should be coordinated and based on harmonised
or standardised methods (Keune & Mandry, 1996) so
that the data can be compared and used for statistical
analysis and modelling. Monitoring should be com-
plete with regard to the data needed for an ecological
description and interpretation of the environmental sta-
tus. Each of the ecoregions (Bailey, 1995, pp. 24–26)
of Germany should be represented without gaps by
an adequate number of monitoring sites. This ecore-
gional representativeness of monitoring networks is of
crucial relevance for the validity of the sample data
coming out of it (Cao, Williams, & Larsen, 2002,
Tirler, Donega, Voto, & Kahr, 2003). The monitor-
ing data should allow for spatial extrapolation in order
to bridge geographical gaps and for supporting long-
term research on environmental changes. The flow of
data should be efficient and the data should be avail-
able for scientists, especially for statistical testing of
hypotheses and modelling data. The latter aspect also
implies important technical issues, because of the enor-
mous amount of information and data collected. For
example, environmental monitoring networks require
information exchange, which has to be supported by an
adequate and efficient information platform that han-
dles documentation and exchange of metadata (site
descriptions, quality control data), measuring data and
geodata. A cheap system which is compatible with all
common operating systems would be best to publish
data quickly without having special technical knowl-
edge at the user’s site and where user management
ensures data access and quality.

Corresponding to this, the chapter on hand tack-
les the establishment of a web-based geo-information
system (WebGIS), which was developed for efficient
data retrieval and exchange of relevant environmental
data collected in the Long-Term Ecological Research
Network, Germany (LTER-D). The WebGIS ‘LTER-
D’ should be used to gather data from different mea-
surement networks and research projects in Germany
dealing with environmental issues. The aim is to anal-
yse long-term ecological impacts like global warming
or forest dieback with integrated data from different
environmental monitoring sites measured in differ-
ent periods of time and located all over Germany.

Facilitating the access to data describing these long-
term processes is one major goal in this context. As an
example of use, the UNECE moss monitoring is intro-
duced, which was established in Germany in 1990 and
which was supported in the latest campaign (2005) by
a WebGIS data retrieval system (WebGIS ‘MossMet’)
(Pesch, Schmidt et al., 2007). This was to simplify
and harmonise sample documentation by metadata as
well as to facilitate analyses on both metadata and
measuring data.

21.2 ILTER, ALTER-Net, LTER-D

Changes in our environment are taking place in periods
of time that can not be sufficiently covered by distinct
research projects which usually last only a couple of
years. Projects are limited in time and spatial scale
and therefore mostly depict only snapshots of decade-
long processes and reactions of ecosystems caused by
changing environmental conditions. With these limi-
tations it is difficult to distinguish between short-term
fluctuations and long-term and global trends. A holis-
tic approach, achievable through research strategies
of the ILTER (International Long-Term Ecological
Research),1 is necessary to characterise the state and
the change of ecosystems, the emergence of envi-
ronmental impacts and the change of ecosystem pro-
cesses in future times. These environmental changes
may be induced by climate change, causing floods,
desertification or glacial withdrawal. Other long-term
environmental changes are eutrophication of waters,
soil acidification, forest dieback, soil degradation or
regression of biodiversity. The ILTER Network was
founded in 1993 and provides a platform for world-
wide communication in terms of long-term and large-
scale environmental research. Worldwide, in 2006, 32
countries are members of the ILTER Network run-
ning a national LTER Network. The vision of the
ILTER Network is to contribute to the advancement
of the global environment that in turn, advances the
health, prosperity, welfare and security of humanity.
The mission of the ILTER Network is to develop
and effectively deliver sound scientific information and
predictive understanding of ecological processes asso-
ciated with large temporal and spatial scales to the
scientific community, policy makers and society in

1 http://www.ilternet.edu
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general. This information is needed to better conserve,
protect and manage ecosystems at local, regional and
global scales; their biodiversity and the services that
they provide.

The research project ALTER-Net2 (A Long-term
Biodiversity, Ecosystem and Awareness Research
Network) sponsored by the EU from 2004 to
2009 should develop a European long-term inter-
disciplinary research facility for research on the com-
plex relationship between ecosystems, biodiversity
and society and to support policy assessment and
development on the conservation and sustainable use
of biodiversity in the European Union. An infor-
mation platform will be established, which provides
data for research and reports on biodiversity-related
issues. Twenty-four partner institutes are involved
in the ALTER-Net project; all of them have in-
depth experience in biodiversity research, monitor-
ing and/or communication. There are six overarching
objectives which are grouped into ‘integration goals’
and ‘research goals’ and are considered to achieve
long-lasting integration of the project partners. The
‘integration goals’ cover problems like knowledge
management and network development, whereas the
‘research goals’ include scientific analysis in terms
of risk assessment, indicator definition or cause–effect
determination.

The European activities in long-term ecosystem
research are going to be bundled at the home of LTER-
Europe.3 The aim of the site is to provide information
about national LTER networks in Europe and to act as
a focal point for the development of a pan-European
LTER network to provide an integrated system for
detecting and understanding environmental change at a
range of scales. In 2010, eighteen European countries
currently have formal LTER networks (i.e. formally
accepted into ILTER). A further one has substantially
developed networks and is working towards formal
ILTER acceptance. Three other countries are in the
early stages of network development. Apart from gen-
eral information or links to national networks and con-
tact addresses no further information, not to mention
free data sets, are – at this stage – available.

The German network LTER-D attempts to pro-
vide a basis for communication, documentation and

2 http://www.alter-net.info
3 http://www.lter-europe.ceh.ac.uk

cooperation of scientists in the long-term, system-
oriented and inter-disciplinary monitoring of the envi-
ronment in Germany. The German LTER network
intends to become an overarching and integrating
structure for system-oriented ecological research. It
will enhance the efficiency of the German research
community in that field, which is highly important
for environmental protection and a sustainable future.
‘Gains in efficiency should arise from synergy effects
brought about by intensive collaboration. Networking
of the German LTER research community is urgently
needed, in order to catch up with the international
LTER process, as most European nations have already
proceeded much further.’4

The national LTER networks integrated in ILTER
are far from a harmonised and linked information
community. They are rather autonomic platforms deal-
ing with national projects on long-term ecological
research. Neither the content management nor the
technical framework for knowledge transfer and data
exchange was coordinated. Especially small countries
like Costa Rica5 (forest dieback) or Taiwan6 (biodi-
versity, climate monitoring) having relatively small
research budgets are playing a pioneering role in infor-
mation processing and exchange and even offer meta-
data and measurement data from various monitoring
networks. Sophisticated national LTER networks were
established as well in China and Austria.

The Chinese LTER network CERN7 was founded
in 1988 and coordinates activities gained at five dis-
ciplinary centres (soils, atmosphere, water, biology,
marine ecosystems). The mission of CERN is to pro-
mote ecosystem conservation and improvement, envi-
ronmental quality enhancement and agricultural devel-
opment and to advance the studies in ecology and
related inter-disciplines. Its mandate includes monitor-
ing, research and demonstration on typical ecosystems
in China. Apart from data management and processing,
CERN aims at covering four objectives: prognoses on
development of resources and ecology, administration
of scientific research, publication of integrative envi-
ronmental status reports and information platform for

4 Program of LTER-D (Friedrichstadt, 24.03.05):
http://www.lter-d.de
5 http://crlter.ots.ac.cr
6 http://lter.npust.edu.tw/tern
7 http://www.cern.ac.cn
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decision-making processes in terms of economic and
ecological issues. CERN serves as an important facil-
ity to control desertification, soil erosion, salinisation
and eutrophication.

The LTER-Austria network8 was founded in 2002,
emerging from a compilation of research projects
and institutions dealing with ecosystem research by
the Austrian Network for Environmental Research
(ÖNUF). For a long-term ecological research two
(‘High Alps’ and ‘Eisenwurzen’) so-called multifunc-
tional research platforms (MFRPs) were established,
which are designated to serve as regional reference
systems. These MFRPs were built on already exist-
ing research facilities, institutions and networks and
gain added value by integrating single research results
under a common roof of coordination. With the help
of the MFRPs, environmental changes caused by
socio-economic development in land use and global
changes should be documented to detect, for exam-
ple, polluters and to reveal dependent cause–effect
relationships on a regional level. Data management
is promoted by using an integrative information
system called ‘MORIS’ (Monitoring and Research
Information System). MORIS serves as an information
platform based on a relational database system where
metadata as well as measuring data from different
environmental monitoring networks are administrated.
MORIS allows hierarchical data attribution and offers
different tools for data query and selection, for data
import and export as well as for data documentation
by photographs or field protocols. The integration and
linkage of geodata and their spatial visualisation and
analysis is planned but not yet realised.

In this context, the Chair of Landscape Ecology
at the University of Vechta developed the technical
framework to build an information platform where
spatially referenced information on relevant research
programmes in LTER-D is compiled (Schmidt &
Loesewitz, 2005). This information includes metadata
on monitoring networks, geodata on different eco-
logical features as well as access to measurement
data derived at these sites. Metadata were collected
using an electronic questionnaire (Section 21.3.1). The
Metadata Information System is enhanced by func-
tionalities offered by a WebGIS. This includes logical

8 http://www.umweltbundesamt.at/umweltschutz/oekosystem/
lter_allgemein/lter_national

and spatial queries in the information pool that should
be extended with measurement data. The goal is to
gather specific data according to relevant topics from
long-term monitoring, in particular observation areas,
and to analyse them across both the levels of ecologi-
cal hierarchy (Allen & Starr, 1982) and the according
scientific disciplines.

21.3 Metadata Survey and WebGIS
Application

21.3.1 Metadata Inquiry

For collecting metadata, a web-based interface was
implemented that allows standardised data survey
and efficient data processing. These metadata include
information on measured parameters, intervals and
methods of measuring. The metadata were linked
directly to the spatial information of the monitor-
ing sites by simultaneous databank use and access.
The metadata retrieval was realised using the Open
Source software ‘PHP Surveyor’ contributed by
SourceForge.net. This software may easily be installed
and used even by non-computer scientists (Fig. 21.1).
The PHP Surveyor is based on the script language PHP
and the database system MySQL. A graphical user
interface (GUI) allows easy and semi-automatic design
of online questionnaires and offers sophisticated user
management and administration. Lists of interviewees
may be uploaded in csv format; data export is possible
via SQL files and csv files.

For compiling relevant parameters the items of
the questionnaire described below were adjusted
to several data collection systems and concepts
like GMES (Global System for Monitoring of
Environment and Security),9 GEOSS (Global Earth
Observation System of Systems)10 and MUDAB11

(Marine Umweltdatenbank) and GOOS12 (Global
Ocean Observing System) for aquatic ecosystems and
the so-called core data set for the integrated envi-
ronmental monitoring in Germany (Mattern et al.,

9 http://www.esa.int/esaLP/LPgmes.html
10 http://www.epa.gov/geoss
11 http://www.bsh.de/de/Meeresdaten/Umweltschutz/MUDAB-
Datenbank/index.jsp
12 http://ioc.unesco.org/goos
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Backend: Questionnaire design
and user management 

Frontend: Entering
metadata via online forms 

1 

2

3 Browser: Visualising
data inquiries 

Fig. 21.1 Metadata inquiry by PHP Surveyor (online questionnaire)

2005; Schröder, Pesch, & Schmidt, 2006). For a har-
monised data retrieval, there was also a cross-check
with already established international environmental
information systems, which are united under the label
of ILTER, especially the Chinese Ecosystem Research
Network (CERN) and the UK Environmental Change
Network (ECN).13

The questionnaire is designed hierarchically. On
the upper level, terrestrial and aquatic monitoring net-
works were distinguished. The terrestrial sites were
subdivided into four components (atmosphere, soils,
ground water and biota), whereas the aquatic moni-
toring sites were divided up into three parts (marine
ecosystems, running water and standing water). From
that level, different categories for each environmen-
tal medium were assigned to query-specific items like
parameter, measuring method and interval as well
as general information on the responsible institution.
Those items which are part of the so-called core data
set (Mattern et al., 2005) are attributed to enhanced
queries in the databank. These parameters allow, in
this sense, treatment of one of the ten general cause-
relationship-hypotheses in ecosystem research (e.g.

13 http://www.ecn.ac.uk

accumulation of toxic substances in terrestrial ecosys-
tems) by providing related (meta-) data sets docu-
mented in the questionnaire (Section 21.3.3). For each
member of LTER-D who consents into joining the
inquiry, an individual access to the PHP Surveyor was
created where the described items could be answered.

21.3.2 Inquiry Results

A total of 41 LTER-D member institutions were inter-
ested in participating in the online metadata survey.
For these institutions online accounts were set up for
the PHP surveyor to document the respective envi-
ronmental monitoring network. At the end a total of
14 answered questionnaires were retrieved describ-
ing atmosphere, soils, groundwater, biota and marine
ecosystems at nine different monitoring networks with
around 300 monitoring sites (Table 21.1). Most of
the monitoring sites are located in the North Sea and
in forests of Lower Saxony and Bavaria. All ques-
tionnaires were exported in the PostgreSQL geodata
base in SQL format and linked with the correspond-
ing geodata sets locating the monitoring sites for
building up the WebGIS ‘LTER-D’ (Section 21.3.3).
Enhanced query tools enable to extract information
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Table 21.1 Institutions and respective monitoring networks documented in the metadata survey by PHP surveyor

Institution Federal state Monitoring network No. of sites
Environmental
component Start date End date

AFS Lower Saxony Revitalisation of the
river Ise

56 Biota 1987 –

Alfred-Wegener-Inst Bremen German bight 4 Marine
ecosystems
(benthos)

1969 –

Alfred-Wegener-Inst. Bremen Sylt tidal basin 101 Marine
ecosystems
(benthos)

2004 –

BayCEER Bavaria Lehstenbach 3 Atmosphere 1994 –
BayCEER Bavaria Lehstenbach 1 Soils 1992 –
BayCEER Bavaria Lehstenbach 14 Groundwater 1988 –
BFA FI /ISH Hamburg Wadden Sea 70 Marine

ecosystems
(fish)

1974 –

GSF Bavaria Klostergut Scheyern 1 Soils 1990 –
GSF Bavaria Klostergut Scheyern 1 Biota 1990 –
NFV Lower Saxony ICP forest (level II) 20 Soils 1992 –
NFV Lower Saxony ICP forest (level II) 20 Soils 1989 –
SAW Saxony Landscape monitoring 5 Soils 2000 2007
UFT Bremen Rumble dumpsite

Siedenburg
1 Soils 1979 –

UFT Bremen Rumble dumpsite
Siedenburg

1 Biota 1979 –

on environmental measurements concerning long-term
monitoring issues. Due to the fact that there was less
information on long-term monitoring networks gath-
ered by the online inquiry the WebGIS ‘LTER-D’ was
enriched by adding additional data on the German
UNECE moss monitoring survey (Section 21.4). This
was to demonstrate what considerable benefits could
be derived from information integrated in the WebGIS
‘LTER-D’ in terms of long-term ecosystem research in
LTER-D.

21.3.3 WebGIS LTER-D

The use of web-based information systems in nat-
ural sciences and engineering is increasing rapidly.
The number of applications is enormous due to the
heterogeneous requirements of science and economy.
Systems designed both to enable retrieving and visu-
alising experimental data from research projects and
supporting land-use planning and engineering are two
major examples of application. In addition, those
systems are appropriate vehicles for publishing and
illustrating research results and to accomplish legal
report requirements (e.g. in context of the EU-Water

Framework Directive). The access to and the docu-
mentation of environmental data should be as easy
as possible. Therefore, it is important to provide a
user-friendly interface that could be used without spe-
cialised GIS-Software or a deeper understanding in
information processing. To control and manage data
access, a user administration tool was implemented
that enabled information exchange on different levels.
It is possible to map the monitoring sites as well as to
retrieve metadata and measurement data by performing
spatial and logical queries. The establishment of such a
flexible and multifunctional system fulfiling the above-
mentioned requirements is realised economically and
technically best by using platform-independent Open
Source software components (Schmidt & Loesewitz,
2005).

21.3.3.1 Open Source

The WebGIS LTER-D was developed with Open
Source software, which reduces the costs for the imple-
mentation of the system. Only the hardware environ-
ment has to be purchased. On the other hand, the
use of Open Source allows (in contrast to proprietary
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software) the adjustment of the software to individual
needs and purposes. Additionally, commercial soft-
ware is often distributed by licence models charging
yearly licence fees. Modification of the software is for-
bidden and mostly impossible due to hidden source
code. Nowadays, the use of free software has become
widely accepted in all fields of information technolo-
gies (Spath & Günther, 2005). Examples are operating
systems (Linux systems) or business software (Open
Office) and GIS-software (GRASS-GIS). Open Source
software is labelled under the terms of the Open
Source Initiative (OSI)14 (Williams, 2002) that defines
access, distribution and modification of the software.
Examples for licence models of the OSI are the GNU
Public License or the Lesser General Public License
and BSD License.

21.3.3.2 Standards and Components

The Open Geospatial Consortium (OGC) is an interna-
tional organisation comprised of business companies,
universities and public facilities and defines open stan-
dards for interfaces to process various types of geodata
on the Internet. The standards and specifications (e.g.
for geospatial data or the catalogue service implemen-
tation) are supposed to provide access to complex spa-
tial information and to ensure interoperability between
map services located anywhere on the earth (Mitchell,
2005). There are also standards for the management
of metadata given by the international standardisa-
tion organisation (ISO) like ISO 19115. Standards for
metadata are essential for WebGIS platforms to allow
clients the use of catalogue services for geodata. The
metadata describe the quality, spatial expansion, con-
tents and other important characteristics of the geodata
layers (Kresse & Fadaie, 2004). Projects like INSPIRE
(Infrastructure for Spatial Information in Europe)15

or Geoportal.Bund16 are using these ISO and OGC
standards for publishing and sharing European and
German data sets as well.

For the establishment of the WebGIS, a server
programme is required in order to provide the
functionality of a ‘spatial’ communication. Clients

14 http://www.opensource.org/licenses
15 http://inspire.jrc.ec.europa.eu
16 http://www.geoportal.bund.de

send requests to a server to provide them with envi-
ronmental data having a spatial reference. For this
purpose, a combination of the Apache HTTP-Server17

with the UMN Mapserver18 working on the oper-
ating system Debian Sarge19 represents an adequate
and efficient solution. The UMN Mapserver is capa-
ble of reading several data sources like raster and
vector data stored in files, databases or integrated
into a GIS. The UMN Mapserver meets the stan-
dards of the OGC. With the help of the Open Source
database management system PostgreSQL20 in con-
junction with the spatial extension PostGIS21 and the
use of the Geometry Engine Open Source (GEOS),
a spatial database backend was built up and com-
bined with metadata or other related data. The spa-
tial extension consists of a library, which allows the
storage of vector-based geodata (point, line and poly-
gon) and is able to work with different spatial frames
of reference within the databases of PostgreSQL.
Only with this extension, the OGC compatibility
will be ensured (Brinkhoff, 2005). Within this back-
end, simple GIS functionalities such as buffering
and intersecting are also provided. More specialised
applications could be implemented with a power-
ful GIS-backend like GRASS (Neteler & Mitasova,
2004).

The system architecture of the LTER-D WebGIS
is set up by different software components as illus-
trated in Fig. 21.2. The main task of the Apache
HTTP-server is to enable communication between web
clients (frontend) and the server system (backend) via
HTTP (Hypertext Transfer Protocol). Based on client
requests, the UMN Mapserver generates raster maps of
the chosen geodata layers. A common geo-projection
for each data set is not necessary; the mapserver han-
dles this issue via defined projection codes. Spatial
queries in the generated maps are possible by click-
ing directly into the mapframe. Doing this, related
map attributes stored in the relational geodata base
will be displayed in a new window. The visualisa-
tion of the geodata and the interactions between the

17 http://www.apache.org
18 http://mapserver.org/
19 http://www.debian.org/
20 http://www.postgresql.org/
21 http://postgis.refractions.net/
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Fig. 21.2 Software architecture WebGIS LTER-D

client and the data are realised by the Mapbender
software (Fig. 21.3). Mapbender is an Open Source
WebGIS client suite developed by CCGIS22 and is used
for the browser-based visualisation of geodata as well
as for the administration of web mapping services.
All basic tools for interacting with map contents are
implemented in Mapbender. Basic tools are used for
navigation (zoom, pan, distance measuring etc.) and
queries in metadata and geodata as well. Additionally,
the software enables users to build up a spatial data
infrastructure (SDI) with servers localised anywhere in
the world. Considering OGC standards23, the SDI is
an interoperable system that can be joined with other
SDIs.

21.3.3.3 Query Tools

One major objective of the WebGIS ‘LTER-D’ is
the map-based access to metadata and measuring

22 http://www.ccgis.de/
23 http://www.opengeospatial.org/standards

data from relevant environmental monitoring networks
operated by different institutions all over Germany. It
is possible to receive information by clicking into the
mapframe as well as by performing logical queries.
The latter is realised by using different query templates
as illustrated in Fig. 21.4. Queries regarding interest-
ing institutions, environmental media or hypotheses
on related cause–effect relationships are possible. The
result of the query is a list of all institutions observ-
ing this medium or providing related metadata on
the respective hypothesis. After choosing the inter-
esting institution, the respective questionnaire will be
shown (Fig. 21.4). The query of metadata about insti-
tutions and monitoring networks is realised technically
by using the structured query language (SQL). To
increase the performance of the queries, all ques-
tionnaires are assigned to the respective environmen-
tal medium and the relating institution. The linkage
between questions and hypotheses was done manu-
ally according to the ‘core data set’ of Mattern et al.
(2005). Besides metadata and measuring data com-
piled by PHP surveyor questionnaires, we integrated
additional surface maps and other geodata that may
be useful for enhanced spatial analyses. This includes
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Fig. 21.3 GUI WebGIS LTER-D (left) and according metadata template for the one monitoring site (right)

administrative boundaries, topographical maps show-
ing river networks, urbanised areas and roads as well as
elevation maps and more. Geodata comprising ecolog-
ical features like climate data, maps of land use, phe-
nological data, soil maps and ecoregions are included
as well.

As described in Section 21.3.2, the response to
the online inquiry was unsatisfactory. Only a total of
14 monitoring networks were described by metadata
(Table 21.1). To demonstrate the practicability of the
WebGIS, data from the UNECE moss monitoring sur-
vey were integrated in the WebGIS ‘LTER-D’ and
analysed, exemplarily. The moss monitoring serves as
an example of a nationwide well-harmonised envi-
ronmental monitoring network that could be used for
answering long-term environmental issues in terms of
trends in accumulation of heavy metals (Section 21.4).

21.4 Example of Application: Moss
Monitoring Germany

21.4.1 Background

The UNECE moss surveys of 1990, 1995, 2000 and
2005 enabled to map spatiotemporal trends of the
metal concentrations in mosses throughout Europe
(Rühling, 1994; Rühling & Steinnes, 1998; Harmens
et al., 2004, 2007a, 2007b). The goal of these national
surveys was to assess the atmospheric deposition
expressed as bioaccumulation rates of metals and,
from 2005 on, also nitrogen (N) in mosses at min-
imum distances to emission sources like motorways
(min. 300 m), settlements (min. 300 m) or indus-
tries (min. 1,000 m). The moss method thereby has
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Fig. 21.4 Query tools of LTER-D WebGIS. Query by institutions, categories of environmental media and keywords (1), query by
hypothesis (2) and query results by answered questionnaire (3)

proven useful to monitor spatiotemporal trends of the
atmospheric bioaccumulation of metals (in mosses)
(Markert, Breure, & Zechmeister, 2003) throughout
Europe: In Germany, the spatial patterns of the metal
bioaccumulation mirror the location of large industrial
and urbanised areas in each of the four surveys (Pesch,
Schröder, et al., 2007). Hot spots were detected pre-
dominantly in the urbanised and industrialised Ruhr
Area, the densely populated Rhein-Main region and
in the historically grown industrial regions of for-
mer East Germany (e.g. Halle-Leipzig region). As in
all other participating countries, the experimental sur-
vey design followed the UNECE (2001) monitoring

manual. The manual provides information on the moss
species to collect and critical distances to keep from
trees and emission sources and, thus, helps to assure
the comparability of the measurement data.

The information collected in the moss surveys
consists of (1) measurement data on arsenic (As),
cadmium (Cd), chromium (Cr), copper (Cu), iron (Fe),
mercury (Hg), nickel (Ni), lead (Pb), antimony (Sb),
vanadium (V), titanium (Ti), zinc (Zn) and nitrogen
(N) accumulation in the mosses and (2) site-specific
metadata to characterise the sampling sites with
regard to vegetation, land use, elevation and the
distance of the sites to trees and emission sources (e.g.
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roads, motorways, human settlements or industries).
In previous studies, these metadata were used to
assess factors influencing the metal bioaccumulation
(Schröder et al., 2008). It could be shown that the metal
loads in the mosses correlate significantly with factors
related to the emission situation around the monitoring
sites. Nevertheless, uncertainties remain when trying
to relate the measured metal concentrations to deposi-
tion rates since moss-specific criteria, the canopy drip
effect, the sea-spray effect, precipitation and elevation
show significant associations as well. Furthermore,
it has to be considered that the metal concentrations
do not only reflect atmospheric depositions but also
geogenic background concentrations. Besides predict-
ing or measuring the exposition (predicted environ-
mental concentrations, PEC) expressed as deposition
loads, it is still an open issue to define critical concen-
trations below them these depositions have no ecotox-
icological effects (predicted no effect concentrations,
PNEC) (Fränzle, Straskraba, & Jorgensen, 1995).

In a further study, Schröder and Pesch (2004) intro-
duced an ordinal-scaled index, which was computed
by percentile statistics ranging from 1 for low to 10 for
high metal accumulation. The indices were derived for
both monitoring sites and surface grids and correspond
to the average rank of the element loads of chosen
metal elements. Two such indices were calculated: The
MMI 1990–2000 aggregates the element loads of Cr,
Cu, Fe, Ni, Pb, Ti, V and Zn. These elements were
analysed in moss samples collected across the entire
German territory in each of the three campaigns 1990,
1995 and 2000. The MMI 1990–2000 therefore allows
detecting spatiotemporal trends of the metal bioaccu-
mulation since 1990. The MMI 1995–2000 aggregates
the same eight elements and additionally As, Cd, Sb
and Hg. In 1990, the latter four metals were either
not analysed at all or just in parts of the country. In
future works, the two indices will be updated using the
measurement data from 2005.

21.4.2 Spatiotemporal Trends
of the Metal Bioaccumulation
in Germany’s Ecoregions

The geostatistical surface estimations and both MMI
were intersected with a map on terrestrial ecoregions
depicting the ecological coverage of Germany. The
map was derived from available data on ecologi-
cal landscape characteristics using the decision tree

algorithm called Classification and Regression Trees
(CART) (Schröder, Schmidt, & Hornsmann, 2006).
The data consisted of raster maps on the potential
natural vegetation (PNV, Federal Office for Nature
Protection), elevation above sea level (UNEP), soil tex-
ture (digital soil map of Germany 1:1,000,000) as well
as on monthly averages on temperature, evaporation
and precipitation (1961–1990) and global radiation
(1981–1990) provided by the German Meteorological
Service. The PNV can be defined as the vegeta-
tion that would establish without human interference
under present climate and soil conditions and may
be interpreted as an integral indicator for the eco-
logical conditions in terrestrial ecosystems (Schröder,
Schmidt, & Hornsmann, 2006). To derive ecologi-
cal landscape units for Germany by CART, the PNV
was set as the target variable, whereas the above-
mentioned maps on elevation, soil texture and climate
were chosen as the independent variables. The deci-
sion tree was at first grown to 73 endnodes and
then pruned back automatically to 21 endnodes. Since
each of the endnodes was the result of a certain
sequence of decision rules, they were applied on the
available raster data to calculate the ecoregions for
Germany.

By intersection of the ecoregions with the moss
raster data, which were calculated by means of geo-
statistics from the site-specific survey data, the metal
bioaccumulation could be regionalised for areas that
are quantitatively described with regard to abiotic
landscape characteristics such as soil texture, climate
and elevation above sea level. This enables detection
of temporal trends of the metal bioaccumulation for
landscape units that are distinctly characterised with
regard to their physical, geographical characteristics.
As can be seen in Fig. 21.5, a continuous decrease
of the MMI 1990–2000 can be observed for the two
ecoregions 26 and 43 from 1990 to 1995 to 2000.
The same temporal development holds true regarding
almost all of the element-specific raster data avail-
able for all 21 ecoregions in all three campaigns
1990, 1995 and 2000, although there are exceptions.
Significant increases of the metal bioaccumulation
can be observed for Fe in three ecoregions, for Cr
in 15 ecoregions and for Zn in 20 ecoregions. The
same can be stated for the temporal development of
Zn from 1990 to 2000 in ecoregions 20, 30, 42 and
43. Regarding the highest spatial differentiation of
ecological landscape units, similar tendencies can be
observed.
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Fig. 21.5 Temporal development of the MMI 1990–2000 in ecoregions 26 and 43 from 1990 to 1995 to 2000

21.4.3 The WebGIS MossMet

The WebGIS developed for LTER-D (Section 21.3.3)
was enhanced for optimising data handling in the
moss survey 2005. This WebGIS called ‘MossMet’
was implemented with the help of Open Source com-
ponents considering the described technical standards
(Pesch, Schmidt, et al., 2007). By this, the metadata
can be integrated within the information system via
Internet by the moss samplers, directly. The WebGIS
‘MossMet’ comprehensively documents the metadata,
the measurement values and statistically derived metal
bioaccumulation indices regionalised for ecoregions
depicting the landscape coverage of Germany. In the
German moss survey 2005, the WebGIS ‘MossMet’
was applied, routinely. The WebGIS ‘MossMet’ allows
digitising new sampling sites as well as to analyse and
query existing metadata. It is furthermore possible to

visualise all monitoring data from the surveys and to
relate them with geo-information on land cover, traf-
fic or other environmental monitoring networks. The
metadata survey was improved by developing inte-
grated query templates, which made the use of the PHP
surveyor dispensable.

21.5 Discussion

Environmental monitoring should provide informa-
tion about environmental conditions and changes for
resource managers and policy makers and should be
open to the scientific community as well as to the
public. To achieve a holistic view, data from sev-
eral research and monitoring programmes should be
compiled and integrated into one comprehensive infor-
mation platform according to the concept of Ellenberg
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et al. (1978), the recommendations of SRU (1991)
and the requirements defined by BMU (2000). This
should enable a pan-media (air, water, soils and biota),
nationwide view of long-term environmental changes
in Germany. First efforts in metadata compilation have
been realised (Klitzing, 2002; Knetsch & Schröder,
2002; Schröder, Schmidt, & Pesch, 2003; Schröder,
Pesch, & Schmidt, 2004; Schröder, Pesch, et al., 2006),
but due to political, technical or financial restric-
tions the implementation of such a global informa-
tion system for environmental monitoring purposes
is still difficult. Examples for a successful integra-
tive analysis of environmental data cover a wide range
of applications from terrestrial to marine monitoring
issues (Buchwald, Gigante, Pöhlker, & Schmidt, 2006;
Daschkeit et al., 2002; Graef, Schmidt, Schröder, &
Stachow, 2005; Schlüter, Schröder, & Vetter, 2004;
Schröder & Schmidt, 2005). German geodata infras-
tructures like Portal-U24 and Geoportal.Bund or the
European INSPIRE directive are initiated to define
standards for geodata exchange and provide a WebGIS
platform where relevant data should be shared. Up to
now one main problem of those platforms is the lack
of appropriate data sets that should be uploaded or
integrated by interested users or institutions. Missing
metadata and geodata input is as well one crucial
problem when building up the WebGIS ‘LTER-D’.
The technical infrastructure of the WebGIS ‘LTER-
D’ has been implemented, and yet the interoperability
to Portal-U and Geoportal.Bund could be ensured by
using the same OGC and ISO standards. But due to
the sluggish feedback – only 14 monitoring entered
the metadata survey of LTER-D – the contents in the
system are still rare. That is why the surplus of the
WebGIS technology was demonstrated by the exam-
ple of the measurement data on metal accumulation
in mosses and the sampling site describing meta-
data collected in Germany 1990, 1995 and 2000. The
WebGIS ‘MossMet’ was used successfully in the sur-
vey 2005/2006. Referring to user comments on the
system’s applicability, we conclude that the WebGIS
‘MossMet’ effectively supports the compilation, qual-
ity control and integrated assessment of metadata and
measurement data. For other environmental issues,
the WebGIS technology was successfully applied too.

24 http://www.portalu.de

For the monitoring of genetically modified organ-
isms (GMO), a WebGIS ‘GMO monitoring’ was cre-
ated that should help in the surveillance on possible
ecological impacts of GMO cultivation according to
§ 16 GenTG (Aden, Schmidt, & Schröder, 2007).
A WebGIS on the spatial distribution of GMO fields in
Germany is in preparation (Kleppin, Aden, Schmidt, &
Schröder, 2009).

21.6 Conclusions and Outlook

Web-based geographical information systems help us
to manage, to publish and to share environmental data
efficiently and economically. Open Source software
like the UMN mapserver and GRASS allow the imple-
mentation of such systems without intense costs, high
performance and functionality. The access to sensi-
tive data sets can be controlled by user management
and the client needs no sophisticated knowledge or
equipment. Projected or current studies can be con-
ducted and documented promptly and interactively by
using online input masks or questionnaires. It could
be demonstrated that the implementation of a web-
based information platform is an adequate tool for the
integration of relevant data for long-term ecosystem
research. Metadata from different monitoring networks
covering terrestrial as well as marine ecosystems
were integrated in one joint platform by using Open
Source software components, for metadata query as
well as for geodata linkage and visualisation. After
creating an efficient and user-friendly technical frame-
work for LTER-D, efforts should be improved to use
this vehicle for data compilation, to promote long-
term ecosystem research in the LTER-D community
and to accelerate integration of monitoring data and
results into European and global long-term monitoring
programmes.
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Chapter 22

Monitoring of Ecosystems: Two Different
Approaches – Long-Term Observation Versus
Success Control

Vera Luthardt

Abstract In the broad field of monitoring, this
chapter highlights two specific approaches: long-
term ecosystem observation and success control.
Different target settings in nature protection determine
very strictly the concrete monitoring programmes as
demonstrated by two topical examples. As the first
example, the ‘Long-term observation of ecosystems
in the biosphere reserves of Brandenburg’ is operat-
ing for more than 10 years now. It comprises a broad
variety of areas while observing all components rel-
evant to the respective ecosystem. The fundamental
approach of this concept is introduced. Criteria used
for the definition of ecosystem types in combination
with utilization forms and for the selection of obser-
vation areas are described. A closer look at the aims
and programmes of fens exemplifies the approach of
the project. In order to outline the differences between
long-term observations and success control, the second
example depicts a success control programme for the
rewetting of peatlands in forests.

Keywords Biosphere reserves · Monitoring of mires ·
Nature conservation management · Observation goals ·
Success control programme for rewetting peatlands

22.1 Ecosystems and Different
Approaches to Monitor Them

The terms ‘ecosystem’ and ‘monitoring’ are often used
in a different way. For this reason relevant terms will
be characterized in the following.

V. Luthardt (�)
Department of Landscape Management and Nature
Conservation, Hochschule für nachhaltige Entwicklung (FH)
Eberswalde, University of Applied Sciences Eberswalde,
Friedrich-Ebertstr. 28, 16225 Eberswalde, Germany
e-mail: vluthardt@hnee.de

An ecosystem is determined as ‘... an ecological
system composed of living organisms (plants, ani-
mals, and microbes) and their nonliving environment
(climate and soil in the case of terrestrial ecosys-
tems; aqueous environment and substrate in aquatic
ecosystems). To be an ecosystem, these components
must be spatially arranged and have the appropriate
interactions that lead to the capture and storage of
energy as biomass, a trophic structure, a circulation
of nutrients, and change over time (ecological suc-
cession). Ecosystems are characterized by five major
attributes: structure, function, complexity, interaction
of the components, and change over time’ (Kimmins,
1997, p. 525).

Also the term ‘monitoring’ is used with very differ-
ent meanings. Hurford (In Hurford & Schneider, 2006,
p. 3) defines the term very strictly as ‘. . . intermittent
surveillance carried out in order to ascertain the extent
of compliance with a predetermined standard or the
degree of variation from an expected norm’. However,
this narrow definition does not always correlate with
its daily practical use. For this reason ‘monitoring’ is
employed here in the wider sense of environmental
observation.

As a matter of fact not only the terms but also
the requirements of observation programmes are
often mixed up that may lead to dissatisfaction of all
participants. Thus, one of the most important demands
for the development of monitoring programmes is the
very clear and strict definition of the concrete aim and
needs of the observation programme.

In environmental and nature conservation a broad
variety of approaches and observation goals have been
developed (see, e.g., Artiola, Pepper, & Brusseau,
2004; Hurford & Schneider, 2006; Schönthaler
et al., 2003). Not only sectoral issues, such as the
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1. Documentation of the ecosystem development (fluctuations,
    dynamics, succession stages of all parts of the ecosystem and
    their interactions)
⇒ Receipt of comparative data of close to nature ecosystems
⇒ New knowledge about medium- and long-term effects of 
    different utilization forms and intensities on the ecosystems
2. Conclusions from the assessment of the actual state of areas
    under the viewpoint of nature conservation
3. Basic data lines for the evaluation, improvement and verification 
    of ecological models
4. Formulation of new strategies for future use and management of
    ecosystems
5. Design of an „early warning system“
6. Input for public relations about the development of ecosystems.

General aims of the monitoring of ecosystemsFig. 22.1 General aims of
ecosystem monitoring as an
integrated approach

Table 22.1 Comparison of the two monitoring approaches: long-term observation and success control

Long-term observation (= surveillancea) Success control (= experimental managementa)

Description Value-free acquisition of data about sectoral or
ecosystem development

Survey of short- and medium-term effects referring
to the achievement of a measure’s goal

Background Without pressure to succeed Clear assessment of the success
Demands Standardized and clearly assessed methodology,

spatially and temporally repeatable, organized
database management and continuous evaluation

Fast and (semi)quantitative, comprehensible
measurement of the direct effect of the
conservation action

Measured indicators For all compartments of the sector or ecosystem For the specific object, function or part which is
changed by the measure

Time intervals e.g. 3–6–9–12–15. . . years 1–2–3–(5)–(10). . . years
Responsible clients Ministry for Research; Federal offices for the

protection of nature and environment; Research
institutes

Client of the concrete management measure

aTerms of Hurford and Schneider (2006)

development of red-list species or changes in natural
replenishment, but also general goals can be addressed
(Fig. 22.1).

The main goal of a long-term ecosystem observa-
tion is the recording, documentation and evaluation
of the local development of different habitats. For
this purpose its holistic concept integrates all relevant
ecosystem components and functions. But in recent
years a new task arose with growing importance: the
evaluation, improvement and verification of ecologi-
cal models. Model concepts can be designed, tested
and eventually adapted on the basis of monitored data,
allowing a more precise and secure prediction of future
developments. The more data are collected throughout
a long period of time, the better this mission can be
fulfilled. Consequently data collection and modelling
should be coordinated with one another as soon and as
far as possible.

Completely different needs on ecosystem moni-
toring are demanded by practical nature protection

management. In this case a fast control of manage-
ment measures is of main priority. As new knowledge
is quickly needed for future projects, results of the
management effect on the conditions of an ecosys-
tem should be gained as soon as possible. Although
the financial resources for such missions are usually
strongly limited, the expectations on the information
content of such success control activities are often
highly exaggerated.

The several possible monitoring objectives result in
different data collection requirements. As an exam-
ple for different goals and demands for monitoring
approaches you can see the comparison in Table 22.1.

22.2 Two Specific Examples

In the following section we describe the two unlike
approaches to survey ecosystems as introduced in the
previous chapter.
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Each type will be discussed on behalf of one
practical example from north-east Germany: first the
‘Long-term observation of ecosystems in the biosphere
reserves of Brandenburg’ and second ‘Monitoring the
success of rewetting of peatlands in the forests of
Brandenburg’.

22.2.1 Long-Term Observation
of Ecosystems – A Task
of Biosphere Reserves

One of the tasks of biosphere reserves (BR), as
described by the MAB committee of UNESCO in
1995 (MAB Deutsches Nationalkomitee, 1996), is the
design and implementation of ecological monitoring
with standardized methods. This requirement is for-
mulated especially for biosphere reserves because they
provide an insight into the development of ecosystems
with relatively little direct human impact as well as
of ecosystems shaped by human land use. The imple-
mentation of such a monitoring programme forms one
functional criterion among other that is decisive for the
evaluation of biosphere reserves applied by UNESCO
every 10 years.

In response to this MAB requirement, the
Brandenburg federal environmental agency has
funded the design and installation of a monitoring
plan for the observation of ecosystems in three
UNESCO biosphere reserves in Brandenburg –
‘Schorfheide’, ‘Spreewald’ and ‘River Landscape
Elbe’. As a result environmental monitoring has
been conducted for 10 years now (Luthardt,
Vahrson, & Dreger, 1999; Luthardt et al., 2005).
Detailed information can be found at the home page:
http://lanuweb.fh-eberswalde.de/oeub/

The monitoring programme has been developed as
illustrated in Fig. 22.2. Different categories of ecosys-
tems were identified as follows: forests, lakes, rivers,
fens and peatlands, grassland and fields. These were
combined with the most important forms of land use
to ecosystem-use-types which reflect the diversity of
nature–human impact combinations in the biosphere
reserves.

Table 22.2 shows the criteria used for the classifica-
tion of the ecosystem types and related ecosystem-use-
types.

After classification of present inventory as
described above, selection of particular ecosystems
for the project was limited on behalf of the following
factors (Vahrson, Luthardt, & Dreger, 2000).

In the first step four criteria were used for a decision
referring to the ecosystem-use-type:

– dominance in the particular biosphere reserve,
– nationwide scarcity in Germany,
– close-to-nature state (with a high share of the area),
– special management.

Second another four factors limited the choice of
observation sites additionally:

– conformance to the observation focus prescribed by
MAB committee (Table 22.3),

– goals defined by the BR administration referring
to the development of land use (e.g. the effect of
organic farming in comparison to conventional land
use in the Schorfheide and Spreewald BR),

– prescriptions on the distribution of tasks between
the BR,

– available budget.

The ultimate choice of observation sites has been
made in a close cooperation between the federal envi-
ronmental agency of Brandenburg and the respective
BR administration. As a result the number of current
monitoring areas is documented in Table 22.4.

For every ecosystem category a set of variables
related to the monitoring objectives were identified.
Abiotic and biotic components that are considered rel-
evant to the ecosystem are represented by parameters
with a high indicator level for the present ecosystem
conditions. The data are collected by using standard-
ized methods. Highest importance is given to the
precise documentation of the applied methods and of
the spatial location of sample points via Differential
Global Positioning System (DGPS).

The measurements are repeated in time intervals
which range from 3 years for more dynamic parame-
ters to 6 and 12 years for parameters considered more
stable. For this a complex time schedule of measure-
ments has been developed (see Luthardt et al., 2006).
The first results confirm the impression that our mon-
itoring strategy is going to satisfy the demands of
feasibility, repeatability and affordability to achieve the
main goals in a good manner. The methodology can be
transferred to other large protected areas.
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Determination of the Ecosystem Groups for observation

Classification of theTypes of
Ecosystems in each groupe
(in consideration of available

data basis)

Compilation of present
Ecosystem Types

and their areas

Enquiry about the
utilization forms

applied in the biosphere
reserves

Choice of Ecosystem
Types according to

defined criteria

Combination of
Ecosystem-use-types for the

monitoring

Formulation of  Observation Goals for
every ecosystem group

Selection of
concrete

observation
areas

Construction of  Data base

Formulation of the Measurement
programmes (definition of the

methods, design of the observation
areas and of time intervals etc.)

Choice of Indicators and Parameters

Planning of
financial

resources

Implementation!

Fig. 22.2 General steps to
create the programme for the
long-term observation of
ecosystems in the biosphere
reserves of Brandenburg

A closer look at the concrete monitoring pro-
gramme for the ecosystem type semi-natural fens
will exemplify the project. Here, following trends
are examined under the conditions of climatic
changes, alterations in the hydrologic balance in the
catchments areas, changes of the input of mate-
rial by air and rainfall and in specific cases with
the influence of measures like rewetting or forest
transformation:

1. changes in the water budget,
2. development of the soil status (trophic conditions,

acid/base relation, degradation level),
3. changes in the plant community, vegetation struc-

ture and growth of biomass,

4. changes to the habitat function for paludose plant
and animal species,

5. sequences of succession stages,
6. fluctuations of vegetation units.

The monitored variables, which are chosen to meet
the observation goals, are shown in Table 22.5.

Every 3 years we report on the ecosystem’s develop-
ment, including evaluation and prognosis (Fig. 22.3).
We are presently in the third and fourth measurement
cycle, so that we are able to make initial statements
about trends now.

The results are of high importance for the future
management of the biosphere reserves, especially for
the control of land use intensity. Due to the detailed
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Table 22.2 Criteria for the classification of ecosystem types and related ecosystem-use-types applied in the long-term ecosystem
observation in the biosphere reserves of Brandenburg

Ecosystem group
Criteria for classification and inventory of the
ecosystem types

Selected utilization forms and specific management
measures

Forests Configuration of features:
• vegetation structure (like tree species, layers)
• growth relevant ecological factors (like soil

fertility and humidity, climatic factors)
• important processes (like net primary

production, competition)

• forests in strictly protected zones
• forests in nature conservation areas with

management
• forests with specific management (like forest

transformation, understory)

Fens and
peatland

(a) Natural fens; combination of
• ecological type
• plant formation and
• dominant plant species

(b) Drained peatland, combination of
• plant formation
• peat depth
• degradation level of the soil

(a) Natural fens
• surrounded by forests
• surrounded by fields
• surrounded by pastures

(b) Drained peatland
• without use
• with mowing
• with grazing
• with rewetting

Lakes Combination of
• ecological and hydrological type

(primary and actual)
• size, depth, maturity, stratification
• dominant vegetation of the water and the bank

• lakes in strictly protected zones
• lakes in nature conservation areas with different

intensities of use like fishing, bathing

Rivers and
ditches

Combination of
• ecological type (crenal/rhithral/potamal)
• structure
• bottom soil
• catchment area
• dynamics

• natural streams
• important draining lines
• backwater
• canals
• ditches in dikelands, strictly protected zones and

nature conservation areas with different intensities
of agricultural use

• streams close to fish ponds
Mineral

grassland
Combination of

• biotope
• substratum
• relief
• hydromorphical type

• meadow
• pasture of cows
• pasture of sheep
• fallow land

Agricultural land Combination of
• soil substrate
• soil type
• relief
• hydromorphical type

• conventional production – only plant
production/with animal husbandry

• organic farming – only plant production/with
animal husbandry

• fallow land
Kettle holes • dynamics of the water level

• habitat quality
• shadowing

No separate selection, combination with the selected
field areas

documentation of the development of specific ecosys-
tem types the outcomes substantiate the effects of
nature conservation against the background of global
climatic changes. The results can be directly processed
in the revision of the environmental management plan
of the biosphere reserves.

At the moment we are working on the optimiza-
tion of semi-automatic analyses and on modelling
techniques for the prediction of climatic changes in
the BR.

22.2.2 Success Control – Indispensable
Part of Nature Conservation
Management

One of the most critical limiting factors for imple-
menting management activities in nature conservation
are the financial resources. They have a significant
effect on the success of conservation strategies.
Gaining experience of how ecosystem management
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Table 22.3 Overview of ecosystems with a high priority
for monitoring in the biosphere reserves of Brandenburg:
Schorfheide-Chorin (SC), Spreewald (SW) and River
Landscape Elbe (FE) (summary from AG BR, 1995,
supplemented in 2003)

Type of ecosystem SC BR SW BR FE BR

Rivers and banks – X X
Lakes, oxbow lakes X – X
Bogs and transitional mires X – –
Fens and swamps – X –
Peatlands in different stages

of regeneration or
degeneration

X – –

Fields/fallow land X – –
Meadows, pastures and

humid grassland
– X X

Sand dunes, dry grassland – – X
Horticulture – X –
Alder Forests – X –
Beech–pine forests/pure

pine forests
X – –

Pine forests on sand dunes – – X
Riparian forests – – X

Table 22.4 Number of monitoring areas in the three biosphere
reserves of Brandenburg

SC BR SW BR FE BR

Total area of the BR [km2] 1291 484 535
Ecosystem group
Woodland and forests 21 8 8
Lakes 30/4a 0 0/4b

Rivers (sections) and
ditches

0 13 13

Fens and peatland 7 4 2
Mineral grassland 4 5 5
Fields (agricultural land) 5 2 0
Sum 71 32 32
aKettle holes
bSpecial pools of water

achieves conservation goals so that we can develop
more successful plans for the next project forms an
urgent task.

In contrast to the previous example of long-term
observation we want to introduce now a programme
applying ‘success control’: the government project
‘Mire conservation in the forests of Brandenburg’.
This project is financed by the Federal Department of
Forestry since 2004. Applicants are private forest own-
ers, forestry agencies, etc. They are responsible for the
success control of their individual sub-project. In order

Table 22.5 Measurement schedule for the ecosystem group
‘Fens’: parameters, their purpose and time intervals of inves-
tigation

Parameter Goal Interval

Monitoring area
Photo documentation V, Su, FV, (WB) 6a
Soil
Topsoil horizons Soi, (WB) 6a
‘Einheitswasserzahl’ of the

topsoil layers of OHDE
Soi, (WB) 6a

pH Soi, (HF) 6a
CaCO3 Soi, (HF) 6a
C total, C org, N total,

C/N-ratio
Soi, (HF) 6a

Ground water level Soi, (HF) 1a
Vegetation
Plant species – diversity (list of

all species in the whole area)
HF, (WB), (Soi),

(Su), (FV)
6a

Diversity of the vegetation
(transect)

V, Su, FV, (WB),
(Soi), (HF)

6a

Plant-association (Vegetation
analysis of Braun-Blanquet)

V, Su, FV, (WB),
(Soi), (HF)

6a

Zoning of vegetation units V, Su, FV, (WB),
(Soi), (HF)

12a

Fauna
Species diversity of dragonflies

(transects)
HF, (WB) 3a

Species diversity of amphibians
(list of all species and
reproduction activities)

HF, (WB) 3a

Species diversity of butterflies
(transects)

HF, (Su) 3a

Catchment area
Biotope mapping (WB) 6a

6a = every sixth year; Abbreviation of goal in brackets = indi-
rect parameter (1 = WB – changes in the water budget, 2 =
Soi – development of the soil status, 3 = V – changes in the
plant community, vegetation structure and growth of biomass, 4
= HF – changes to the habitat function for paludose plant and
animal species, 5 = Su – sequences of succession stages of the
vegetation, 6 = FV – fluctuations of vegetation units)

to come up with all expectations the method has to be
simpler than in the previous example, easy to describe
and to understand and should cause as low costs as
possible.

Here monitoring should aim at documenting the
direct effect of the measure (‘Implementation mon-
itoring’, Block, Franklin, Ward, Ganey, & White,
2001) as well as reflecting the effect on, e.g.,
umbrellas species (‘Effectiveness monitoring’, dito).
The goal definition has to focus on the restoration
of ecosystem functions – as already recommended
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Course of long-term ecosystem observation

Measurement of
abiotic and biotic
parameters with
high indicative

value

Weather
data

Report
Immission

data

Analysis

Adapted cycling of
measurements

(1, 3, 6 and 12 
years )

Concept

3 years cycle

Database 
input

Inter -
pretation

Fig. 22.3 The continuous process of long-term ecosystem observation applied in the monitoring programme in the biosphere
reserves of Brandenburg

by Stanturf, Schoenholtz, Schweitzer, and Shepard
(2001).

So the most important goals for the restoration of
fens surrounded by forests in East Germany influenced
by former land use, melioration and climatic changes
are as follows:

1. maximum increase of the water level in peatland,
2. improvement of the wetland character to the point

of peat growth,

3. resettlement/expansion of specific paludose plant
and animal species.

The success of management measures is indicated
by a significant improvement of peatland conditions in
regard to the three goals described above.

Hereby a qualitative comparison of the conditions
before and after the conservation management is pre-
ferred over quantifications (such as recommended by
Matthews & Endress, 2008).

Start

After 3 
years

ConceptFirst inventory of status quo 

Application of conservation measure,
e.g. rewetting

Measurement of parameters
indicating succes

Second inventory of status quo

If success –
end of project

If no success –
end of project or ideas

for new beginning

Adaptive 

ment
Manage -

Fig. 22.4 The chronological
course of success control for
the government project ‘Mire
conservation in the forests of
Brandenburg’
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Table 22.6 Indicators and methodology of the success control programme for rewetting forest peatlands

Goal Indicator Method Interval

Increase of water level 1. Relief
2. Formation of the lagg
3. Visible fluctuation of

the water level per year
4. Actual state of the

drainage system/barrage

Mapping Twice: before and 3 years
after the measure

- Water level over the year Gauge data Each month after the
beginning of the measure
for 3 years

Improvement of the
wetland character

1. Dominant vegetation
types

2. Vitality and growth
form of woody plants

Mapping Twice: before and 3 years
after the measure

New peat accumulation 1. Presence of peat
forming plants
like mosses, sedges, reed

2. Vitality of the moss cover

Mapping Twice: before and 3 years
after the measure

Resettlement/expansion of
specific paludose plants –
and animal species

1. Dominant vegetation
types

2. Occurrence of
paludose plant groups
like mosses, sedges, reed

3. Spatial expansion of
both in the area

Mapping Twice: before and 3 years
after the measure

The chronological course of the success control
programme is described in Fig. 22.4.

The methodology basically consists of two
procedures:

1. Mapping of the area with a special standardized
method before and 3 years after the measure;

2. Measurement of the water level with one water
gauge (vegetation usually reacts with delay) con-
tinuously since the beginning of the measure until
3 years after.

In order to evaluate whether the goals are achieved,
following specific indicators were employed, summa-
rized in Table 22.6.

We chose especially parameters which indicate that
essential functions and values will readjust over time
(like demanded by Short, Burdick, Short, Davis, &
Morgan, 2000; Ruiz-Jaen & Aide, 2005). One of
the most characteristic functions of fens is the peat-
forming process and the habitat suitability for paludose
species. The prerequisite for this is a high water level
throughout the year.

The mapping method is well described, simply
structured and has a standardized form. As long as
the peatland area does not exceed 25 ha mapping lasts
approximately 1 day. Every employee, who is educated

in biotope mapping, can learn this method in a short
time.

The time expenditure on gauge measurements is
higher. But according to our experience foresters or
private owners are often willing to take care of this job
in combination with their field work. Further detailed
information about the method can be found at the
homepage: www.dss-wamos.de.

So the effect of success control is fast results for fur-
ther practical implementation with relatively low costs
and effort at the same time. It produces new knowl-
edge about the effects caused by concrete conservation
actions. However, it usually delivers only little infor-
mation applicable to a broader ecological context or
to modelling purposes!

22.3 Conclusions

The concept of any form of monitoring programme
should be strictly aligned with the pursued goal. The
definition of goals is the first step to be taken, followed
by the selection of indicators, parameters and inves-
tigation areas. Also the evaluation of data is subject to
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answer goal-specific questions. It is useless to overstuff
monitoring programmes with parameters and analysis
options. Otherwise, the result will be a ‘data cemetery’,
meaning that many data are left unexploited or in the
other case excessive requests for additional assess-
ments cannot be fulfilled. The general differentiation
between long-term observation for the clarification of
nature scientific problems and success control as a
tool for fast assessment and improvement of nature
protection measures is especially important.

The same applies for restoration purposes. New
knowledge for restoration ecology forming a branch
of fundamental science can be collected only by long-
term observation due to the broad basis of ecolog-
ical parameter (Morris, Alonso, Jefferson, & Kirby,
2006; Aronson & Vallejo, 2006). In contrast, ecolog-
ical restoration is the process of assisting the recovery
of an ecosystem that has been degraded, damaged or
destroyed (Harris & Van Diggelen, 2006). As a mat-
ter of fact short-term success control is not capable
of observing long-term maturation of the ecosystem.
Nevertheless, the indicators of the initial stages prove
the successful or unsuccessful initiation of this process
caused by the restoration management.

Long-term observation programmes increasingly
gain significance as a data source and evaluation basis
for prediction models. From the very beginning of
the establishment of new programmes or during the
appraisal of existing ones, a direct collaboration with
modellers is recommended, concerning the selection
of sample plots, number of repetitions, parameters,
appropriate database design and evaluation conditions.
This forms an important prerequisite to fully utilize the
collected monitoring data.
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Chapter 23

National Parks as Model Regions for Interdisciplinary
Long-Term Ecological Research: The Bavarian Forest
and Šumavá National Parks Underway to Transboundary
Ecosystem Research

Marco Heurich, Burkhard Beudert, Heinrich Rall, and Zdenka Křenová

Abstract National parks are protected areas that
have been excluded from human intervention and
exploitation in order to safeguard the species inven-
tory and natural processes in a way as ‘true to nature
as possible’. As permanently protected ecosystems in
a process of near-natural development, national parks
serve as extremely attractive control areas for ecosys-
tem research and, especially, for scientific, long-term
monitoring. In the midst of Europe, in a landscape
that has been utilised for millennia, the existence of
extensive protected areas can provide answers to an
abundance of basic questions that cover an enormously
wide variety of themes.

National park research has several functions such as
to develop the scientific foundation for the implemen-
tation of national park goals; monitor the efficiency
of national park management; research the undis-
turbed development of the biocenoses; study the socio-
economic and socio-ecological relationships between
the national park, its visitors, and its periphery; and
determine anthropogenic influences and their effects
on the ecological communities.

Based on these basic considerations, a research con-
cept for the Bavarian Forest was developed, and the
practical implementation of the individual monitor-
ing elements is presented in this chapter. In the next
step, the mass reproduction of the spruce bark beetle
(Ips typographus L.) is used as an example of how a
long-term monitoring concept can help to explore and

M. Heurich (�)
Bavarian Forest National Park, Freyunger Straße 2, 94481
Grafenau, Germany
e-mail: marco.heurich@npv-bw.bayern.de

explain the causes of processes, their effects on the
ecosystems, and their human dimensions.

Keywords Long-term monitoring · National park ·
Spruce bark beetle · Disturbance · Cross-border
co-operation · Research concept · Ecosystem-based
research · Forest development · Element fluxes ·
Human dimension · Species diversity · Global change

23.1 Research – A National Park-Specific
Challenge

23.1.1 Introduction

There are only few examples in Central Europe of how
nature is able to develop when allowed to do so without
human intervention. In view of the global ecological
crisis, it has become even more important to observe
and understand natural processes and the interactions
between natural ecosystems.

National parks are extensive, protected areas that
have been largely excluded from human intervention
and exploitation in order to safeguard the species
inventory and natural processes in a way as ‘true to
nature as possible’. Thus, they serve a central role as an
ecological baseline. When compared to managed sys-
tems, they can help to improve our understanding of
the human impact on ecosystems (Sinclair, 1998).

Consequently, according to the definition of the
International Union for the Conservation of Nature
(IUCN), research is one of the most important pur-
poses of national parks. This is confirmed in the action
plan for protected areas in Europe (IUCN, 1994).
Correspondingly, scientific ecological observation is
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described as a purpose of the national parks in
German and Bavarian environmental law. Moreover,
the German national parks are designated ‘Natura
2000’ areas according to the FFH-Directive of the
European Union. Because of this status, monitoring
of the species inventory and ecosystem quality is
required.

Research in national parks must, however, adhere
to certain rules so that neither the gathering of data nor
the removal of material will affect or impair the natural
course of development and, therefore, the quality of the
national park as a protected area.

23.1.2 The Role of National Park Research

As permanently protected ecosystems in a process
of near-natural development, national parks serve
as extremely attractive ‘control’ areas for ecosys-
tem research and, especially, for scientific, long-term
monitoring. In the midst of Europe, in a landscape
that has been utilised for millennia, the existence of
extensive protected areas of the IUCN category II
(national parks) can provide answers to basic ques-
tions that cover an enormously wide variety of topics.
Examples are the practicability of renaturation con-
cepts and the development of ‘secondary’ wilderness,
potential problems with the willingness of local citi-
zens to accept land-use restrictions, regional economic
effects of an attractive tourist industry, and monitoring
of the efficiency of visitor guidance and educational
programs.

The diversity of functions includes the following:

1. Development of scientific principles for the imple-
mentation of national park goals: For the reali-
sation of long-term planning goals and for high
efficiency within the national park management, a
thorough examination of the living and inanimate
natural resources within the national park are abso-
lutely necessary (inventory). Fundamental research
should include information on the natural land-
scape, aspects of the natural and cultural history
of the area, settlement characteristics and infras-
tructure, and the former and present forms of land
use.

2. Efficiency control of the national park manage-
ment: The continuous control of the efficiency of
measures implemented to achieve the national park

goals is of fundamental importance for an effective
national park management. To assure their optimi-
sation in the sense of adaptive management, these
measures require constant feedback through scien-
tific observation. The results of this research serve
to formulate recommendations for further support
measures and improved realisation of the nature
protection goals. This research must also consider
the area surrounding the parks, since there is a broad
interaction between the development of the national
park and its environs.

3. Research and documentation of the development
of natural communities in the absence of human
intervention: A focal point of the scientific obser-
vation is the research and documentation of the
essential natural development of communities in
the absence of human intervention. The spatial
and temporal dynamics of natural communities and
species should be documented by means of long-
term monitoring programs (permanent monitoring
areas, inventories) within representative compo-
nents of the landscape. More specific aspects can be
investigated through supplemental project-related
research.

4. Documentation of anthropogenic influences and
their effects on the biocenoses: There are no longer
any natural landscapes on earth that are completely
devoid of human influence. Compared to sylvicul-
turally managed forests, however, the forests in a
national park are able to develop without interven-
tion for purposes of human utilisation. Therefore,
for comparative research, in which anthropogenic
influences and their effects on biocenoses are to be
documented, the forests of the national park can be
regarded as control areas.

5. Documentation of the interactions between socio-
economic and socio-ecological systems: Research
must also aim to identify the interactions between
the national park, national park surroundings,
national park visitors, and the inhabitants of the
national park region. One important aspect in regard
to the socio-economic influences is the significance
of the national park for the economic development
of the region. Also decisive for implementation of
the nature protection goals are the socio-ecological
effects; that is, to what degree visitors, recreational
users, and developments in the surrounding area
will influence the natural development of processes
in the national park.
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6. Production and interpretation of research results
for nature protection, education, natural forest
management, science, and public relations: Based
on the scientific observations achieved in the
national park, it is possible to derive knowledge
on interactions between humans and nature in non-
utilised ecosystems. Such knowledge may also be
valuable in regard to economically used areas out-
side of the national park, and might help to describe
the interactions between man and nature in gen-
eral. The understanding of natural processes that
occur in the national park forests will primarily
serve the goals of nature protection, science, and
natural forest management. Research also supports
the educational and public relations missions of the
national park. The results of this research must be
prepared in a manner so that it is available on short
notice and in a generally understandable form.

7. Data documentation and management: Data doc-
umentation and management, which must accom-
pany this research, are absolutely essential for the
success of long-term monitoring programs. Data
quality management entails procedures to insure the
integrity, security, and the availability of data over
years and even decades. This is assured by docu-
mentation of the associated metadata, which specify
purpose, scope, and quality of the data.

23.2 Practical Implementation
of a Research Concept:
An Example from the Bavarian
Forest National Park

23.2.1 Study Area

The Bavarian Forest National Park is located in
southeastern Germany along the border to the Czech
Republic and encompasses an area of 24,369 ha
(Fig. 23.1). Together with the bordering Bohemian
Forest, this area, also known as the Inner Bavarian
Forest, comprises one of the largest contiguous
forested areas in Central Europe. The national park
ranges from an elevation of 600 m above sea level
(a.s.l.) with its lowest valley (Kolbersbach), to the
ridges, with the highest elevation at 1,453 m a.s.l.
(Grosser Rachel). The border between Germany and
the Czech Republic is identical with the ridgeline of
the Bohemian Forest, which is also the watershed
between the Danube and Elbe Rivers. The interaction
between various site factors, such as climate and soils,
are clearly reflected in the study area, especially in
the altitude-dependent zonation of the forests (Elling,
Bauer, Klemm, & Koch, 1987).

Fig. 23.1 Location of the National park in Central Europe
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With annual mean temperatures of 2.0–5.0◦C, the
high altitude and peak regions above 1,150 m a.s.l. are
the coldest locations in the national park. Annual pre-
cipitation ranges between 830 and 2,280 mm, whereby
in the peak regions, additional precipitation in the
form of fog can add up one third to the total. The
dominant forest community is the montane spruce for-
est (Calamagrostio villosae Piceetum barbilophozieto-
sum), which, in its natural state, is almost exclusively
characterised by Norway spruce (Picea abies L.). It is
interspersed with Mountain ash (Sorbus aucuparia L.)
and Sycamore maple (Acer pseudoplatanus L.).

The intermediate slope areas, between 700 and
1,150 m a.s.l. and with mean annual temperatures
between 4.4 and 7.2◦C, are the climatically most
favourable locations within the national park. Annual
precipitation amounts to between 830 and 1,820 mm.
Because of the relatively favourable climatic condi-
tions, this is the zone of the montane mixed forest,
with European beech (Fagus sylvatica L.), silver
fir (Abies alba MILL.), and Norway spruce as the
main tree species. These forests can be divided into
two types: the Broad-buckler-fern-fir-beech forest
(Luzulo luzuloides-Fagetum) on poor soils and the
Woodruff-fir-beech forest (Galion odorati-Fagetum)
on richer soils.

At altitudes between 600 and 800 m a.s.l. are the
‘valley bottoms’. Topographically, these are flat areas
and troughs in which cold air descending from the
higher elevations becomes trapped. Typical for these
locations are frequent, early and late frosts. In con-
nection with the spacious occurrence of wet soils,
this determines the lower limit of distribution for
beech. The natural forest association of the valley
bottoms is the spruce wetland forest (Calamagrostio
villosae Piceetum bazzanietosum), in which the epony-
mous spruce is the dominant tree species with some
Silver birch (Betula pendula ROTH.) and Downy birch
(Betula pubescens EHRH.). Annual precipitation in the
valley bottoms is between 1,030 and 1,630 mm; the
mean annual air temperature is 3.5–6.5◦C.

23.2.2 A Model for National Park
Research

Ever since the founding of the first German National
Park in the Bavarian Forest in 1970, nearly two
dozen protected areas with similar goals have been

established within the German-speaking regions of
Europe alone. Therefore, it is necessary for these
parks to develop area-specific identities based on their
respective fields of activity. This would help to avoid
expensive, parallel research projects. The research in
the Inner Bavarian Forest National Park is concentrated
on a defined, central theme: the long-term development
of near-natural forests after abandonment of economic
use and the effects on biotic as well as on abiotic com-
ponents of the ecosystems. This goal has been further
developed under the overall concept ‘control factors
of natural forest development’. This offers possibilities
and stimulating prospects for use in practical protected
area management, the educational obligation, and in
basic ecosystem research. The spruce bark beetle infes-
tation, in particular, which has been ongoing since the
mid-1980s, has significantly affected the forests of the
national park. For this reason, its causes and effects
on the ecosystem will be described in detail in the
following sections.

23.2.3 Thematic Long-Term Timeline

National park research is based on three principles:
inventory of the biogeographic constellation (site char-
acteristics, species, and species communities), moni-
toring (repeated inventory and time-appropriate mea-
surement of significant ecosystem components and
their influencing factors), and project-related research
(specific aspects, processes, and functional relation-
ships). In combination, the specific contributions ren-
dered through these three principles provide optimal
quality information.

The ‘thematic long-term timeline’ (Fig. 23.2) com-
prises a bundle of representative monitoring units
based on the concept ‘control factors of natural for-
est development’. This concept appears as a recurrent
theme throughout national park research and stipulates
a minimum amount of long-term monitoring for each
of the various subject areas. The individual, themat-
ically assigned projects must be designed to connect
along this timeline. In this way, the model requires
intense co-operation between monitoring and research
as well as close co-ordination between researchers
from the national park and other research institutes.
Research should proceed according to the following
motto: ‘as much monitoring as necessary, as much
project-related research as possible!’
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Fig. 23.2 Research concept of the ‘thematic long-term timeline’

23.2.4 Elements of the Thematic
Long-Term Timeline

23.2.4.1 Inventory

An inventory involves an initial recording of rele-
vant basic data, in so far as it is meaningful for
the interpretation of the situation at the outset and
is unexpendable for the monitoring concept. In the
early years of the national park, basic mapping surveys
were performed (geology, soils, plant societies, species
composition, and distribution of the higher plants and
vertebrate fauna). Forest and land-use history were also
researched. The Bavarian Land Survey Office devel-
oped a terrain model and carried out a surface water
survey (Elling et al., 1987; Petermann & Seibert, 1979;
Hauner, 1980; Strobl & Haug, 1993). Now, even 30
years after the establishment of the national park,
there are still conspicuous gaps in knowledge con-
cerning lower plant species, soil organisms, and the
invertebrate fauna.

23.2.4.2 Monitoring

Monitoring is an important pillar of long-term environ-
mental observation as required by the IUCN (1994).
Ideally it is based on inventories and is often realised
by repeated inventories. The topics (species, pro-
cesses, site conditions) to be monitored are derived
from inventories, whereby the time intervals between
follow-up surveys strongly depend on the expected rate
of change. In accordance with the concept, relevant
long-term themes have been selected and combined to
form a central theme.

Meteorology

Because of the elevation range (between 600 and 1,453
m a.s.l.) and the particularities of the landscape, several
weather stations are needed to adequately characterise
the climate conditions of the area. Therefore, four
permanent stations have been established to record
the weather conditions in the three ecological alti-
tudinal zones of the area (Elling et al., 1987, see
Section 23.2.1): Klingenbrunn Railway Station (750
m a.s.l.; since 1976) and Taferlruck station (770 m
a.s.l.; since 1981) in the valley bottoms, Waldhäuser
station (940 m a.s.l.; since 1972) on the middle
slope, and Waldschmidhaus (1,360 m a.s.l.; since
1998) at high altitude. The extensive measuring pro-
gram proceeds according to the World Meteorological
Organisation (1983) and is illustrated in Table 23.1.
Beginning in 1974, four phenological garden plots
have been established at the different ecological alti-
tudinal zones according to international standards,
whereby the slopes were divided into upper and lower
slopes. Their purpose is to document the onset of
phenological stages of woody species typical to the

Table 23.1 Parameters of weather observation

WMIT Mean wind speed
WMAX Maximum wind speed
WR Wind direction
TMIT Mean air temperature
TMIN Minimum air temperature
TMAX Maximum air temperature
RF Relative humidity
ERDMIN Minimum temperature above soil
GS Global radiation
SD Sunshine duration
NS Precipitation
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region in response to the trend of the driving weather
conditions (Schnelle & Volkert, 1957).

In addition to these permanent stations, project-
specific weather stations have also been established
at five geobotanic long-term observation sites, in the
Grosse Ohe catchment area (three weather stations),
and along a line transect covering the entire range of
elevations. Air temperature and humidity are measured
at these stations (30 data recorders and precipitation
gauges). The data are used for the interpretation of an
extended set of biological data collected at these plots.

Water and Element Fluxes

The 19 km2 catchment area of the Grosse Ohe lies
completely within the ‘nature zone’ of the national
park. Intensive, long-term scientific investigations on
the interactions between climate, atmospheric depo-
sition, and forests have been carried out here since
1978 as part of the collaborative project ‘water cycling
and element budgets in the near-natural catchment
Grosse Ohe’. Originally, the aim of this collabora-
tive project was to investigate the changes in the
water cycle following the transition from managed
to near-natural forests. The basic program includes
monitoring of precipitation (eight stations) and water
storage in snow cover (12 stations) in the catchment
area and stream discharge and weather observations
at Taferlruck gauge and meteorological station. The

die-back of silver fir and the dramatic decline in fish
populations, which were traced to increasing loads of
acidifying and eutrophicating air pollutants, was the
motive to introduce wet and dry deposition measure-
ments in the 1980s, which then were intensified in two
completely forested and unmanaged sub-catchments.
Since 1987, the Bavarian Water Management Agency
(LFW, 2004) has monitored groundwater in the high
elevation catchment area Markungsgraben (890–1,355
m a.s.l.) with regard to groundwater protection from
input via deposition and seepage water.

In the adjacent sub-catchment of the Forellenbach
(0.7 km2), which predominantly covers the lower
and middle slopes, an intensive and interdisciplinary
ecosystem monitoring program was launched in 1990.
It is part of the ‘International Co-operative Programme
on Integrated Monitoring of Air Pollution Effects on
Ecosystems’ (ICP IM) within the framework of the
UN/ECE ‘Convention of Long-Range Transboundary
Air Pollution’ (CLRTAP). This programme is meant to
document the state of ecosystems and changes caused
by anthropogenic impacts, such as atmospheric pol-
lutants and climate change. These objectives require
long-term observation of physico-chemical param-
eters, and of biotic components of the ecosystem
that indicate environmental changes. The Federal
Environmental Agency (UBA) and the national park
administration are carrying out the extended measuring
program shown in Fig. 23.3 (Beudert & Breit, 2004;
FEI 2004).

intensive monitoring

(minute-month)

periodic investigations

(1-5 years)

inventories

(1-10 years)

meteorology (AM)

air chemistry (AC)

water and element fluxes

       precipitation (PC, TF, SF)

       soil water (SW)

       groundwater (GW)

       runoff (RW)

tree growth and phenology (PH)

litterfall (LF)

stand growth (BI)

crown condition (FD)

foliage chemistry (FC)

soil chemistry (SC)

microbial decomposition (MB)

vegetation (VG)

fish population (RB)

soil chemistry (SC)

vegetation structure (VS)

stand growth (BI)

crown condition (FD)

bird population (BB)

Fig. 23.3 Sub-programs performed in the Forellenbach area
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Forest Development

1. Remote sensing: Forest development is being doc-
umented through aerial photographic series, which
have been produced annually since 1988. An aerial
photographic survey from 1980 provides reference
material. Colour infrared images (CIR) at a scale
of between 1:10,000 and 1:15,000 are used. They
are archived at the national park administration.
Starting in the year 2000, the images were scanned
and are now available as digital orthophotos. Since
2004, the aerial photographs have been produced
with a digital camera (DMC from ZIImaging). Now,
the entire data flow is in digital format and analyses
can be easily performed using colour infrared and
true colour images as well (Heurich & Rall, 2006).

2. Forest inventories: The condition of the forest, on
a landscape level, is determined by means of a
permanent inventory sampling procedure (control
sampling method) on permanently marked plots.
This procedure is based on a 200 × 200 m grid,
which covers the entire national park. Each inter-
secting point of the grid is the centre of a sample
plot. There is a total of 5,841 sample points inside
the national park. The sample areas are in the shape
of concentric circles of up to 500 m2. The record-
ing parameters are presented in Table 23.2. Due to
the considerable resource requirements, sampling is
performed in 10-year intervals (1971, 1981, 1991,
and 2002). To document the course of regeneration
of tree species after the bark beetle calamity in the
high altitudes, additional inventories are carried out

Table 23.2 Parameters of permanent forest inventory

Plot information Tree information

Additional
ecological
meaningful
information

Forest compartment Position Dead wood
Number of

inventory map
Tree species Ant colonies

Coordinate in the
sampling grid

Diameter at breast
height

Root plates

Slope Height Woodpecker hole
Elevation Age Special sites
Soils Vertical layer Herb/moos layer
Exposition Bark peeling by red

deer
Shrub layer

– Browsing of
terminal shoot

–

in the high altitudes of the Rachel–Lusen region.
Since 1996, these regeneration inventories have
been carried out every 2 years (Rall, 1995; Heurich
& Neufanger, 2005).

3. Permanent geobotanical monitoring areas: These
are permanent sampling plots with an area of more
than 1,000 m2, in which vegetation and structural
characteristics are recorded. Structural characteris-
tics include living trees and shrubs, their regener-
ation stages, and deadwood. Small structural ele-
ments, such as upended root plates, larger rock
outcroppings, and tree stumps were also recorded
(Fischer, Abs, & Lenz, 1990; Jehl, 1995, Heurich
& Jehl, 2001).

For the selection of long-term sample plots, special
emphasis was placed on the following aspects:

1. Forest development in near-virgin forest stands in
very old forest reserves (11 sample plots)

2. Long-term plant-sociological monitoring in the
most important forest types of the Bavarian Forest
National Park (four sample plots)

3. Forest development on cleared and not cleared
windthrow areas covering all of the altitudinal
zones of the Bavarian Forest National Park (six
sample plots)

4. Forest development after bark beetle infestation in
high elevation spruce forests of the national park
(28 sample plots).

Species Diversity

Changes in bird species composition and population
densities in relation to the increasing supply of dead-
wood and old trees in the Bavarian Forest National
Park have been studied in a long-term monitoring area
on the Grosser Spitzberg since 1986. The study area
comprises 100 ha, in which a territorial and grid map-
ping survey of the bird population is carried out with
at least twelve survey dates per year.

A new monitoring program to document the species
diversity in the national park started in 2005. Four tran-
sects were set up, ranging from the valley bottoms to
the high altitude zones. Circular sampling plots are sit-
uated every 100 m along the transects. This results
in nearly 300 sampling plots distributed across the
entire altitudinal range (600–1,400 m a.s.l.), covering
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the natural and structural diversity of the forest stands
within the national park. In addition, two transects
were placed in the Rachel–Lusen region, where large
areas have been affected by spruce bark beetle infes-
tation, and two were set up in the Falkenstein–Rachel
region, where countermeasures against the spreading
of bark beetle for a 30-year transition period have
been agreed upon. The precise measurement of the
sample plots makes it possible to perform accurate
follow-up investigations. In each of the study plots, the
following species groups are being surveyed: vascular
plants, ferns, mosses, lichens, lignicolous fungi, xylo-
biontic beetles, carabid beetles, true bugs, neuropter-
ans, sawflies, hoverflies, aculeata (stinging wasps),
ants, centipedes, millipedes, isopods, pseudoscorpions,
Opiliones (harvestmen), spiders, molluscs, breeding
bird species, small mammals, and bats. In the begin-
ning, the forest structure of transect plots was deter-
mined by means of terrestrial surveys, aerial laser scan-
ning images (LiDAR), and CIR-aerial photo analysis
(Bässler & Hahn, 2005).

23.2.4.3 Project-Related Research

Despite the great relevance of inventories and monitor-
ing programs in ecosystem research, additional inves-
tigations on special aspects and processes are needed
to promote our understanding of ecosystem functions.
This is the field of short-term projects and supplemen-
tal approaches, which in turn profit from long time
series of the underlying conditions.

23.3 The Spruce Bark Beetle Infestation
as an Example for the Realisation
of the Research Concept

The large, eight-toothed spruce bark beetle (Ips
typographus L.) is dependant on Norway spruce (Picea
abies L.) for its reproduction. In spring, when air tem-
peratures rise above 16.5–20◦C, usually in April or
May, the beetles emerge from their winter quarters.
They fly to suitable trees and bore into the bark, where
after laying eggs, the larvae will develop. Within sev-
eral weeks, the feeding damage caused by the larvae
results in the death of the tree. Normally, spruces are
able to defend themselves against the insects by the
secretion of toxic resins. If the trees are weakened,

however (snow damage, windthrow, or drought), even
small numbers of beetles are able to bed beneath the
bark. The time required for development from egg to
imago generally depends on temperature and can be
as little as 6 weeks. In favourable years, up to three
generations of beetles can develop. During exponen-
tial population growth, the beetles are even able to kill
healthy trees.

In commercial forests, sylvicultural methods, such
as beetle traps and decortication, are used to combat
the spruce bark beetle. In the national park, however,
the beetle population is allowed to develop freely.
This was the prerequisite for the massive reproduction
of the spruce bark beetle. The causes and effects on
the ecosystem are described below. It must be kept
in mind that the present epidemic is not unique in
space and time. Bark beetle attacks have been his-
torically documented for large areas of the Eastern
Bavarian mountain ranges for the years following 1870
and 1929 (Elling et al., 1987; Rall, 1995). Also, out-
breaks of bark beetles (different beetle species and
different conifer species) simultaneously occurred in
the northern hemisphere in the 1990s (Christiansen
& Bakke, 1988; Ehnström, Annila, Austarå, Harding,
& Ottosson, 1998; Polevoi, Scherbakov, Humala, &
Naldeev, 2006).

23.3.1 Development of the Deadwood
Areas

In 1983 and 1984 strong storms knocked forest stands
totalling up to 173 ha to the ground. Approximately
half of the windthrow was located within the ‘nature
zone’ of the national park. Here, the windthrown trees
were left untreated in the forest. Due to the large
breeding area that had become available, the beetle
population increased substantially, thereby leading to
the infestation of healthy trees as well. Gradually, the
infestation decreased until 1992. This was followed
suddenly by a period in which the annual increase
in deadwood-covered areas rose sharply. The largest
increase was in 1996 with a total of 827 ha of newly
infested areas. Between 1997 and 2000, the infestation
rate became more stable with 400–600 ha a year. In
2001, it decreased to 55 ha. Between then and 2006,
the annual increase of newly infested areas rose almost
exponentially to 411 ha. In the meantime, the extent
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Fig. 23.4 Dead spruce stands in the Rachel–Lusen area of the national park. Left ordinate: per annum, second ordinate: cumulative

of the total affected area has increased to 4,766 ha. On
324 of these hectares, the spruce bark beetle has been
combated in order to protect adjacent, privately owned
forests from economic damage (Nüßlein et al., 1999;
Heurich & Rall, 2006) (Fig. 23.4).

23.3.2 Causes of the Bark Beetle
Outbreak

Since the beginning of forest management in the 19th
century, the proportion of spruce has increased to more
than 70% at the cost of the other tree species that for-
merly made up the forest (European beech, Silver fir)
(Plochmann, 1961). Since the founding of the national
park, living tree biomass has increased by 40% due to
reduced harvesting. These changes improved the quan-
tity and quality of bark beetle habitat. The recently
observed climate changes, as described below, further
help to explain this phenomenon. They show contrast-
ing effects on the vitality of spruce and the dynamics
of bark beetle population:

1. The winter storms of 1990, followed by some mod-
erate storms and snow damage (1999, 2000, and
2006), were responsible for high numbers of fallen
and damaged trees, which served as initial breeding
habitats for the bark beetle epidemic.

2. The strong regional warming in April and May dur-
ing the last decades resulted in an earlier swarming
time of bark beetles (Fig. 23.5).

3. The strong warming during the entire summer sea-
son extended the breeding season of the bark beetle
and favoured reproductive success, while mortality
due to wet and cold weather conditions decreased
(Fig. 23.5).

4. Extraordinarily warm and dry summers (1992,
1995, 1998, and 2003) have weakened the vitality
of the spruce.

5. The number of years with flowering and fruit-
ing of spruce increased significantly compared to
the 1953–1988 period. This has probably been
supported by recovery from airborne acidification.
But the high carbon costs of reproduction may
have weakened the power of resistance against
pathogens.
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6. The deposition of air pollutants in the region’s
forests decreased significantly during the last 15
years (Fig. 23.6). Consequently, the yellowing of
spruce needles that was attributed to acidifying
gases has disappeared to a large extent. Therefore,
one may argue that air pollutants have become less
important in impairing tree vitality.

7. Results of project-related research have demon-
strated that, according to current knowledge, antag-
onists, intraspecific competition, and endogenous
factors have no significant influence on the popu-
lation dynamics of the spruce bark beetle.

In summary, weather conditions and climate trends
that favour the growth of the bark beetle population are
harmful to the population of spruce, which in turn, is
adapted to cool and moist conditions.

23.3.3 The Influence of the Spruce Bark
Beetle on the Ecosystem

23.3.3.1 Element Fluxes

Stand Level

The effects of bark beetle infestation can be studied
in spruce stand F1 (about 110 years old). In 1995, the
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Fig. 23.6 Total deposition of inorganic nitrogen and sulphur
(SO4–S) on beech stand B1 Schachtenau

timber volume over bark was 998 m3 ha−1 and the vol-
ume growth increment was 16 m3 ha a−1 (1990–1995).
Beech in the third tree layer (n = 240) contributed
about 28 m3 ha−1 to the total stock volume.

Nitrogen in the stand biomass amounted to 1,303 kg
N ha−1, but 89% of the total nitrogen pool is stored
in the soil (10,524 kg N ha−1), predominantly in the
upper mineral soil layers (0–40 cm depth). The poten-
tial net mineralisation of organic N was estimated to
about 200 kg N ha−1 a−1.

From June 1996 to autumn 1997, more than 99%
of the spruce died after a bark beetle attack. By 1999,
most of the dead, standing trees had already fallen or
broken.

This insect pest has caused dramatic changes in
the stand’s structure, the micro-climatic conditions,
and the relationships between producers and decom-
posers. Nutrient losses into the groundwater have been
induced, and the ecosystem’s nutrient pools have been
affected.

Changes in the Balance of Nitrogen

Within 2 months after the bark beetle attack, N concen-
trations began to increase in the organic layer. Between
1997 and 2000, maximum concentrations in seepage
water were 21, 43, and 28 mg l−1 at 0, 40, and 100 cm
depth, respectively.

Between 1992 and 1996, there was an output of
5 ± 2 kg N ha−1 a−1 through seepage water, while net
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retention in this spruce ecosystem was 10 kg ha−1 a−1

(Fig. 23.7). After the bark beetle attack in 1996, N
losses increased rapidly to more than 200 kg ha−1a−1

in 1998 and then decreased until 2002 (9 kg ha−1 a−1).
Within these 6 years of excess mineralisation, N losses
added up to more than 500 kg ha−1. In contrast, the
breakdown of canopy structures minimised intercep-
tion gains of aerosols and thus the deposition of N
to 11 ± 2 kg N ha−1 a−1, which equals the rate of wet
deposition. These additional losses, exceeding the pre-
vious ‘normal’ export of nitrate, summed up to 494 kg
N ha−1 (1997–2002), which amounts to about 38% of
the N pool in stand biomass and to about 4% of the
ecosystem’s total reserves.

Changes of Nutritional Base Cations

This 6-year period of excess mineralisation also
demonstrated a dramatic increase in losses of nutri-
tional base cations. Mean output rates were 6.4 (K + ),
13.6 (Ca2 + ) and 7.3 kg ha−1 a−1(Mg2 + ), which is
two times (Ca2 + ) and three times (K + , Mg2 + ) higher
than it was before the die-back. In order to demonstrate
the relevance of these quantities for the nutrition of
the following tree generation, the difference in nutri-
ent losses after (1997–2002) and before (1992–1996)
the die-back was related to pools available to plants
in this system, i.e., the total contents in stand biomass
and exchangeable contents in the fine earth fraction of
the soil. As shown in Fig. 23.8, K+ and Ca2+ losses
were small (2 and 4%, respectively), while Mg2+ losses
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Fig. 23.8 Bark beetle-induced losses of base cations via seep-
age water (% of available pool) in comparison with their export
via hypothetical harvest at spruce plot F1

amounted to 12% of the system’s reserves, of which
the soil comprises only one third.

However, these losses via seepage appear small in
comparison to the nutrient export by a hypothetical
harvest: harvesting of timber would reduce the pool
available to plants by only 16% (K+), 22% (Mg2+), and
21% (Ca2+). With timber over bark, 23% (K+), 33%
(Mg2+), and 48% (Ca2+) would be removed. Thus, the
seepage losses presented above probably do not affect
the nutrient supply of the regenerating stand. And,
without removal by harvest, additional nutrients will
be available from slowly decomposing stand biomass.
In managed forests, at sites with similar or even poorer
fertility, nutrient losses via seepage of a similar order
have to be kept in mind in addition to the removal by
harvest, for example, after large-scale storm damage.

Catchment Level

Groundwater and runoff reflect the effects and inter-
actions of changes in deposition load and of altered
biochemical processes triggered by the spruce die-
back.

Between 1992 and 1998, mean annual runoff of
the Forellenbach amounted to 59 (± 3) % of the
annual precipitation (1,560 mm). Since 1999, when
dead spruce stands accounted for more than 25% of
the area, runoff has increased to 68 (± 4) % of the
1,660 mm annual precipitation. This is due to reduced
evapotranspiration losses from these sites, estimated
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at 630 (± 0.07) mm (1992–1998) and, subsequently,
at 530 (± 0.13) mm by the difference between pre-
cipitation and runoff. Additionally, maximum flood
discharge and mean groundwater table levels have
increased slightly (Klöcking et al., 2005).

Until 1997, NO−
3 concentrations in runoff water and

in groundwater showed a slight decrease, at least partly
as a response to decreasing N deposition. Parallel to
the shift in runoff ratio, NO−

3 concentrations in runoff
and in two out of three groundwater wells increased
to 7–8 mg l−1, indicating the import of highly con-
centrated soil water from disturbed spruce sites. The
lower elevation groundwater catchment is apparently
the most affected, since NO−

3 concentrations at this
hillside have the highest median (20 mg l−1) and the
highest maximum value (28 mg l−1). To date, the
threshold concentration for drinking water of 50 mg
l−1nitrate has not been reached. These findings are of
particular importance, because the adjoining munici-
palities acquire most of their drinking water supply
from inside the national park area.

The most important improvement of runoff water
chemistry is the reduction of episodic acidification dur-
ing high flood periods, especially during snow melt.
In the beginning of the 1990s, SO2−

4 concentrations
increased by about 2.5 mg l−1 as discharge increased
by one order of magnitude. Since 2000, the slope of the
concentration–discharge relation has fallen to below
1 mg l−1, indicating the reduction of sulphate pools
in the mineral soils, which had been built up during
the decades of high immission loads (Fries & Beudert,
2007).

23.3.3.2 Forest Development

Impact on Forest Structures

Windthrows and bark beetle infestation have caused
drastic changes in this formerly largely managed for-
est area. While the wood biomass within the park had
steadily increased between 1979 and 1991 from 301
to 416 m3 ha−1, this was followed by a drastic reduc-
tion to 302 m3 ha−1 by the year 2002. The distribution
of stem biomass (58% living, 29% dead standing, and
13% dead lying) is now (since 2002) more similar to
the distribution in virgin forests. In 1991, 20 years
after the establishment of the national park, dead trees
accounted for less than 10% of total biomass (456 m3

ha−1).

Furthermore, the tree species composition, espe-
cially in living stands above age 100, which had
declined from 6,405 to 3,680 ha, has changed signif-
icantly. While spruce decreased from 71.5 to 44.6%
of the total tree number, beech increased from 22.9
to 45.3%, and fir increased from 4.3 to 8.1%. In the
deadwood areas, spruce is the most common species,
comprising 75% of the total. The pioneer tree species,
especially Mountain ash, make up 14%. Beech com-
prise 9%; fir and the valuable hardwood species are
less important; they make up only 1.2% and 5%,
respectively.

Regeneration of the Mountain Spruce Forest

By 2005, about 91% of the natural spruce stands
at high elevations had died. Surveys on these sites
showed that the remaining spruce stands consist of
young trees (<55 years). However, many young spruce
trees also died after the bark beetle attacks, particu-
larly at stand edges. Few old spruce trees survived as
single trees or in small clusters. Although the number
of living trees remaining is relatively small, theoreti-
cal calculations indicated that their seeds could reach
at least 66% of the study area.

Because local people voiced their fear that there
might be no sufficient natural regeneration, invento-
ries were started in 1996. These inventories showed
a successful regeneration of tree species far beyond
expectation (Fig. 23.9). In 1991, an average of only
978 trees taller than 20 cm were found per hectare.
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By 2005, this number had significantly increased to
4,502 trees per hectare. If trees between 10 and 20 cm
in height are included, the total number of plants per
hectare equalled 5,240. Although the major share of
the younger trees is still too small to be proclaimed a
successful regeneration, the regeneration density cor-
responds to the target numbers for tree density in
managed lowland forests. In the light of these facts,
it would appear that the regeneration of high elevation
spruce stands is favoured by natural disturbances, such
as windthrow and insect pests.

Change in Plant Species Communities

The die-back of single spruce and spruce stands has
changed the environmental conditions and, thus, the
relative competitive power of the species in the under-
storey. Analysis of the 2002 forest inventory revealed
that the coverage of shrubs, grasses, and herbaceous
plants in bark beetle affected plots had increased by
20 and 6% on slope and high-elevation sites, respec-
tively, while the coverage on valley sites had decreased
by 11%. On slope sites, all groups of species had
benefited from the increase in available light after
the spruce die-off. The only species suffering a net
decrease in coverage were mosses. This was due to
losses in the valleys (−12%) and on higher elevation
sites (−15%). These specialists for low radiant inten-
sities under dense spruce cover cannot successfully
compete with species groups that are better adapted
to light. Especially dwarf shrubs and grasses were the
beneficiaries of the altered habitat conditions.

From 1990 to 2000, inventory plots in the
Forellenbach area, which were not yet influenced
by bark beetle infestation, showed no significant
changes in numbers, abundance, and coverage of non-
woody species. In contrast, abundance and coverage of
Vaccinium myrtillus, Rubus idaeus, Dryopteris carthu-
siana, Calamagrostis villosa, andEpilobium angusti-
folium have increased significantly on heavily affected
plots. Despite the fact that pioneer species could profit
from spruce die-back, the number of species character-
istic of old forest stands has not been diminished.

Despite the very high mineralisation rates at these
sites, species with high nitrogen demands could not
reach any level of importance. This is demonstrated
by the decreasing ELLENBERG N values. Apparently,
plant species that are already established possess

greater competitive strength. They are able to con-
vert the increased amounts of light and nutrients into
additional biomass and reproduce mainly by vegetative
means.

23.3.3.3 Species Diversity

Alterations in the Forest Ecosystems

The massive changes in the forest vegetation caused
by the spruce bark beetle naturally result in changes
in habitat conditions for many species. Important char-
acteristics of the new habitat conditions are the abun-
dance of deadwood, the reduced shading by trees, and
the related increase in biomass production on the for-
est floor. As a result, the microclimate of the area
becomes altered: temperatures, especially at ground
level, increase; precipitation and radiation increase,
relative humidity decreases.

Vascular plants react to such changes with increased
coverage and species richness, since species of the for-
est and species of clearings are then able to exist side
by side. The presence of blossoms increases; especially
berry-bearing plants are observed to blossom and fruit
more intensively.

Small mammals also profit from the dying of the
old forest stands and react with increased repro-
duction rates and population growth. An exemplary
investigation detected average densities of 26 ani-
mals per hectare in closed stands and 70 animals
per hectare in stands of deadwood in the same year.
It is noteworthy that, in contrast to cleared areas,
the original small mammal population did not col-
lapse; instead, forest species remained dominant. The
dominant species of these areas were Clethrionomys
glareolus, Apodemus flavicollis, and Sorex araneus.
In grassy areas, as opposed to closed forest, Microtus
agrestis was also found. The occurrence of additional
species was restricted to individuals of Muscardinus
avellanarius, Glis glis, and Sorex minutus (Huber,
2000).

In a monitoring area within the transition zone
between slope and high altitude, the total number of
bird species increased from 48 to 73. The population
density also increased over the years. This was inter-
rupted only by the population collapse immediately
after the die-off of the old stands, which is due to
the fact that deadwood stands without ground vege-
tation are unattractive for many bird species. Among
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the losers of the changes in habitat conditions are
the species of the tree crowns and seed eaters, such
as Loxia curvirostra, Regulus regulus, Parus ater,
and Parus cristatus, as well as Spinus spinus and
Pyrrhula pyrrhula. Among the winners are species
of the park-like landscapes and the forest steppe,
such as Prunella modularis, Parus major, Sylvia sp.,
Phylloscopus sp., Turdus merula, and Phoenicurus
phoenicurus (Scherzinger, 1999).

The results of entomological studies indicate that
the open areas become habitats for a large number of
thermophilic insect species. Relative species richness,
as well as the highest number of specialised species
(saproxylic beetles, true bugs, Diptera, Hymenoptera,
Lepidoptera, Heteroptera), were found in these dis-
turbed habitats; all of these species are missing in
closed forest systems. Comparative studies in the adja-
cent Šumavá National Park revealed that spruce forest
climax communities provide habitats for many relic
and endemic species of soil Collembola, which can
also be found in dead forests but are almost absent on
clearings.

Up to now, we have only some episodic knowledge
on the influence of the bark beetle on biodiversity,
but the recently started monitoring will give us new
insights into this exciting field. In conclusion, bark
beetles are considered as pest species in managed
forests. From an ecological point of view, however, Ips
typographus (L.) is a keystone species for biodiversity.
It assumes this role by killing trees and creating gaps
in forests and, thus, structural diversity.

Alterations in Aquatic Ecosystems

In response to hydrochemical recovery, the size of
the brown trout population has increased markedly
since 2000. In addition, fish biomass has become at
least twice as high as before (Fig. 23.10). The biogeo-
chemical effects of spruce die-back seem to interact
positively with recovery from airborne acidification:
input of litter, increased radiation and water temper-
ature, increased NO3

−, and (to a smaller extent) base
cation concentrations have all helped to significantly
increase the food supply for fish.

The recovery of the fish populations has, in turn,
had a positive effect on the otter. While in the 1970s
and 1980s, otters could only be detected sporadically
in the lower elevations of the national park, recent sur-
veys indicate that, since 2004, otters have come to
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settle all streams up to an altitude of 1,000 m a.s.l.
The importance of the recovering fish stock for the
otter population is being confirmed through nutrient
analysis. While in the 2004 surveys, otter scat con-
tained 91.5% fish remains and only 8.5% remains of
amphibians and small mammals, the percentage of
fish remains in the 1970s was only less than 50%
(Hodl-Rohn & Becker, 1978).

23.3.3.4 Human Dimensions

In the cultural landscape of Central Europe, develop-
ments in the forests that are not human induced and
that are supported by the willingness to forgo inter-
vention after such events as windthrow, snow damage,
and bark beetle calamities lead to completely unaccus-
tomed images and viewpoints. The large area covered
with deadwood often comes as a shock to local people
and tourists alike. Depending on their personal per-
ception, understanding of nature, life experiences, and
character, people who are confronted with this scene
will react differently. They may reflect on the experi-
ence within their own minds or more openly express
their feelings and opinions. In the Bavarian Forest,
people have even formed supportive societies to organ-
ise public activities on occasion, in which they express
their rejection or support for the national park princi-
ple: ‘let nature be’. The existence of national parks,
which in Germany are exclusively an institution of the
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federal state, is dependent on the political decision-
making process of a democratically elected govern-
ment. A large protected area, such as the Bavarian
Forest National Park, which according to the IUCN
guidelines (1994) also has the goal to protect natu-
ral processes, is especially dependent in the long-term
on the ability of the regional population, as well as
tourists, to develop a basic understanding of the natu-
ral process of forest regeneration and to accept the idea
as a majority. Acceptance at the local level is also pro-
moted when the protected area is attractive for tourists
and correspondingly serves to strengthen the regional
economy. Therefore, in the sense of a management-
directed research approach, socio-economic studies
and acceptance analyses have been carried out every
several years since the 1970s. The respective results
of these resident and visitor monitoring programs
serve especially to test and, if necessary, adapt public
relations activities, information, and education-related
work. Especially noteworthy are the investigations of
Kleinhenz (1982) on the importance of the national
park for the tourism industry and the studies of Rentsch
(1986) on acceptance, in which it was found that the
acceptance of the national park increases with increas-
ing distance from it. After the greatest increase in the
spruce bark beetle infestation two acceptance analy-
ses among tourists were performed (Suda & Pauli,
1998; Suda, Beck, & Zormaier, 2000; Suda & Feicht,
2002). Both came to the conclusion that the occurrence
of deadwood over larger areas would not discour-
age guests from a future visit to the national park.
On the contrary, of 600 visitors surveyed in 2001,
73% completely agreed with the national park state-
ment: ‘Let nature be’ and 16% agreed somewhat. Only
6% of the questioned vacationers fluctuated between
agreement and disagreement; 3% tended more towards
non-acceptance, and only 1% could not accept the
statement at all. Large changes in the natural charac-
teristics and infrastructure of the national park made
it necessary to perform a new survey of the regional
economy and acceptance situation. After expansion of
the national park (1997) and opening of the ‘House of
the Wilderness’ (Haus zur Wildnis) in August 2006,
the University of Munich began an investigation of the
regional economic effects of the national park in the
Bavarian–Czech border area.

This produced interesting results in regard to opin-
ions on the mass reproduction of the spruce bark
beetle: while 32.5% of the local tourism businesses

completely agreed with the statement ‘the bark bee-
tle development in the national park is detrimental to
tourism’, only 3.3% of the visitors to the region were
of the same opinion. This reveals the high degree of
scepticism harboured by the local population towards
the national park. The study found that, from an eco-
nomic view, the advantages to the region can more than
be compensated for by the costs of the establishment
of the park. Government expenditures for the national
park amount to more than 12 million C per year. The
national park administration directly employs 200 peo-
ple and provides indirectly for the equivalent of 939
additional full-time jobs in the tourism industry. Each
Euro invested in the national park by the government,
is more than doubled by the money spent privately by
the visitors. The amount of money spent by visitors
exceeds government funding by a factor of 1.31 (Job
et al., 2008). These figures illustrate how well economy
and ecology can be harmonised.

Since the results of ecosystem dynamics do not
always correspond to the human ideal of an intact
natural system, in which the individual components
exist in a harmonic state of equilibrium, we must
learn to accept the unaccustomed, natural changes
that occur within ecosystems. Apparently, this learn-
ing process has progressed more quickly among the
national park’s visitors than it has among the local
population. Knowledge of the great economic signif-
icance of the national park will help to increase local
acceptance of the protected area.

23.4 Cross-Border Co-operation

The Šumavá National Park (Bohemian Forest) encom-
passes an area of 69,030 ha and borders directly on the
Bavarian Forest National Park. After man and nature
in this area had been separated by the Iron Curtain for
decades, it has finally become possible to join together
to protect the threatened natural resources.

The years following the opening of the borders
showed the development of a close co-operation
between the two protected areas, which with a total of
93,280 ha, comprise the largest stringently protected
forest area in Central Europe. The border fence, which
had separated the regions, was removed, and gradu-
ally, natural development was able to proceed without
interference. The relationships between the people on
both sides of the border intensified as well. The two
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national park administrations played an important role
in the advancement of this process. For example, the
possibility for many people to visit the protected area
from both sides of the border and to cross the bor-
der as well was established. In addition, information
signs, displays, and brochures in both parks are bilin-
gual. Many environmental education programmes are
designed to reach citizens on both sides of the border.

Collaboration between the national park administra-
tions is supported by a common memorandum that was
signed by the respective ministers of the two nations
in 1999. At the core of this memorandum is the state-
ment that the two national parks are to be dedicated
to the realisation of the goals of national park crite-
ria according to the IUCN. This means that, in large
portions of the national parks, natural environmental
forces and the uninhibited dynamics of natural com-
munities will be permitted to develop undisturbed by
human intervention.

To achieve these goals, intense co-operation in the
fields of research, environmental protection, manage-
ment, public relations, and education is required. For
this purpose, the memorandum designated individual
task groups, each of which includes German and Czech
representatives. The first step involved an exchange of
information and data and the opportunity to become
acquainted with one another in advance of the reg-
ular meetings. An important goal is the compilation
of cross-border information on endangered species,
which are used as a basis for the common institution of
necessary protective measures. One of the main prob-
lems in this process was the language barrier, since
only few task group members were able to speak the
language of the other country. For this reason, the
meetings were initially conducted in the presence of
an interpreter. However, this soon proved to be tedious
and non-conducive towards the goal of true and close
collaboration. The use of English as a working lan-
guage has quickly helped to allay these problems,
especially in regard to research.

A good example for cross-border collaboration is
the designation of ‘natural zones’, in which natural
processes are allowed to take their course over large
areas. The results of the research in both national parks
are prepared for presentation to the general public. The
experiences from the park on the German side of the
border, which was described in this chapter and which
is 21 years older, were applied for public relations
work in the Šumavá National Park. As a result, it was

possible to gradually increase the size of the ‘natural
zone’. The results of research on the influence of the
spruce bark beetle on forest development and the water
balance played a significant role in this respect.

Close collaboration was especially important in
regard to the bark beetle problem. This involved co-
ordination for the designation of the central zones
in both national parks. After the storm catastrophe
‘Kyrill’ in 2007, the two administrations worked
in close co-operation. Cross-border agreements were
drawn up to determine the areas in which the
windthrow was not to be processed. In this way, each
administration was able to count on the support of
the other. As a result, they were able to argue for the
designation of the largest ‘natural zones’ possible.

There are, however, some problems with the collab-
oration. These are often due to the specific inventory
systems, which are based on traditionally different and,
sometimes, specific national methods. Forest inven-
tories, for example, are based on different standards,
which are difficult to reconcile. By working together
on projects supported by the European Union, some
of these problems could be resolved. Data compila-
tion and evaluation could be harmonised. Instead of
performing forest inventories using each nation’s con-
ventional methods, a uniform remote sensing method
was employed in the territories of both countries. In
addition, a common survey of habitat types, according
to criteria of the European Union, was harmonised for
use on both sides of the border.

In the course of the past several years, conscious-
ness for the shared responsibility of the two national
park administrations for this unique Central European
forest ecosystem has increased. With the introduction
of the newly coined term ‘Greater Bohemian Forest
Ecosystem’, it has been made clear that this protected
area can only be preserved through international co-
operation and the inclusion of the people who live in
the area.
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Chapter 24

Turning Long-Term Monitoring into Policy – Using
the National Park Schleswig-Holstein Wadden Sea
as an Example

Britta Diederichs

Abstract Environmental monitoring in its broadest
sense aims at determining the quality and extent of
human influence on the environment and to record
long-term changes (Kellermann & Riethmüller, 1998).
It can provide a basis for political actions; how-
ever, the influence of monitoring on political deci-
sions has been controversial (see, e.g., de Jong,
2006).

Using the protection of the National Park Schleswig-
Holstein Wadden Sea as a best practice example,
this chapter shows the strength of long-term monitor-
ing data as a solid basis for conservation concepts.
Along with an efficient organisational structure – i.e.
in the frame of the trilateral cooperation between the
Netherlands, Denmark and Germany for the protec-
tion of the Wadden Sea as a whole – monitoring
is able to influence or even induce political deci-
sions. A number of achievements of the trilateral
cooperation are presented. Future challenges, which
will arise from the implementation of EU directives
and international conventions like the Convention on
Biological Diversity (CBD), are discussed with a
focus on the role of monitoring data within such
processes.

Keywords National Park · Monitoring · Data manage-
ment · TMAP · Schleswig-Holstein
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24.1 Monitoring and Research – A
Decisive Prerequisite for the
Protection of the Wadden Sea

Due to its particular natural qualities, the Wadden Sea
of Schleswig-Holstein was declared a National Park in
October 1985. The National Park Act passed by the
state parliament aims at protecting natural processes.
The National Park Act states that ‘Natural processes
shall be permitted to take place as unimpeded as possi-
ble. The National Park shall be conserved as a habitat
for the plant and animal species that occur in it natu-
rally, as well as for the relationships occurring between
such species and their habitats. Nature in its entirety,
including its natural development, and including all
plants, animals and ecosystems, has a value in and of
itself and must be protected as such.’ However, the
Wadden Sea is also an area where people live, work
and recreate. The mainland areas and islands have been
inhabited for centuries, and humans have been working
as farmers, fishermen and lately as hosts for tourists.
The National Park Act therefore also mandates that
‘Unreasonable impairments of the interests and tradi-
tional uses of the local population shall be avoided. All
usage interests shall be fairly balanced with the protec-
tion purpose in general, and shall be fairly balanced in
individual cases.’

The development of sound concepts for nature
conservation and for environmentally friendly uses
in the National Park in Schleswig-Holstein is there-
fore necessary to enable this balance of interest. Up
to now these concepts have been developed under
the auspices of the National Park Administration
and are based on the results from monitoring and
research programmes. The ‘Integrated Report on
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Ecosystem Research Schleswig-Holstein Wadden Sea’
summarises the results from a large-scale research
project from 1989 to 1995 and still serves in addi-
tion to ongoing monitoring programmes and spe-
cific research projects as a basis for conservation
concepts and thus management of the protected
area.

The need for monitoring and research data as a
basis for nature conservation concepts does not only
exist in Schleswig-Holstein but in the whole Wadden
Sea area. As early as in the beginning of the 1970s
environmental scientists stated that the ecosystem
of the Wadden Sea cannot be divided according to
national borders. The Wadden Sea is, from an eco-
logical point of view, one coherent system. Since
1978, the Netherlands, Denmark and Germany have
been working together on the protection and con-
servation of the Wadden Sea, covering management,
monitoring and research, as well as political mat-
ters. In 1994 the Trilateral Monitoring and Assessment
Program (TMAP) was established ‘to continuously
evaluate the ecological state of the Wadden Sea as
a whole, in order to be able to decide on relevant
trilateral policy measures’ and ‘to assess the status
of implementation of the ecological targets’ (TMAG,
2000).

These ecological targets cover typical Wadden Sea
habitats, species, water and sediments, as well as land-
scape and culture. The trilateral Wadden Sea Plan
(Cwss, 1997) states not only these targets but also
common principles and work programmes and pro-
vides a strategic focus for the management of the
area. This politically adopted target concept is a world-
wide unique approach to strategic management of
an international shared ecosystem (Moser & Brown,
2007).

24.2 Conservation of Birds
as an Example for the Trilateral
Procedure

The Wadden Sea ranks among the most important wet-
lands to migratory waterbirds in the world. Its vast
area of intertidal mudflats hosts numerous bird species
breeding in the tundra from arctic Canada in the west
to northern Siberia in the east. They use the Wadden

Sea either as a stop-over site between the arctic breed-
ing areas and the wintering areas in Africa or stay
in the area to winter or to moult (Koffijberg et al.,
2003). The safeguarding of high-tide roosts is one
of the most important tools for the conservation and
protection of birds in the Wadden Sea and has thus
been recorded as a target in the Wadden Sea Plan.
To achieve this target, trilateral projects and actions
are defined in the Wadden Sea Plan: ‘An inventory
of all important and potential roosting sites along the
coastline of each country, in conjunction with an eval-
uation of available knowledge on the necessity for
undisturbed roosting sites, in order to investigate the
possibilities for creating undisturbed roosting sites.’
For this purpose long-term monitoring data from tri-
laterally coordinated waterbird counts from the Joint
Monitoring and Assessment Program (TMAP) from
the period 1990 to 2000 were analysed for species
which highly depend on high-tide roosts (Koffijberg
et al., 2003). The report showed that apart from nat-
ural factors, the level of anthropogenic disturbance is
one of the most important factors determining numbers
observed at high-tide roosts. These disturbances put an
extra constraint on the birds’ narrow energetic balance
and tight time schedule for migration. Case studies
in several parts of the Wadden Sea point out that
recreational activities are the most important observed
sources of disturbance. Although more than 80% of the
high-tide roosts are located within protected areas, the
report shows that disturbance of roosting birds occurs
in all parts of the Wadden Sea.

Conflicts between waterbirds and recreational activ-
ities around the birds’ roosting sites are primarily
expected in May and in July–October due to the fact
that both peak in these periods. In order to reduce this
conflict Koffijberg et al. (2003) recommended that a
spatial and temporal zoning of recreational activities as
well as a convincing visitor information system should
be further developed.

The above can serve as an example of how monitor-
ing and research results can lead from the formulation
of a status quo (Wadden Sea as an important area)
over the identification of conflicts (recreational activi-
ties disturbing migratory birds at high-tide roost sites at
a certain time) to concrete recommendations. It shows
that measures (implementation of protected areas and
a visitor information system) and an assessment of
the outcome are necessary to adjust the actions for
protection.
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24.3 Structure of the Trilateral
Cooperation on the Protection
of the Wadden Sea

The Trilateral Governmental Conference (TGC) is the
highest decision-making body in the framework of the
cooperation. Ministerial conferences are held every
3–4 years. At the conferences the work of the last
years is reviewed, discussed and agreements for the
next period are adopted. The Quality Status Report
(QSR) provides an important basis for decisions at
the TGC. It gives a comprehensive overview of the
ecosystem, recent developments, the impact of human
activities, the implementation status of the ecologi-
cal targets formulated in the Wadden Sea Plan (Cwss,
1997) and the effects of the policies implemented by
the three Wadden Sea countries. Between the confer-
ences the work programme based on the Wadden Sea
Plan (Cwss, 1997) and the conference decisions are
organised, conducted and assessed by several hierar-
chically organised working groups of the cooperation
(Fig. 24.1). The Schleswig-Holstein National Park
Administration and the Ministry for Agriculture, the
Environment and Rural Areas (MLUR) are members
of several trilateral groups and are responsible for
implementing the agreed actions for the protection of
the Wadden Sea in Schleswig-Holstein.

As shown by an external evaluation report on the
Trilateral Wadden Sea Cooperation this way of coop-
eration and its organisational structure have been very
effective in meeting its original objective of a com-
prehensive protection of the Wadden Sea (Cwss, 1982;
Moser & Brown, 2007). The cooperation is perceived
(internationally as well as among its key stakeholders)
as an extremely successful, pioneering and world-
class model for the protection and management of
a transboundary ecological system of international
importance. Nevertheless, after 30 years of coopera-
tion the long-term vision, mission and strategy for the
cooperation, including programmatic and institutional
development, have to be refreshed.

24.4 Present Achievements
and Existing Threats

24.4.1 Milestones of the Trilateral
Cooperation

Today, almost the entire Wadden Sea area is com-
prehensively protected under national legislation and
the EU Natura 2000 network (Birds and Habitats
Directives), in addition to its international designations
as Ramsar Site, PSSA (Particularly Sensitive Sea Area)
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Fig. 24.1 Status quo of the organisational structure of the trilateral cooperation (Source: Reprinted with permission from Harald
Marencic, Common Wadden Sea Secretariat (CWSS), http://www.waddensea-secretariat.org)
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and UNESCO Biosphere Reserve (except Denmark).
The nomination for the Dutch–German Wadden Sea
as a Natural World Heritage Site has been submitted
to UNESCO in January 2008 (Cwss, 2008). The cur-
rent level of nature protection of the Wadden Sea could
not have been achieved without the work conducted
within the trilateral working groups. Some of the ben-
efits resulting from achievements in protection and
the established organisational structures are mentioned
below.

24.4.2 Benefit for the Environment
(Animals, Plants, Ecosystems)

Owing to the protection and the accompanying man-
agement activities a lot has been achieved for the
ecosystem as a whole and its inhabitants. Although
economic activities like commercial fishing and graz-
ing of salt marshes are allowed up to a certain degree
in huge parts of the Wadden Sea, in other parts natural
processes are almost undisturbed. Within the zero use
zone (3% of the National Park area) in the vicinity of
the island of Sylt all resource use (including fishing)
has been fully prohibited. Further offshore a cetacean
protection area (28%) was designated because of the
importance as a nursery area for harbour porpoises.
Within zone I, which includes the ecologically most
valuable areas (about 36% of the National Park area),
strict regulations apply including extensive restrictions
to public admittance. In general, any activity which
could cause destruction, damage or change to the pro-
tected area or any part thereof or that could lead
to lasting disturbance is prohibited. This means that,
e.g., hunting and cockle fishery are completely pro-
hibited within the National Park. The same holds for
the erection of wind turbines. All of these management
activities aim at protecting not only species and habi-
tats but natural processes in general. Benefits can also
be seen on a species level though. Prohibition of hunt-
ing in the Wadden Sea area (in the Netherlands in 1962,
in Lower Saxony in 1971, in Schleswig-Holstein in
1973 and in Denmark in 1977), e.g., was one precondi-
tion for the harbour seal population to increase. While
in the 1970s less than 5,000 individuals were counted
within the Wadden Sea, the population reached a maxi-
mum (since the official counting start) of about 20,250
individuals in 2008 (www.waddensea-secretariat.org).

Another example of a species, which benefits from
management activities in the Wadden Sea area, is
the barnacle goose. While the Russian-Baltic barnacle
goose population plummeted to a minimum of 10,000
individuals in the early 1950s due to hunting pressure
in Northern Europe and Siberia (Ganter et al., 1999),
the trilateral counts (results from 1992 to 2000) show
an increase to about 250,000 individuals resting solely
in the Wadden Sea area (Blew & Südbeck, 2005), with
a current further increase. Flensted (2008) suggests
that this population increase is partly due to a better
protection of this species and their roosting sites, e.g.
better feeding opportunities and fewer disturbances
also in the Wadden Sea.

24.4.3 Benefit for Tourists
and the Economy of the Region

The 14 million day trippers and 17 million overnight
stays recorded at the North Sea coast of Schleswig-
Holstein every year demonstrate the importance of
tourism for the National Park region. The Wadden Sea
has achieved a good reputation as a tourist destina-
tion and the National Park is increasingly used as a
brand for advertising within the tourist sector. A huge
variety of guided tours not only improves the service
to visitors but also strengthens the economy of the
region. During the last few years specially certificated
‘National Park Partners’ took over an important role
as multiplicators for the idea of the National Park. In
this way, nature protection and the strengthening of the
local economy can be furthered.

24.4.4 Benefit for Future Generations

Within the trilateral framework several Interreg or
other EU co-financed projects were implemented and
reports like the Quality Status Report (2004) and the
Policy Assessment Report (Cwss, 2006) were pub-
lished. Such projects improve and spread the knowl-
edge about ecological, economic and cultural connec-
tions of and in the Wadden Sea region. Initiatives
like the International Wadden Sea School transfer this
knowledge to the youth. This helps to preserve this
unique ecosystem for future generations.
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24.4.5 Benefit for a Better Exchange
of Views

Within the trilateral cooperation the Wadden Sea
Forum was established to compile a broad range
of stakeholders’ knowledge. Coastal protection and
nature protection work closer together than in for-
mer times. Nature conservation NGOs are irreplace-
able partners on the way to an adequately protected
Wadden Sea. Parallel to the bird management the
grown cooperation of stakeholders becomes appar-
ent in various ways, e.g. in November 2008 at an
international workshop on goose management. The
workshop was attended by some 30 representatives
from science, agriculture, nature conservation soci-
eties, hunters and responsible authorities to discuss
best practice solutions for handling geese grazing on
farmland. We learned that problems like these can only
be addressed adequately through the cooperation of all
partners.

Networks like LTER-D function as impor-
tant platforms bringing together scientists and
administrators as well as governmental and non-
governmental authorities. These transboundary
networks will gain more importance in the future
as they will further improve the understanding of
observed changes within the Wadden Sea which is
an important prerequisite for the protection of this
area.

24.4.6 Threats

Human activities and external threats like oil exploita-
tion, military tests, fishery, hazardous substances
and nutrients, sea level rise and several planned
construction activities like power cables for wind
farms, river deepening and flood barrages could still
pose a threat to this valuable area in Schleswig-
Holstein.

In some cases monitoring data can clearly show
changes in the population size of a specific species.
In order to gain more knowledge on the causal fac-
tors which govern population trends in the Wadden
Sea area, a strong cooperation of national park agen-
cies with universities and other research institutes is
urgently needed.

24.5 Topical Challenges

24.5.1 EU Directives (HD, WFD)
and Adaption of the Monitoring
and Assessment Programme

The implementation of the Water Framework Directive
(WFD), becoming operative in 2000, had not only con-
sequences for the European environmental policy but
also direct consequences for monitoring and manage-
ment in the Wadden Sea. Overall the directive aims
at protecting all waters (including surface and ground
waters) in a holistic way and at achieving a good
ecological status by the year 2015. For that matter
monitoring is an important instrument (as is also the
case within the trilateral cooperation for the protec-
tion of the Wadden Sea) and is therefore mandatory.
Monitoring programmes are required to establish a
coherent and comprehensive overview of the status of
water bodies (surveillance monitoring). If the moni-
toring results reveal moderate or even worse, water
quality measures have to be taken for improvement.
The success of the measures has to be controlled by a
so-called operational monitoring. This is a good exam-
ple of how monitoring is used as an instrument for
nature policy at the EU level.

The same is true for the Habitats Directive (HD)
and the Birds Directive (BD). For both directives long-
term monitoring data provided a fundamental basis for
the designation of protected areas like the ‘Ramsar
Site Schleswig-Holstein Wadden Sea and adjoining
coastal areas’ as well as the HD site at the Schleswig-
Holstein North Sea coast ‘National Park Schleswig-
Holstein Wadden Sea and adjoining coastal areas’.
Moreover monitoring is required to determine whether
a ‘Favourable Conservation Status’ is achieved or man-
agement measures have to be carried out.

Following the EU directives, the establishment of
a sufficient monitoring and assessment programme
in the Schleswig-Holstein part of the Wadden Sea
requires much less effort than in other regions due to
monitoring and reporting already conducted at a high
quality level not only in Schleswig-Holstein but in a
cooperative manner within the whole Wadden Sea area
(Fels, 2001; TMAG, 2001). As part of the trilateral
cooperation 25 parameters (like nutrients, contami-
nation in blue mussels, salt marshes, breeding and
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migratory birds, land use, eelgrass and weather) are
monitored (TMAP Common Package) and assessed,
spanning a broad range from physiological processes
over population development to changes in landscape
and morphology, to get a holistic view of the status
of the Wadden Sea. Analyses showed that the exist-
ing TMAP Common Package covers the monitoring
requirements under the EU directives to a large extent,
e.g. information on the main relevant quality elements
of the WFD, or information on Annex I species of the
Birds Directive, but can offer only limited informa-
tion on subtidal habitats and fish communities (TMAG,
1997, 2001). For instance, new monitoring strate-
gies have to be developed for subtidal habitats. Also,
‘breeding success’ is proposed to be included in the
revised TMAP as a new parameter to assess the target
of a ‘natural breeding success’. This ‘early warning’
aspect will complement the existing bird monitor-
ing programme and will thus allow for a better and
integrated assessment of the status of breeding bird
populations. But despite this the existing monitoring

programmes already comply with the requirements of
the EU directives and other international agreements to
a large extent.

Quantitative aspects for the assessment required by
the WFD do not exist in the Wadden Sea Plan so
far. Therefore several trilateral ad hoc groups started
their work in 2005 in order to develop quantitative
assessment tools. These assessment tools rely on sound
long-term monitoring data. Two examples of assess-
ment tools developed by the trilateral working groups
are presented below.

As eelgrass is a biological quality component of
the WFD as well as an integral component of habitat
type mudflats of the HD, great efforts have been made
to elaborate a first classification of the actual water
quality for the Schleswig-Holstein Wadden Sea on the
basis of existing long-term data on the development of
eelgrass (Figs. 24.2 and 24.3) (Schanz & Reise, 2007).

The trilateral bird expert group developed an alert
system for bird population changes. This helps to
detect threats as early as possible. The first evaluation

Fig. 24.2 Eelgrass
distribution in the North
Frisian Wadden Sea (Source:
Reise, 2008, map source:
LKN – National Park
Administration, edited by
Diederichs) – a basis for
assessment in terms of WFD
and HD
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Fig. 24.3 Area [km2] of
seagrass beds (>20%
coverage) recorded by aerial
surveys in the North Frisian
Wadden Sea in August
1994–2006 (Source: Reise &
Kohlus, 2007, edited by
Diederichs)

of migratory bird data gathered in the period of
1980–2000 in the framework of TMAP alerted the
scientists. Of the 34 species, for which the Wadden
Sea is an essential stepping stone on their migration
route, about 40% showed significant declining trends.
After analysing the newest data a slight improvement
of the situation was observed. But negative trends
were still detected for a few species, amongst which
are those feeding on mussels such as the oyster-
catcher (Reineking & Südbeck, 2007). Alarmed by
these results the National Park Administration of the
Lower Saxony Wadden Sea, the Common Wadden
Sea Secretariat and the Institute of Avian Research
‘Vogelwarte Helgoland’, Wilhelmshaven organised an
international workshop in Wilhelmshaven, Germany,
in August 2006 to discuss causes and consequences
of seriously declining trends in migratory waterbirds
in the Wadden Sea as well as to formulate future
ecological research needs and necessary management
measures (Reineking & Südbeck, 2007). This example
shows both the need for long-term monitoring data and
for new analysis and assessment methods to judge pop-
ulation trends. As shown in Section 24.2 observations
are the first step on the way to concrete management
measures.

The development of such assessment tools is a big
challenge which is complicated by the fact that an
intercalibration with the management of freshwater
areas and their typical methods needs to be done. The
revision of the TMAP and the Wadden Sea Plan which
has already begun is thus necessary and will result in
a revised TMAP taking into account the requirements
not only of the EU directives (Birds, Habitats, Water

Framework) but also of the Trilateral Cooperation
(Wadden Sea Plan) and other international obligations
(e.g. OSPAR, CBD, CMS).

Despite these difficulties, the implementation of the
EU directives also has potential and offers advantages.
Schuchardt and Scholle (2007) underline the potential
of precise WFD targets and their surveillance as an
important benefit for a holistic ecological assessment
of the Wadden Sea in the context of the Quality Status
Report. Using 29 ecological targets for 12 issues the
assessment within the scope of the QSR 2004 already
gives a holistic view of the ecological status of the
Wadden Sea. In some cases target evaluation was not
possible due to the lack of proper data and quantita-
tive criteria though. These shortcomings have to be
amended in the TMAP revision.

24.5.2 Data Handling Requirements
by EU Directives – A Modern Data
Information System – Essential
for Effective Data Transfer

Not only has the implementation of the WFD and
other EU directives like INSPIRE (Infrastructure for
Spatial Information in the European Community, EU
directive 2007/2/EC) raised the standard for moni-
toring and assessment, but also new needs for data
handling have been added. Granting an efficient data
and information transfer between the participant stake-
holders of the WFD is one of the greatest challenges.
Moreover the development of a digital reporting sys-
tem corresponding to EU guidelines is required to
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Navigation Data selection Presentation

Fig. 24.4 Screenshot of the National Park database – front
end disy Cadenza. Left: Navigation of available data. Middle:
Criteria-based data selection (selection of time, location, etc.).

Right: Presentation of selected data in form of maps, charts or
diagrams

allow data access to decision-makers as well as to
the public. Only in this way a close cooperation with
local stakeholders and participation of organisations is
guaranteed.

To fulfil the reporting requirements the National
Park Administration decided to implement the report-
ing software Cadenza in 2006. This software provides
a wide range of functionalities including interactive
design features for table assessments, diagrams and
map presentations (Fig. 24.4). The system allows
experts to prepare information and assessments by
grouping them into tasks and providing decision-
makers, specialists and occasional users with relevant
information via intranet and Internet. A test phase
showed that this tool is able to fulfil the above-
mentioned challenges. We suppose that a successful
implementation of Cadenza will make a considerable
contribution to the political decision-making process
based on monitoring data.

24.5.3 EU Directives and Management
Difficulties – Process Protection
Versus Species Protection – How
to Find Priorities?

At the 1992 Earth Summit in Rio de Janeiro world
leaders agreed on a comprehensive strategy for
‘sustainable development’. The goal is to meet our

needs while ensuring that we leave a healthy and
viable world for future generations. One of the key
agreements adopted at Rio was the Convention on
Biological Diversity (CBD).

The CBD obliges the member states to develop
national strategies, plans and programmes for the
maintenance and sustainable use of biological diversity
or to adjust existing strategies to conserve the bio-
logical diversity. In Germany it is expected that the
network of Natura 2000 sites – of which the Wadden
Sea Area is part – will contribute the biggest share
to the country’s obligations for the maintenance of
biological diversity.

Though in general the EU Habitats Directive, the
National Park law and the Convention on Biological
Diversity aim at the same – i.e. biological diversity –
the implementation and management of protected sites
in line with the above-mentioned directives and law
causes priority conflicts. Management in National
Parks in Germany follows the principle ‘let nature
on its own devices’. Human impacts have to be min-
imised. To maintain a favourable conservation status
of a single species as required under Natura 2000 this
might not always be enough and actions then have
to be taken. In some cases endangered species might
be protected without disturbing natural processes (e.g.
by identifying protection zones for rare bird species
breeding on beaches). In other cases other solutions
have to be found though. For instance, a reduced
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number and area of sandbanks due to sea level rise
might in the future cause problems for birds breeding
in this habitat (e.g. Little tern). The creation of artifi-
cial sandbanks might be beneficial for the protection
of those species. This action would be in contradic-
tion to the hands-off principle though. In this case two
goals, namely species and process protection compete
and managers have to decide on the best solution in
each case.

We should keep in mind though that in general
‘Ecosystem functioning and resilience depends on a
dynamic relationship within species, among species
and between species and their abiotic environment
as well as physical and chemical interactions within
the environment. The conservation of these interac-
tions and processes is of greater significance for the
long-term maintenance of biological diversity than
simple protection of species’ (Malawi Principle 5,
UNEP, 1998).

24.6 Conclusions

The protection of the Wadden Sea on an interna-
tional cross-border level shows that several steps have
to be taken to save or even improve the status of
this unique ecosystem. Monitoring and research along
with an efficient data handling system are needed to
enhance the knowledge about species, habitats and
processes. Assessment based on monitoring data and
research leads to recommendations for a better man-
agement. Agreements at the Trilateral Governmental
Conferences and good public relations assure the
implementation of these recommendations and the
public acceptance. The chapter shows that managing
the transboundary Wadden Sea area adequately also
means to face new challenges like implementing the
EU directives and a functioning data handling system
on the national and international level.

The evaluation of the Trilateral Cooperation in
2007 has shown that the existing organisational struc-
tures are very effective in meeting the Trilateral
Cooperation’s original objective from 1982 of a com-
prehensive protection of the Wadden Sea. Many
aspects of its work like the politically adopted targets
and the Wadden Sea Plan are world-class in quality
(Moser & Brown, 2007). Nevertheless, after 30 years
Moser and Brown (2007) recommend some changes

and adaptions, e.g. revision of the definition and
refreshment of the long-term vision, mission and strat-
egy of the cooperation, including both programmatic
and institutional development. If the implementation of
these recommendations succeeds the cooperation will
continue to be one of the leading global models for
transboundary protected area management. However,
in order to improve the ecological status of the Wadden
Sea a lot still has to be done. The summary of the tar-
get evaluation of the QSR (2005) shows that only 4
out of 29 targets have been achieved yet. Another eight
targets have not been met, but show a positive devel-
opment. Partners and networks are urgently needed to
reach these targets.
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Chapter 25

Design and Importance of Multi-tiered Ecological
Monitoring Networks

K. Bruce Jones, Heye Bogena, Harry Vereecken, and Jake F. Weltzin

Abstract Multi-scaled ecological monitoring
networks offer significant potential to address a
wide range of challenging environmental problems.
Knowledge gained through these networks will be
critical in understanding, detecting, and forecasting
ecological changes that affect important ecological
services upon which society depends. The networks
will provide information necessary for societies to
adapt to broad-scale changes such as those associated
with land use, demographic, and climate change.
Several new multi-tiered monitoring programs are
being developed to evaluate ecological changes and
associated drivers of change at a range of spatial
and temporal scales. Additionally, existing ecolog-
ical monitoring programs, such as the Long-Term
Ecological Research (LTER) program, are attempting
to improve their capacities to extrapolate results
to larger spatial extents by developing a standard
set of measures or indicators and by facilitating
cooperation among scientists within and among the
various monitoring networks. Despite these attempts,
several issues remain in integrating existing moni-
toring programs. We discuss these issues and review
existing programs within a multi-tiered monitoring
framework that explicitly incorporates citizen-based
monitoring. Direct involvement of the public is seen
as a critical element in expanding and maintaining
existing and new ecological monitoring networks. We
provide examples of two emerging ecological moni-
toring networks, the Terrestrial Observatory Network

K.B. Jones (�)
U.S. Geological Survey, 12201 Sunrise Valley Drive, Reston,
VA, USA
e-mail: kbjones@usgs.gov

(TERENO) and the USA National Phenology Network
(USA-NPN), to convey some of the complexities and
challenges confronting the design and implementation
of multi-tiered ecological monitoring networks.

Keywords Ecological monitoring · Multi-tiered mon-
itoring networks · Monitoring design · Ecological
indicators · Monitoring networks

25.1 Introduction

The 20th century has witnessed an unprecedented
influence of humankind on fundamental environmen-
tal and physical processes that sustain life on earth
(EEA, 2004; McCarthy, Canziani, Leary, Dokken, &
White, 2001). Through modifications of the earth’s sur-
face and global biogeochemical cycles, humankind has
increased the pace and amount of productive ecosys-
tems lost to desertification processes, reduced avail-
ability and reliability of clean and abundant sources
of water and food, increased risks to natural hazards
such as floods and fires, and increased disease and
exposure to harmful chemicals through environmen-
tal modifications and release of harmful chemicals into
the environment (Houghton, 1994; Ojima, Galvin, &
Turner, 1994; Bellamy et al., 2005; Young & Harris,
2005). We are also starting to observe broad-scale
ecological impacts of global climate change, includ-
ing changes in the timing of ecological processes
(Westerling, Hidalgo, Cayan, & Swetnam, 2006) and
decline of widely distributed species such as the polar
bear (Stirling & Derocher, 2007). The specific human
influences and drivers of these observed changes
are complex and multi-scaled in nature (Millennium
Ecosystem Assessment, 2005).
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There has been an increased recognition of the role
that multi-tiered, long-term ecological monitoring pro-
grams can play in understanding complex relationships
between humans and environment and in developing
policies and strategies to reduce impacts and secure a
more sustainable future (Parr, Sier, Battarbee, Mackay,
& Burgess, 2003). Multi-tiered monitoring is needed
to provide early warning and forecasting of potentially
irreversible conditions and trends in processes that
maintain important ecological services upon which
humankind depends (Clark et al., 2001). As such, it
is critical to understand scaling functions and complex
feedback loops and time lags, and how these func-
tions and relationships vary within and among different
biophysical and socio-ecological systems (Carpenter
et al., 2006). Multi-tiered ecological research and
monitoring frameworks also are needed to determine
relationships between natural and anthropogenic fac-
tors, and status and trends in fundamentally important
ecological processes (McDonald et al., 2002). Finally,
long-term ecological monitoring is needed to evalu-
ate alternative future management scenarios (Baker
et al., 2004) and to monitor ecological responses to
different environmental management prescriptions and
policies within an adaptive management framework
(Christensen et al., 1996; Bormann, Haynes, & Martin,
2007).

Comprehensive, multi-tiered monitoring programs
provide critical information needed in broad-scale,
periodic environmental assessments, such as European
environmental assessments (EEA, 2007a), the
Australian Report of the Environment (Beeton et al.,
2006), the US Environmental Protection Agency’s
Report on the Environment (EPA, 2003), the H. John
Heinz Center III State of the Nation’s Ecosystems
Report (Heinz, 2008), and the Millennium Ecosystem
Assessment (Millennium Ecosystem Assessment,
2005). However, most of these assessments have
concluded that current monitoring data and networks
are insufficient to address current and emerging
environmental problems.

Currently, we lack coordinated, multi-tiered ecolog-
ical monitoring networks on national scales, let alone
continental or global scales, to understand complex
ecological processes and upon which to base environ-
mental management and policy decisions. Moreover,
we lack coordinated monitoring programs that pro-
vide integrated data across multiple ecological systems
at appropriate temporal and spatial scales. Existing

research and monitoring networks tend to address
specific issues, and as a result, represent different
geographies, temporal and spatial scales, and attributes
of the environment (CENR, 1997). Moreover, a crit-
ical need exists to synthesize biophysical, ecolog-
ical, social, and economic information to increase
our understanding of the significance of interactions
among processes that affect ecological systems. New
developments in science and technology provide new
opportunities for collecting and organizing data that
could greatly expand our monitoring capabilities.

In this chapter, we discuss existing and emerging
ecological monitoring programs within the context of
a multi-tiered monitoring framework. We describe the
importance of each tier in the framework and synergy
gained through explicit linkages between tiers. We
also describe and discuss some of the challenges and
opportunities related to implementing and sustaining
long-term ecological monitoring, including ecological
indicators. Finally, we describe in more detail two con-
trasting networks, the multi-tiered network TERENO
and the four-tiered network USA-NPN.

25.2 Multi-tiered Ecological Monitoring

Ecological research and monitoring occur at scales
ranging from a few meters to vast areas across the
globe. Most in situ research and monitoring are limited
to specific areas for specific purposes, e.g., to under-
stand biogeochemical fluxes within a small watershed
(Lins, 1994). Ecological research is often limited in
scope and spatial extent, especially when it involves
experimental manipulation. In situ ecological moni-
toring beyond specific geographic areas is limited by
costs and consistency. However, many of our most
pressing questions and environmental challenges can
only be solved by understanding processes and inter-
relationships across many temporal and spatial scales.
As such, many recent reviews of existing monitor-
ing programs have stressed the need for multi-tiered
monitoring.

The Committee on the Environment and Natural
Resources has suggested implementation of a three-
tiered approach to ecological research and monitoring,
including a tier consisting of intensive research sites, a
tier consisting of a large number of widely distributed
in situ monitoring sites, and a tier consisting of spa-
tially extensive remote sensing data (Fig. 25.1, CENR,
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Fig. 25.1 The Committee on Natural Resources and the
Environment (CENR) multi-tiered monitoring framework
(CENR, 1997). The intensive research site tier includes pro-
grams such as the Long-Term Ecological Research (LTER)
program (Kratz et al., 2003), the spatially extensive in situ mon-
itoring tier programs such as the Forest Inventory and Analysis
(FIA) program (Bechtold et al., 2005), and the remote sensing
tier programs such as the National Land Cover Database (Homer
et al., 2004)

1997). Successful implementation of this kind of mon-
itoring system requires implementation of a core set
of similar or comparable measurements within each
tier, and measurements that can be linked quantita-
tively across tiers (CENR, 1997, see later discussion).
The USA National Phenology Network (USA-NPN),
a program launched in 2006, has added a fourth tier
into the multi-tiered network: a citizen-based program
intended to extend the spatial coverage of the broadly
distributed in situ monitoring network (Betancourt
et al., 2007). Similarly, a citizen-based monitoring
approach has been the foundation of the European
Phenology Network (van Vliet et al., 2003).

Multi-tiered research and monitoring programs
potentially provide benefits above and beyond benefits
derived from individual programs or tiers, including

– An understanding of important synchronies among
ecological characteristics and processes across
space and time, and analysis of changes in the
timing and synchrony of important biological, eco-
logical, and hydrologic relationships;

– Cross-scale analysis of ecologically important
attributes and processes and their relationships;

– Evaluation of cascading effects of natural and
anthropogenic drivers and stressors across scales, as

well as the magnitude of ecological change and lag
times;

– Detection and evaluation of ecological thresholds
and tipping points (for forecasting);

– Detection of surprises in ecological processes and
how they cascade across spatial and temporal
scales;

– Early warning of ecological process changes that
affect important ecological services;

– How scaling functions and importance of vari-
ables in predicting ecological conditions and
responses vary within and among biophysical
settings;

Below we discuss each of the four monitoring tiers
and give some examples of programs that represent
each tier. Characterization of existing monitoring pro-
grams into tiers is imperfect but serves the purpose of
describing each tier.

25.2.1 Description of Tiers

25.2.1.1 Intensive Research Sites

Intensive research sites are the foundation for eco-
logical research in multi-tiered monitoring networks.
Research is conducted at scales suitable for inten-
sive data collection on ecological processes (ranging
from a few square meters to the size of small water-
sheds), including fluxes and flows of biota, energy,
water, and materials and nutrients. Often, researchers
are involved with experimental manipulations or gra-
dient analysis to test hypotheses regarding ecologi-
cal state and process variables, and indicators (Gosz,
1992; Peterson & Waring, 1994; Müller, 1998; Dunne,
Saleska, Fischer, & Harte, 2004). Many of these
sites have relatively long-term data sets which per-
mit research on lag times, community interactions, and
cyclical phenomena in ecosystems. They also permit
analysis of thresholds or tipping points and horizontal
landscape interactions (e.g., surface flows and fluxes
of materials, nutrients, energy, and biota). Intensive
research sites also permit analysis of response of
ecosystems to human intervention and management.
Finally, they provide valuable information on species
traits and functions and on changes in soil, vegeta-
tion, and atmospheric interactions that cannot be mea-
sured over more extensive monitoring networks or via
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remote sensing. However, recent advances in remote
sensing and mapping of detailed biophysical data now
make it possible to extrapolate some functions and pro-
cesses over broader areas (Asner, Scurlock, & Hicke,
2003).

Most intensive research sites are not part of a
monitoring network per se. Typically, they are associ-
ated with federal science agencies, local conservation
programs, or universities and only have loose affilia-
tions to broader programs. However, several important
intensive research site networks provide important bio-
physical and ecological data over diverse landscapes.
Fluxnet is a global network of some 200 sites (42 coun-
tries) that are instrumented with sensors on towers that
measure fluxes of gases such as carbon and nitrogen,
as well as energy and water vapor (Falge et al., 2002).
Ameriflux is a regional network (Western Hemisphere
but mostly in the USA) of about 100 sites that measure
gas exchange, as well as expanded studies and moni-
toring of vegetation and canopy attributes (Hargrove,
Hoffman, & Law, 2003).

Perhaps the best-known intensive research site net-
work is the Long-Term Ecological Research (LTER)
program (Kratz, Deegan, Harmon, & Lauenroth,
2003). The US LTER Network is funded primarily
by the US National Science Foundation, and is com-
prised of 26 sites that represent different biophysical
settings and ecoregions (including two urban regions in
the states of Arizona and Maryland). The network was
established in 1980, although many of the sites added
at that time already had previous research and monitor-
ing activity, which provides an opportunity to extend
analyses back several decades. The variety and number
of biophysical and ecological attributes and processes
measured at these sites far exceeds those measured by
any other intensive research network, although there is
considerable variability in what is measured at LTER
sites. Despite being investigator driven, the network
has attained some measure of standardization and data
networking that has resulted in an understanding of
changes in ecosystem characteristics and processes at
regional scales (Rastetter et al., 2003). Extrapolation
of LTER research results to broader scales has been
facilitated by development of spatially extensive bio-
physical data and standardization of measurements.
Within Europe, several countries are developing LTER
networks, including Germany (LTER-D, http://www.
lter-d.ufz.de/). Additionally, an international LTER
program (ILTER, http://www.ilternet.edu/) consisting

of multi-country networks has been established in an
attempt to improve collaboration, data exchange, and
broader-scale experimental designs.

The National Ecological Observatory Network
(NEON, 2006) is a continental-scale research platform
for discovering and understanding the impacts of cli-
mate change, land-use change, and invasive species
on ecology (Senkowsky, 2003; Keller, Schimmel,
Hargrove, & Hoffman, 2008). It will consist of dis-
tributed sensor networks and experiments, linked by
advanced cyberinfrastructure to record and archive
ecological data over long time periods. Using stan-
dardized protocols, NEON will gather essential data
for developing the scientific understanding and theory
required to forecast and resolve ecological challenges
within the USA. It differs from the LTER program
in that it is being designed as a nationally linked
network with common measurement capacities and
research themes. Using a statistical analysis of eco-
climatic state variables and wind vectors, NEON has
divided the USA into 20 ecoclimate domains. Each
domain will host one fully instrumented NEON Core
Site located in a wildland area. Every NEON Core
Site will include a standard set of instruments to
collect biological, biophysical, biogeochemical, and
land-use and land-management data. NEON proposes
to implement a rapid deployment system to study sud-
den events on the landscape, such as wildfires, natural
catastrophes, disease outbreaks, or the emergence of
an invasive species. Finally, each domain will deploy
a set of moveable sites to provide the flexibility to
evaluate specific environmental gradients within each
ecoclimatic domain, and potentially, across the entire
network. NEON is in an early stage of development
and implementation.

Although these research networks have produced
valuable information on ecological processes, it is
difficult to extrapolate results to other biophysical set-
tings. This is because (1) there are a small number of
sites in each network, (2) there is seldom a core set of
ecological measurements across the networks (because
they are largely investigator driven), and (3) the sites
are typically selected opportunistically (rather than
based on a network sampling design). Linkage and/or
incorporation of these networks into a multi-tiered net-
work will depend on development and adoption of a
nested set of ecological measures and standards that
can be functionally related to each other (see later
discussion on TERENO).



25 Design and Importance of Multi-tiered Ecological Monitoring Networks 359

25.2.1.2 Spatially Extensive Science Monitoring
Networks

Spatially extensive in situ monitoring networks can
contribute substantially to an understanding of site
and landscape-scale ecological changes over broad
geographic areas, including regional, national, and
continental scales (McDonald et al., 2002; Bechtold
and Patterson, 2005; Paulsen, Stoddard, Holdsworth,
Mayio, & Tarquinio, 2006). These networks can be
used to develop ecological measures and models and
collect data on ecological and biophysical indicators
resulting from intensive site studies and broad-scale
gradient studies (Ator, Olsen, Pitchford, & Denver,
2003). Several networks co-locate stressors and
ecological measurements and indicators in an attempt
to relate observations of conditions and trends to the
types and magnitude of stressors. Spatially extensive
networks are also critically important in developing
and validating ecological, habitat, and biophysical
models within and among different biophysical set-
tings (Boyer et al., 2006; Donohue, McGarrigle, &
Mills, 2006; Phillips, Anderson, & Schapire, 2006;
Scott, Harvey, Alexander, & Schwarz, 2007), and in
facilitating broad-scale environmental assessments
(Hamilton, Miller, & Myers, 2004; Gilliom et al.,
2006; Paulsen et al., 2006). When the in situ site net-
work is spatially extensive and collects a standard set
of biophysical measurements, it is possible to develop
statistically based, multi-scaled models covering
broad geographic areas (Jones et al., 2001; Donohue
et al., 2006). Moreover, it is possible to explain how
environmental stressors (representing different scales)
change in their importance in explaining ecological
conditions within and among specific geographic areas
across broad regions (O’Connor et al., 1996; Jones
et al., 2006).

Examples of spatial extensive science networks
that collect ecological data (indicators) include
the US National Water-Quality Assessment Program
(NAWQA, Mueller & Sparh, 2006), the Environmental
Monitoring and Assessment Program (EMAP,
McDonald et al., 2002), the US National Wadeable
Stream Survey (Paulsen et al., 2006), the Forest
Inventory and Analysis Program (FIA, Bechtold
et al., 2005), the Countryside Survey (Haines-Young
et al., 2006), the National Inventory of Landscapes in
Sweden (NILS, Esseen, Glimskar, Stahl, & Sundquist,

2006), and the Irish Aquatic Monitoring Survey
(Donohue et al., 2006). All of these networks use
either random or stratified random survey designs.
Stratified random designs use biophysical and ecologi-
cal classifications as their primary strata. Additionally,
several spatially extensive networks provide biophysi-
cal and hydrologic information important in assessing
broad-scale ecological and environmental conditions.
For example, the USGS stream gage network consists
of more than 7300 sites used to measure stream and
river flow across the USA (Hester, Carsell, & Ford,
2006). The network provides real-time and archived
flow information (early 1900s to the present) that
contributes to flood prediction and warning (O’Connor
& Costa, 2004) and relationships between climate
variability and change and water availability (Cayan,
Redmond, & Riddle, 1999). Additionally, because of
its long history, the network permits an assessment of
how land-use and land cover changes have affected
hydrological and ecological processes (Jennings &
Jarnagin, 2002). Finally, spatially extensive climate
and weather networks provide valuable information to
interpret vegetation condition and changes over broad
regions (Schwartz, Reed, & White, 2002).

A primary limitation of these networks is that data
collection is limited to specific ecological themes
or ecosystems rather than multiple ecosystems. For
example, FIA focuses on forests, EMAP on sur-
face water, USGS-NAWQA on biologic parameters,
surface- and groundwater quality, and the USGS-
stream gage network on streamflow. During its early
days of development, EMAP attempted to sample
many US ecosystems (Messer, Linthurst, & Overton,
1991), but logistical issues and costs forced the pro-
gram to focus on surface waters, estuaries, and land-
scape composition and patterns (McDonald et al.,
2002). Additionally, because of costs, many of these
programs have had to scale back on the spatial
extent of their sampling networks (Hester et al., 2006)
and the number of sites resampled. This dramat-
ically decreases the ability to detect changes and
trends in ecological conditions over broad areas,
which is the primary stated goal of monitoring pro-
grams. Significant effort is needed to relate sampling
and/or experimental designs of monitoring networks
and to standardize data collection for a common set
of ecological metrics and indicators (Larsen et al.,
2007).
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25.2.1.3 Spatially Extensive Citizen Networks

Citizen monitoring networks have gained great
popularity and momentum over recent years. In
Australia, the Waterwatch program has established
more than 7,000 sites through collaboration with
states, catchment care groups, and local communi-
ties (Commonwealth of Australia, 2003). NatureWatch
is a citizen-based program in Canada that collects
data on both plants and animals (NatureWatch, 2007).
The European Phenology Network (van Vliet et al.,
2003) consists of 12 citizen-based networks in Europe
that collect data on both plant and animal phenology.
The GLOBE program (http://www.globe.gov) fosters
global and regional environmental awareness through
citizen science and education programs.

Most citizen monitoring networks involve relatively
simple measurements and observations on plants and
animals (e.g., date of first leaf production, emergence
of a species from hibernation, first appearance of a
migratory bird). Although simple, these data can pro-
vide valuable clues on how species and ecosystems are
responding to major environmental stressors, including
climate change and urbanization (Harvey, 2006). They
also provide three valuable services that may help sus-
tain and expand monitoring networks over time. First,
they provide education and awareness of environmen-
tal issues to people from all walks of life. Second, they
often involve participation by children and therefore
might help reverse or slow the trend of children being
disconnected from nature (Louv, 2005). Finally, when
people are involved in volunteer programs, and can
see how their involvement benefits our understanding
of and solutions to problems, they develop pride and
ownership in the programs. This leads to a greater like-
lihood of sustainability and growth of these types of
programs. Two challenges for citizen-based monitor-
ing are (1) implementing measurements and indicators
that are not too complex, yet ecologically meaningful,
and (2) developing ways to improve consistency and
quality across the network.

The US Breeding Bird Survey (BBS) is an exam-
ple of a program that uses volunteers, but that has
maintained fairly rigorous standards for data collec-
tion through training and quality control methods
(Peterjohn & Sauer, 1999). Collected on more than
4,000 road-based transects (39.4 km), with some tran-
sects dating back 40 years, this network has been used
extensively to assess bird population trends (Peterjohn

& Sauer, 1999; Sauer, Fallon, & Johnson, 2003), and
to link observed changes to environmental stressors,
including forest fragmentation (Boulinier et al., 2001)
and housing density (Pidgeon et al., 2007).

A primary issue with the BBS network is the
representativeness of the road surveys. Roads create
edges and this may result in increased observations of
edge species. Representativeness of samples is a key
issue for many spatially extensive monitoring networks
since samples are often selected in non-random ways
(Larsen et al., 2007).

Of all the tiers in the four-tiered monitoring frame-
work, the citizen-based network may be the most
critical to develop and maintain (Harvey, 2006). These
networks are cost-effective, take great advantage of
the Internet, and increase education of environmental
problems and ownership in the process and results.
However, priority must be given to link and integrate
existing citizen monitoring programs into multi-tiered
ecological monitoring frameworks, and where possible
should maintain a strong scientific basis in design and
implementation. Successful integration of citizen sci-
entists into a nationwide, multi-tiered ecological moni-
toring program is embodied in the structure of the USA
National Phenology Network (see later discussion on
the USA-NPN).

25.2.1.4 Remote Sensing Monitoring

Over the last two decades, we have seen great
advances in and deployment of sensors that measure
the detailed features of the earth (GEOSS, 2005).
These include a wide range of biophysical features,
including temperature, moisture, and characteristics of
soil, geology, landform, elevation, water, and vege-
tation, including phenology, structure, and chemical
composition. Moreover, advances in computing and
digital communication have dramatically increased our
ability to process, store, and analyze remote sensing
imagery.

Remote sensing data have facilitated land sur-
face and ecological assessments over broad areas.
Data from the Advanced Very High-Resolution
Radiometer (AVHRR) and the Moderate-resolution
Imaging Spectroradiometer (MODIS) provide daily
to monthly measures of important vegetation indices
at 1 km and 250 m spatial resolutions, respectively.
Monthly composites for AVHRR (8 km resolution)
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are available for the entire globe dating back to 1981
(http://glcf.umiacs.umd.edu/data/gimms/). These data
have been used extensively in combination with spa-
tially extensive biophysical data (e.g., digital elevation
models, soils maps, spatially interpolated climate data)
to extrapolate results of intensive site studies to broad
geographical areas, including nitrogen mineralization
(Fan, Randolph, & Ehman, 1998), forest transpira-
tion and photosynthesis (Anselmi, Chiesi, Giannini,
Manes, & Maselli, 2004), global leaf area (Asner
et al., 2003), and regional net primary productivity
and water yield (Ollinger, Aber, & Federer, 1998).
They also have been used to forecast crop yield and
productivity (Reynolds et al., 2000; Kastens, Price,
Kastens, & Martinko, 2001), fuels and fire regimes
(Rollins, Keane, & Parsons, 2004), and global ter-
restrial primary production (Running et al., 2004).
They have been used to evaluate trends in vegeta-
tion indices (Paruelo and Lauenroth, 1995; Schwartz
et al., 2002; Lupo, Linderman, Vanacker, Bartholome,
& Lambin, 2007) and to relate vegetation trends to
broad-scale disturbance and environmental manage-
ment (Wylie et al., 2008). Additionally, global scale
land cover data have been developed from these
data (Loveland et al., 2000) and from the Medium
Resolution Imaging Spectrometer (MRIS, 300 m res-
olution, Defourny et al., 2006; Clevers et al., 2007).
A primary challenge with these data is spatial reso-
lution. Many features and processes associated with
land-surface change go undetected by these sensors,
hence the need to include finer scale remote sensing
and in situ monitoring networks (see later discussion
on TERENO).

Moderate-resolution imagery such as that from
Landsat (30 m) and the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER, 15–
90 m) has been used extensively to monitor earth-
surface conditions and change (Stefanov, Christensen,
& Ramsey, 2001; Loveland et al., 2002; Wickham,
Riitters, Wade, Coan, & Homer, 2007; Jones et al.,
2008). Additionally, Landsat data have been used to
characterize land cover status and change at conti-
nental scales (Homer, Huang, Yang, Wylie, & Coan,
2004; Australian Government, 2005; Haines-Young
and Weber, 2006), and are used in many of the exist-
ing multi-scale monitoring networks described above.
Land cover data generated from Landsat imagery
also have been used in combination with other spa-
tial coverages or grids of biophysical data to produce

continental-scale biophysical classifications (Jongman
et al., 2006). Seasonal and annual analysis of vege-
tation characteristics is possible, but because of costs
in acquiring and processing these data, such analy-
ses have been limited to relatively small geographic
areas (Bohlman, Adams, Smith, & Peterson, 1998).
However, increased availability of multi-date remote
sensing data via web portals at little or no cost may
increase the feasibility of conducting these types of
analyses.

High-resolution spatial data (1–10 m) generated
from satellites such as IKONOS and Quickbird per-
mit analysis of detailed land-surface characteris-
tics, including water clarity, impervious surface, and
submerged aquatic vegetation (Sawaya, Olmanson,
Heinert, Brezonik, & Bauer, 2003). High-resolution
aerial photography also provides detailed information
on fine-scale landscape features such as hedgerows and
fencerows (Bartuszevige, Gorchov, & Raab, 2006).
Moreover, airborne instruments such as the light
detecting and ranging (LIDAR) instrument provide
detailed information on topography and vegetation
structure and composition (Anderson et al., 2006;
Streutker & Glenn, 2006).

Hyperspectral data from sensors on satellites (e.g.,
Hyperion) and aircraft (e.g., airborne visible and
infrared imaging spectrometer or AVIRIS) have pro-
vided detailed information on vegetation composi-
tion and chemistry (Martin et al., 1998; Ramsey,
Rangoonwala, & Ehrlich, 2005). They also have
been used in combination with radar data to evalu-
ate vegetation structure and density (Treuhaft, Asner,
Law, & Van Tuyl, 2002). Radar has also been used
to track movement patterns in birds (Diehl, Larkin,
& Black, 2003). Unmanned air vehicles (UAVs)
offer significant potential to detect fine-scale sur-
face characteristics important to ecological moni-
toring (Binenko, Donchenko, Andreev, & Ivanov,
2001).

The primary limitations in using high-resolution
spectral or spatial data in ecological monitoring pro-
grams are cost (acquisition and analysis) and availabil-
ity. As a result, most programs have used or propose
to use these data in selected geographic areas (e.g., as
part of random sample or along environmental gradi-
ents) nested under broader-scale remote sensing data
(e.g., AVHRR, MODIS, Landsat, or ASTER data). A
nested design for use of sensors is highlighted later in
Section 25.3.1.
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25.2.2 Ecological Indicators

Development and application of indicators are essen-
tial components of multi-tiered ecological monitor-
ing and assessment programs (Hunsaker, Carpenter,
& Messer, 1990; Walker & Reuter, 1996; Kurtz,
Jackson, & Fisher, 2001; McDonald et al., 2002;
Jorgensen, Xu, Salas, & Marques, 2005; Müller &
Lenz, 2006). Moreover, comprehensive environmen-
tal assessments such as the Millennium Ecosystem
Assessment (Carpenter et al., 2006), the Australia State
of the Environment Report (Beeton et al., 2006), the
European Environmental Assessment (EEA, 2007b),
and the US State of the Nation’s Ecosystems Report
(Heinz, 2008), depend on indicators to draw con-
clusions about status and trends in environmental
resources.

Existing monitoring programs use a wide variety
of ecological indicators. The type and number of
indicators used depend on the purpose and scale of
the monitoring (Heinz, 2006). For example, the FIA
monitoring program collects data on forest charac-
teristics and structure (Bechtold & Patterson, 2005),
the National Wadeable Streams Survey focuses on
aquatic ecosystem indicators (Paulsen et al., 2006), and
the BBS on breeding bird abundance and distribution
(Peterjohn & Sauer, 1999). Differences in sampling
designs and indicators make it difficult to aggregate
or compare the results from these programs (Heinz,
2006). Moreover, some programs, such as the National
Wadeable Stream Survey and NAWQA, collect data on
similar ecosystems (e.g., streams), but differences in
sampling methodologies make it difficult to compare
or combine the results from these programs (Whitacre,
Roper, & Kershner, 2007). Emerging monitoring pro-
grams such as the Global Earth Observation System
of Systems (GEOSS), the USA-NPN, NEON, and
TERENO are attempting to standardize measurement
approaches, and implement a core set of indicators to
facilitate multi-scale ecological analysis and interpre-
tation.

Spatially extensive monitoring programs have
focused on ecological indicators that measure status
and trends in ecosystem characteristics and structure
(Kurtz et al., 2001). Existing programs have been
challenged with implementing indicators that cap-
ture ecological processes and functions (Kurtz et al.,
2001; Groffman et al., 2006; Carpenter et al., 2006),
especially those that relate to fluxes and flows across

landscapes (Voinov, Costanza, Boumans, Maxwell, &
Voinov, 2004; Peters et al., 2006; Urban & Keitt,
2001; Reiners & Driese, 2001). Moreover, programs
have been challenged with identifying tipping points or
ecological thresholds that might indicate the potential
for rapid changes in ecological conditions (Groffman
et al., 2006).

Development of in situ-automated monitors offers
significant potential to measure fundamental ecolog-
ical processes across spatially extensive monitoring
networks (Hart & Martinez, 2006). Automated sen-
sor networks have been established to monitor seis-
mic activities across North American and the globe
(Ekström, Humphreys, & Levander, 1998; Fischer &
van der Hilst, 1999). They have been used as part
of ecological forecasting networks, including outbreak
and fate of harmful algal blooms (Valette-Silver &
Scavia, 2003). Many of the emerging monitoring net-
works described in this chapter (e.g., GEOSS, NEON,
and TERENO) propose to deploy an array of auto-
mated, in situ sensors, and these sensors should con-
tribute substantially to our understanding of ecological
functions and processes.

Advances in remote sensing technology and
increasing availability of relatively fine-scale spa-
tial databases over extensive areas offer significant
potential to scale process-related results from inten-
sive research site networks to broader geographic
areas (Rastetter, Aber, Peters, Ojima, & Burke, 2003;
Anselmi et al., 2004).

Power laws and allometric measurements offer sig-
nificant potential to link and interpret ecological mea-
surements and processes across spatial and temporal
scales (Schneider, 2001; Belgrano & Brown, 2002;
Brown et al., 2002; Kerr, Kharouba, & Currie, 2007;
Li, Gorshkov, & Makarieva, 2007). However, the pri-
mary limitation of this approach is the degree to which
power and algometric scaling functions exist for the
range of ecological processes important to monitoring
programs.

An important issue related to multi-scaled moni-
toring networks is the application of indicators that
assess responses of ecological systems to environmen-
tal management and policies. Many governments and
agencies want to know whether their policies and pro-
grams are having a positive impact on the environment.
Most multi-scaled monitoring programs use ecologi-
cal indicators to assess status, changes, and trends in
ecological conditions rather than ecological responses
to environmental policies and management practices.
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However, some existing monitoring programs mea-
sure ecological condition and stressors known to affect
ecological condition in an attempt to determine prob-
able cause. For example, EMAP and the National
Wadeable Streams Survey co-locate measurements of
chemicals and physical habitat disturbance with in
situ ecological monitoring sites to establish poten-
tial relationships between biological and ecological
indicators and stressors (Kurtz et al., 2001; Paulsen
et al., 2006, respectively). Moreover, these programs
measure remote sensing-based indicators of land use
and landscape composition and pattern that have been
quantitatively linked to stream ecological conditions
(Donohue et al., 2006; Jones et al., 2006).

Despite efforts to link indicators of ecological con-
dition and natural and anthropogenic stressors, we lack
the information needed to evaluate the effectiveness
of policy and environmental management options. The
adaptive management concept acknowledges ecosys-
tem complexity and uncertainties in cause-and-effect
relationships between environmental management and
ecological conditions, and uses monitoring and eco-
logical indicators to adjust environmental policies and
management prescriptions (Bormann et al., 2007).
The success of this type of approach depends on
defining clear environmental management objectives
and maintaining commitment to long-term ecological
monitoring (Dale & Beyeler, 2001; Bormann et al.,
2007). Emerging programs such as NEON, TERENO,
and the USA-NPN (see later discussion) are imple-
menting designs and measurements that might help
establish linkages between natural and anthropogenic
drivers and stressors and ecological processes and
conditions.

25.3 Example Multi-tiered Monitoring
Networks

Comprehensive, multi-tiered ecological research and
monitoring capacities are key objectives of emerging
programs including NEON (Senkowsky, 2003; Keller
et al., 2008) and GEOSS (GEOSS, 2005). GEOSS
is attempting to increase global- and continental-
scale continuity among different earth observation
programs, including in situ- and remote sensing-
based observation systems (GEOSS, 2005). The
goal is to enhance the capacity to forecast and
assess key environmental attributes and processes

upon which humankind depend. Through an inte-
grated earth observation system GEOSS hopes to
(1) reduce loss of life and property from natural
and human-induced disasters, (2) understand envi-
ronmental factors affecting human health and well-
being, (3) improve management of energy resources,
(4) understand, assess, predict, mitigate, and facili-
tate adaption to climate variability and change, (5)
improve water resource management through better
understanding of the water cycle, (6) improve weather
information, forecasting, and warning, (7) improve
the management and protection of terrestrial, coastal,
and marine ecosystems, and (8) support sustain-
able agriculture and combat desertification. GEOSS
has spawned observation networks focused on spe-
cific environmental themes, including the Biodiversity
Observation Network (GEO BON, Scholes et al.,
2008). Additionally, programs like the Consortium
of Universities for Advancement for Hydrological
Science (CUASHI, Loescher et al., 2007), the
Water and Environmental Research Systems Network
(WATERS, Montgomery et al., 2007), and ILTER are
attempting to improve networking of existing moni-
toring sites and networks through standardization of
metrics and collaboration of investigators across multi-
ple institutions. Many of these programs are attempting
to relate ecological and other characteristics and pro-
cesses to environmental attributes and processes val-
ued by societies across a range of spatial and temporal
scales.

Several existing programs have implemented multi-
tiered monitoring, including but not limited to the
Countryside Survey (Barr, Bunce, & Heal, 1994;
Haines-Young et al., 2006), EMAP (McDonald
et al., 2002), NAWQA (Hamilton et al., 2004), and
the Canadian Ecological Integrity Program (EMAN,
2007). Moreover, multi-tiered monitoring approaches
have been implemented to forecast environmental and
ecological conditions (Vallette-Silver & Scavia, 2003;
Running et al., 2004). For example, the National
Oceanic and Atmospheric Administration (NOAA) has
implemented an ecological forecasting system that
combines in situ monitors, process models, and satel-
lite imagery to forecast distributions of harmful algal
blooms, stinging nettles, and movement and persis-
tence of spilled oil and potentially harmful chemicals
(Valette-Silver & Scavia, 2003). The goal of the fore-
casting system is to provide early warning to the public
and environmental managers to reduce human health
and environmental risks.
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All of these programs have implemented spatially
extensive science monitoring tiers as noted above.
However, only the USA-NPN explicitly includes all
four monitoring tiers in its fundamental network design
(Betancourt et al., 2007). In the following section,
we highlight two emerging ecological monitoring net-
works, TERENO and USA-NPN, to provide detailed
examples of the development of multi-tiered programs.

25.3.1 TERENO – A Multi-tiered Terrestrial
Monitoring Network

The Terrestrial Observatory Network (TERENO)
is a proposed network of terrestrial observato-
ries. Although biosphere–atmosphere systems are
extremely complex, the terrestrial component in most
process-based climate and biosphere models is typi-
cally represented in a conceptual and often rudimen-
tary way. Remedying this deficiency is therefore one
of the most important challenges in environmental
and terrestrial research, and we suggest that terres-
trial observatories could be an important step toward a
new quality in environmental and terrestrial research.
For the first phase, three terrestrial observatories in
Germany have been identified: the Lower Rhine Basin,
the metropolitan area Leipzig-Halle, and the Northern
pre-Alps including the long-term research stations
Hoeglwald and Scheyern. A fourth observatory is
planned in the northeast German lowlands. TERENO
started in 2008 and is funded by the Helmholtz
Association (http://www.tereno.net). Each observa-
tory has a number of intensive measurement sites
located along a specific set of environmental gradients.
TERENO is an example of a hierarchically organized
monitoring network, similar in design to NEON.

25.3.1.1 Implementation of TERENO

A terrestrial system in this context is defined as a sys-
tem consisting of the subsurface environment, the land
surface including the biosphere (organised in ecosys-
tems), the lower atmosphere, and the anthroposphere.
These systems are organized along a hierarchy of spa-
tial scales and structures ranging from the local scale to
the regional scale (Fig. 25.2). Hydrological units will
be used as the basic scaling units, because catchments
are bordered by surface-water divides representing
laterally well-defined system boundaries.

Each observatory within the TERENO framework
will consist of real-time measurement platforms to
allow terrestrial systems directly influenced by human
activities to be observed and to enable the develop-
ment of forecasts important to ecological changes.
Furthermore, scientific experiments will be carried out
across the nested hierarchy of scales ranging from
the local scale (small test sites) to large catchments
(Fig. 25.2).

The establishment of terrestrial observatories within
the TERENO network will contribute to

• studying the impact of land-use changes, climate
change, socio-economic developments, and human
interventions on the evolution of terrestrial systems
and their functioning and analyzing the interac-
tions and feedback between the soil-vegetation and
atmosphere compartments in these systems across a
variety of scales;

• developing methods for upscaling parameters,
fluxes, and state variables that describe processes
controlling matter fluxes in soil–plant–atmosphere
systems representative of the functioning of the sys-
tems at the selected scales based on theoretical and
modeling concepts;

• providing high-quality data to validate existing
and newly developed model concepts (e.g., inverse
modeling, stochastic data fusion approaches) and
upscaling theories to estimate effective parameters,
fluxes, and state variables at various scales;

• bridging the gaps among scales, measurements, and
modeling in hydrological and terrestrial sciences
and developing and improving decision support
systems for environmental management from the
perspective of sustainable development;

• improving continuously integrated models that
predict the evolution of: “man-made” terrestrial
systems;

• promoting and supporting the development and
use of early-warning systems (flooding, freshwater
quality, etc.);

• bringing together different disciplines to enable the
analysis of interactions between natural patterns
and processes of landscapes and anthropogenic pat-
terns and processes on different scales.

25.3.1.2 Criteria Applied in TERENO

The terrestrial observatories in Germany have a spa-
tial scale ranging between 2,000 and 20,000 km2.
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Fig. 25.2 Nested hierarchy of sensors and measurements as
proposed by the TERENO multi-tiered monitoring network,
including the point, plot, sub-basin, and basin scales. See the
following references for details: HYDRUS (Šimůnek et al.,

2008), PARSWMS (Hardelauf et al., 2007), HydroGeoSphere
(Jones, Sudicky & McLaren, 2008), WASIM-ETH (Kunstmann
et al., 2006)

These scales are appropriate to characterize terrestrial-
atmospheric feedback and human-use gradients. Since
hydrologic processes exert a fundamental control on
aquatic and terrestrial metabolism and nutrient cycling,
catchments represent an ideal fundamental unit of
these observatories. A distinct variety in climate, land
use, demography, etc., will be present over the whole
catchment area in order to design sampling strategies
to capture a range of natural and human use environ-
mental gradients. By combining different observatories
within a network, even broader scale relationships
between anthropogenic and natural factors can be
established.

Near-natural zones (e.g., national parks) will
serve as reference sites in the TERENO network.
Comparative monitoring strategies that take into
account the surrounding landscapes will enable the
analysis of long-term environmental changes due to
human impact. Each observatory will incorporate
prospective changes (e.g., open cast mining, ecosys-
tem restoration, deforestation, land-use changes,

economic and demographical characteristics, etc.) in
order to analyze the effects of regional changes and
disturbances.

Installations for the measurement of environmen-
tal and socio-economic quantities, influencing vari-
ables and indicators should be available for subsequent
integration into the TERENO network. Within each
terrestrial observatory, small-scale research facilities
and test areas have to be in place in order to per-
form detailed process studies. By using hierarchical
scales, this detailed information can be transferred to
the regional scale.

Individual observatories within the TERENO net-
work will be equipped with research instruments
designed for long-term measurements. Important
parameters, fluxes and state variables (PFS) for the
compartments of the atmosphere, hydrosphere, soil,
hydrogeology, and biosphere, as well as for socio-
economic and demographic problems have to be
monitored simultaneously. Different strategies will be
considered depending on the time scale of expected
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changes. Rapid, short-term variations will need to be
monitored by fixed installed instruments networked
via state-of-the-art communications in order to enable
near-real-time measurements and to simplify data
management, e.g., smart sensor networks. Smart sen-
sor networks will consist of a multitude of small
sensors nodes that are able to observe phenomena, e.g.,
temperature or soil moisture fields, with high tempo-
ral and spatial resolution. Slower variations of system
states might best be observed by a system of mobile
and flexible sensor networks that will operate periodi-
cally on a regular or event-driven basis thus allowing a
more efficient and wider-area analysis (e.g., similar to
the NEON design). The monitoring and scientific pro-
gramme has to be accompanied by high-performance
systems for data storage and processing.

25.3.1.3 Terrestrial Observatory Design

Each observatory within the network will consist of all
test facilities/areas listed in Table 25.1 in a nested con-
figuration. This nested design is important to overcome
the distinct gap between the process scale (lysimeter,
test plot) and the field and catchment scale, and to
foster integration of biodiversity and socio-economic
aspects. The nested concept can be illustrated for soil
moisture. Soil moisture plays a key role in partition-
ing water and energy fluxes, providing moisture to the
atmosphere for precipitation, and controlling the pat-
tern of groundwater recharge. Large-scale soil mois-
ture variability is driven by space–time precipitation
and radiation pattern. At local scales, atmospheric pro-
cesses (wind, solar radiation, and temperature), land
cover, soil conditions, and topography act to redis-
tribute soil moisture.

Intensive soil moisture monitoring sites will be
collocated with climate towers for coordinated obser-
vation. Measurements taken from soil water content
sensors can be made at several depths, ranging from
the ground surface to the water table. Wireless sen-
sor network technology has the potential to reveal
dynamic changes in soil moisture with a high spatial–
temporal resolution from the plot to sub-catchment
scale (Bogena, Huisman, Oberdörster, & Vereecken,
2007). Ground penetrating radar techniques should
be applied for soil water content determination at
the intermediate scale (Huisman, Sperl, Bouten, &
Verstraten, 2001). Radar-based airborne and satellite

Table 25.1 Research facilities and test areas classified accord-
ing to their scale and their characteristic

Research
facility/test
areas Scale [m2] Characteristics

Local scale 100–101 • Ideally defined system
boundaries

• Boundary conditions can be set
• Very high information density
• Very well suited for process

studies
Plot-field

scale
101–102 • Well-defined system boundaries

• Boundary conditions can partly
be set

• High information density
• Well suited for process studies
• Low biodiversity

Field/slope 102–105 • Partly defined system boundaries
• Boundary conditions can partly

be set
• High to medium information

density
• Suited for process studies
• Low to medium biodiversity

Sub-
catchment

105–106 • Well-defined system boundaries
• Boundary conditions cannot be

set
• Medium information density
• Well suited for catchment-scaled

process studies
• Medium biodiversity
• Low socio-economic relevance

Catchment 106–109 • Moderately defined system
boundaries

• Boundary conditions cannot be
set

• Low information density
• Suited for catchment-scaled

process studies
• Medium to high biodiversity (not

necessarily)
• High socio-economic relevance

Basin/region > 109 • System boundaries are often
poorly defined

• Boundary conditions cannot be
set

• Very low information density
• Poorly suited for process studies
• Very high biodiversity
• Very high socio-economic

relevance

platforms are able to measure surface-near soil mois-
ture at the sub-catchment to regional scale (Krajewski
et al., 2006). New generations of radiometer and radar
remote sensing instruments will become available
within the next years. Ideally, these instruments will
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provide either coarse spatial resolution data with high
repeat cycles, or high-resolution data with low repeat
cycles (e.g., ESA-SMOS: L-Band, 3-day revisit, 40 km
resolution, launch 2008; RADARSAT-2: C-Band, 23-
day revisit, 3–100 m resolution, launched 2006).
However, the received signal is strongly influenced
by the vegetation and surface structure, and the sam-
pling depth is restricted to the uppermost soil (2–5 cm)
(Walker, Houser, & Willgoose, 2004). Consequently,
direct measurements are still indispensable in areas
with significant vegetation and litter cover.

25.3.1.4 Scale Transfer

In order to enable the transfer of detailed informa-
tion from local measurements to the regional scale or
policy scale the instrumentation of each observatory
follows a hierarchical design (Fig. 25.2). The scaling
will be accomplished via process-based models. For
example, multi-step outflow experiments in the labora-
tory on lysimeter (e.g., Weihermüller, Huisman, Graf,
Herbst, & Vereecken, 2007), taken from representa-
tive locations within each observatory, will be used
to determine important soil parameters inversely via a
process based soil hydraulic model (e.g., HYDRUS,
Šimůnek, VanGenuchten, & Šejna, 2008). In return
these parameters can be used to parameterise field
scale models like PARSWMS (Hardelauf et al., 2007)
or HydroGeoSphere (Jones, Sudicky & McLaren,
2008). Important fluxes of energy, water and mat-
ter (e.g., evapotranspiration, infiltration, groundwa-
ter flow, runoff discharge etc.) will be measured in
selected test sites in order to further parameterise and
validate these models.

In a next step the model-based process represen-
tations will be scaled up to the regional or policy
scale using a catchment model like WASIM-ETH (e.g.,
Kunstmann, Heckl, & Rimmer, 2006), which will
reproduce management activities such as reservoir use
and groundwater withdrawal. Additionally, a catch-
ment model is able to assimilate remote sensing data
(e.g., land-use classification, precipitation radar, soil
moisture). This scaling procedure will help bridge the
gap between monitoring, models, and management.

In order to monitor the processes controlling matter
fluxes in soil–plant–atmosphere systems, hydrological
monitoring can be extended by adding other relevant
compartments (e.g., soil, vegetation, and atmosphere)

and by a socioeconomic analysis. This may include
the identification of socioeconomic forces that drive
the intensification and/or de-intensification processes
(e.g., demographic and technological change) and the
feedback to the ecological system (e.g., on the state
of soil, water and air quality) as well as the analy-
sis of ecological impacts of land-use changes across
and within sectors (e.g., from agricultural to industrial
types or from chemical to energy production).

25.3.2 USA-NPN – A Four-Tiered
Biological Monitoring Network

Phenology is the study of periodic plant and animal life
cycle events (e.g., timing of leafing and flowering of
plants, development of agricultural crops, emergence
of insects, or migrations of animals) that are influ-
enced by environmental changes. Phenological events
integrate across driving variables (e.g., warming, pre-
cipitation), and over time reflect environmental vari-
ability and change. Phenological data have a number
of applications, including conservation (e.g., species
interactions), ecosystem dynamics (e.g., water and car-
bon exchange), agriculture (e.g., timing of production),
and can be coupled with process models to assist natu-
ral resource management as well as predict health risks
and hazards such as fire.

The USA National Phenology Network (USA-
NPN; http://www.usanpn.org) is an emerging partner-
ship of federal agencies, the academic community, and
the general public to monitor and understand the influ-
ence of phenology on national resources, health, and
production (Betancourt et al., 2005, 2007). The mis-
sion of USA-NPN is to establish a spatially dense
and evenly distributed network of phenological obser-
vation sites across the country, and to implement a
simple and effective means to input, report, and uti-
lize coordinated observations of the activity of plants
and animals, including the resources to provide infor-
mation for a wide range of decisions made routinely
by private citizens, industry, government agencies, and
the nation as a whole.

USA-NPN can benefit from and contribute to exist-
ing local, state, and federal organizations that are
concerned about nature and climate. The USA-NPN
seeks to (1) coordinate research activities with existing
networks to advance phenological science and develop
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mechanistic phenological models to support improve-
ment of climate and ecosystem models; (2) maximize
the representation of phenological monitoring sites
at the national and regional scale to enable biologi-
cal baseline characterization and trend detection; and
(3) provide data and information to policy makers to
support land-management decisions related to agri-
culture, forestry, and wildlife conservation. Principles
for collaboration among network participants include
mutually beneficial activities, shared vision on sci-
ence and education, minimization of the demand on
the capacities of partners, feedback to improve collab-
oration; and transparent data and information sharing
policies.

25.3.2.1 Implementation of a Multi-tiered
Monitoring Structure

USA-NPN includes four observation components or
tiers (Fig. 25.1, CENR, 1997). Each tier represents
different levels of spatial coverage and related environ-
mental information (as described in Section 25.2.1).
First, USA-NPN will interface with existing networks
of local intensive sites focused on detailed environ-
mental measurements and process studies, such as
the AmeriFlux network of ˜100 research sites, and
the NSF-supported National Ecological Observatory
Network (NEON) and the Long-Term Environmental
Research (LTER) Network.

The next conceptual tier includes spatially exten-
sive environmental networks focused on standardized
observations distributed across the country (similar
to the US cooperative observer weather station net-
work), including National Park Service Inventory and
Monitoring sites, National Wildlife Refuge System
sites, Organization of Biological Field Stations sites,
botanical gardens and arboreta, etc.

The USA-NPN citizen volunteer programs will
leverage off of existing volunteer and education net-
works; this tier will allow all interested members of the
public to participate in phenological observation while
enabling the use of phenology as an integral part of
environmental education. USA-NPN will develop and
distribute standardized educational/outreach materials,
training modules and other volunteer training materials
that can be coupled with education and outreach pro-
grams being conducted by collaborating networks and
organizations.

Finally, the USA-NPN will support the develop-
ment and application of remote sensing products for
land surface phenology to extend surface observations
across landscapes, regions or the nation as a whole. In
addition, ground observations will be collected in such
a manner that they can be used to validate or inter-
pret remotely sensed images. Scaling algorithms will
serve as a tool to interpret satellite observations col-
lected over the last several decades, thus providing a
longer time series of phenology measures from which
to establish short- and medium-term trends.

This multi-tiered approach is designed to create a
national-scale observatory, where observations of phe-
nology and phenological processes are collected using
standardized protocols at ~40,000 locations across the
nation. The intensive and extensive observation tiers
provide a strong scientific basis for the monitoring net-
work, and facilitate integration of localized process
studies with spatially extensive observations. However,
they represent a limited number (i.e., several thousand)
of observation locations. Thus, inclusion of volunteers,
who with training can collect high-quality observations
of phenology, is required to create the high-density
observatory network required to understand climate
change impacts across the diversity of ecosystem types
represented in the nation. Finally, inclusion of remote
sensing for land surface phenology creates a contin-
uous distribution of phenological observations (e.g.,
at the scale of 30 m based on Landsat imagery) that
can be coupled with ground observations to understand
phenology at landscape to national scales.

25.3.2.2 Criteria and Design for USA-NPN
Observatories

In contrast to TERENO, which has a focus on hydro-
logical processes on a catchment scale, USA-NPN is
focused primarily on biological activity of plants and
animals, on scales from individuals to populations and
communities, and – based on patterns of vegetation
activity (determined using spectral reflectance in the
form of vegetation indices) – land surface phenology
at landscape to regional scales. Thus, the spatial scale
of observations can range from <1 m2 to 100,000 km2.
The sheer number of in situ observations (targeted at
40,000 for the nation) will thus include a broad range
of climates, land use/land cover types, along a con-
tinuum of natural to human-modified environmental.
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Observations can be combined within or across cli-
matic regions or use types to investigate broad-scale
relationships between climate variation and biological
activity.

In contrast to TERENO or the US-based National
Ecological Observatory Network (NEON), USA-NPN
has minimal needs for infrastructure because of the
strong volunteer component for the project (Fig. 4.1).
The defining characteristic of a typical, non-network
USA-NPN volunteer observation station revolves
around the individual observer, who registers a site
and associated individual organism(s) for monitoring.
Observers can collect data for either plants or animals
following national, standardized, and vetted monitor-
ing protocols. The USA-NPN plant phenology mon-
itoring program consists of 211 plants with national
or regional importance. Plant species are distributed
across the USA to create a spatial network of observa-
tions with sufficient overlap to allow inter-correlation
of species responses across the entire nation. The
USA-NPN is in the process of developing an ani-
mal phenology monitoring program, which will focus
on mammals, birds, invertebrates, amphibians, rep-
tiles, and fishes. Finally, the network is developing an
approach to coordinate and standardize remote sensing
for assessment of land-surface phenology (e.g., across
remote sensing platforms) among the various agencies
and institutions charged with understanding phenology
at broad spatial scales.

25.4 Concluding Remarks

Multi-tiered ecological monitoring programs offer sig-
nificant promise to help understand and address some
of the most pressing environmental issues faced by
society. Several new programs, including GEOSS,
NEON, and the USA-NPN, and efforts to expand
and link existing programs (e.g., ILTER) offer sig-
nificant potential to address these needs. However,
several important issues must be resolved in order
for these networks to work in harmony. This includes
developing and deploying a set of standard mea-
surements or indicators that can be scaled and com-
pared across multiple monitoring tiers and programs.
Suites of indicators and models need to be devel-
oped and deployed that work in harmony to detect
changes in ecological synchronies and relationships

that affect important ecological functions across scales.
Moreover, research is needed to establish thresholds
or tipping points to detect major phase shifts in
important ecological processes and associated struc-
ture. Existing and emerging multi-tiered monitoring
programs must incorporate a greater number of bio-
logical indicators than currently exist. We know very
little about status and trends in individual species,
biological communities, and overall biological diver-
sity. Moreover, little is known about the contribution
of biodiversity in maintaining ecological resilience.
Multi-tiered monitoring programs offer great poten-
tial to address these questions. Significant advances are
needed in developing demographic, social, economic,
cultural, and political indicators and models to explain
and forecast ecological conditions across multiple
scales. Multi-tiered monitoring networks offer signif-
icant potential to improve our understanding of these
relationships.

Differences in monitoring designs and spatial and
temporal coverage present significant challenges in
integrating existing monitoring networks. Most net-
works were established to address specific questions
for specific ecological systems, making their inte-
gration difficult. However, programs like GEOSS are
attempting to improve linkages among different mon-
itoring networks through refinement of measurement
and sampling protocols, and through optimization
of models. Emerging programs such as NEON and
TERENO are incorporating cross-scale and multiple
network linkages into their initial designs. These
as well as other multi-scaled monitoring programs
offer significant potential to understand and address
a wide range of today’s most pressing environmental
problems.

Similar to the USA-NPN, multi-tiered monitoring
programs should incorporate where possible a spatially
extensive citizen science tier into their design. Many
agency-based monitoring programs have strong out-
reach and education programs, but do not use citizens
as part of their data collection network. Conversely,
many citizen science monitoring programs are inde-
pendent of agency-based monitoring programs. Given
the costs of spatially extensive science networks, this
may be the only way to achieve a dense network
of in situ monitoring sites across broad geographic
areas. Advances in web-based applications and the
Internet provide a great opportunity to expand such
networks. Moreover, direct involvement by the public
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will help maintain interest in and funding for long-term
ecological monitoring.
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Conceptualising Long-Term Socio-ecological Research
(LTSER): Integrating the Social Dimension
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Petru Lisivieveci, Julia Lutz, Robin Matthews, Michael Mirtl,
Angheluta Vadineanu, and Martin Wildenberg

Abstract In order to support the emerging net-
work of long-term ecological research (LTER) sites
across Europe, the European Union has launched
ALTER-Net, a network aiming at lasting integration
of long-term socio-economic, ecological and biodiver-
sity research. Due to its high population density and
long history of human habitation, however, Europe’s
ecosystems are generally intensively used. Social and
natural drivers are so inextricably intertwined that
the notion of ‘socio-ecological’ systems is appropri-
ate. Traditional natural science-based approaches are
insufficient to understand these integrated systems, as
they cannot adequately capture their relevant socio-
economic dimensions. This is particularly relevant
because the EU launched ALTER-Net has an explicit
aim to support sustainability, a goal that requires
integration of socio-economic and ecological dimen-
sions. As such, LTER is challenged to significantly
expand its focus from ecological to socio-ecological
systems, thus transforming itself from LTER to long-
term socio-ecological research or LTSER. In order to
support this transformation, this chapter explores sev-
eral approaches for conceptualising socio-economic
dimensions of LTSER. It discusses how the socio-
economic metabolism approach can be combined
with theories of complex adaptive systems to gen-
erate heuristic models of society–nature interaction
which can then be used to integrate concepts from
the social sciences. In particular, the chapter discusses
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possible contributions from the fields of ecological
anthropology and ecological economics and shows
how participatory approaches can be integrated with
innovative agent-based modelling concepts to arrive at
an integrated representation of socio-ecological sys-
tems that can help to support local communities to
move towards sustainability.

Keywords Agent-based modelling · Complex adap-
tive systems · Participation · Long-term ecologi-
cal research (LTER) · Long-term socio-ecological
research (LTSER) · Society–nature interaction · Socio-
economic metabolism

26.1 Introduction

Long-term ecological research (LTER) has gained
much significance in the last decades due to the
recognition that several relevant questions can only
be answered by monitoring and analysing changes in
patterns and processes in ecosystems over long time
scales (Hobbie, Carpenter, Grimm, Gosz, & Seastedt,
2003; NRC, 2004) rather than through short-term stud-
ies (Dearing et al., 2006). Collecting evidence of the
impacts of climate change on ecosystems, for instance,
requires a long-term approach, not only because many
of the variables are changing slowly but also because
spatial and temporal variability of some of these vari-
ables (e.g. seasonal temperatures) make it difficult
to discriminate the signal of climate change from
the background noise (Greenland & Kittel, 2002).
Moreover, ecosystems involve numerous and complex
interactions between physical, chemical and biolog-
ical components, and this complexity may generate
dynamics endogenously, thus sometimes masking the
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effects of changes in exogenous drivers. A large num-
ber of parameters and factors must be monitored –
that is, measured consistently over long periods of
time – in order to be able to reliably detect changes in
the functioning of ecosystems and their components.
Therefore, most classic LTER sites are small, often
comprising only a few hectares. Many LTER sites,
above all in the US LTER network, are deliberately
selected to represent ecosystems with little current
direct human influence in order to facilitate the detec-
tion of signals of global environmental change (Haberl
et al., 2006).

There is increasing evidence, however, that clas-
sical disciplinary ecosystem research is not suffi-
cient to guide action to conserve valuable ecosystems
(Delbaere, 2005; Vadineanu, 1998, 2001). In Romania,
for example, six decades of ecosystem research from
1900 to 1960 in the Lower Danube Wetlands System
did not succeed in protecting the region from adverse
management and development policies. Despite the
fact that two LTER sites are located in this region, neo-
classical economists, together with those from the field
of agriculture, civil engineering and water manage-
ment, went as far as to regard the wetlands as waste-
lands. In their opinion, the only ‘economically viable
option’ was to utilise the region in a mono-functional
fashion (crop, wood or fish) by establishing manage-
ment systems subsidised by high amounts of external
energy and material inputs (Vadineanu, Adamescu,
Cazacu, Bodescu, & Danielescu, 2001). Progress could
only be made when, from 1970s onwards, ecosys-
tem research was complemented with an understand-
ing of the major anthropogenic drivers. The results
helped for understanding structural and functional
changes driven by a set of major anthropogenic drivers
and pressures and further for adopting first decisions
regarding conservation of Danube Delta and Small
Islands of Braila. An economic valuation of the gains
from multi-functional farming and other ecosystem
services helped to convince relevant policy makers
to adopt new, bio-economically oriented manage-
ment strategies extended for the entire Lower Danube
Wetlands (~10,000 km2) that aim to integrate eco-
nomic and ecological goals (Vadineanu, Adamescu,
Vadineanu, Christofor, & Negrei, 2003). It is increas-
ingly being realised that the implementation of some
top-down decisions and management plans cannot
be implemented without social contextualisation and
considerations.

The example of the Lower Danube Wetland System
shows that interdisciplinary approaches, in this case
a combination of economic and ecological expertise,
are required in exploring viable management strategies
oriented towards sustainability and nature conserva-
tion. The lesson for LTER is that, in order to generate
knowledge which would be useful to resolve soci-
ety’s problems related to sustainability, it needs to
extend its focus beyond classical ecological research.
Traditional ecological approaches often seem to regard
human activities as disturbances to otherwise prop-
erly functioning ecosystems (Haberl et al., 2006). If
LTER is to contribute in finding solutions to sustain-
ability problems it must go beyond a focus on patterns
and processes in ecosystems and their alteration due
to changes in global environmental conditions. It has
to include an analysis of socio-economic activities that
actively change and use ecosystems and of the socio-
economic significance of these ecological changes.
In order to be able to do so, LTER would have to
include approaches from the social sciences within its
framework (Redman, 1999; Redman, Grove, & Kuby,
2004). This would require a considerable shift in think-
ing within the LTER community that is far-reaching
enough to warrant a re-labelling of the enterprise
to ‘long-term socio-ecological research’, abbreviated
LTSER (Haberl et al., 2006).

Such an LTSER approach is consistent with the
emerging agenda of sustainability science (Clark,
Crutzen, & Schellnhuber, 2004; Kates et al., 2001;
Parris & Kates, 2003) that emphasises the sustain-
able use of natural resources to meet the needs of
the present as well as those of future generations.
Most ecological problems are due to the ways society
interacts with nature. Investigations into the interac-
tions between natural ecosystems and human activities
would require not only approaches from the social sci-
ences to be taken into account but also an up-scaling
of present LTER sites to regions in which substantial
human populations reside (Wilbanks & Kates, 1999).
Obviously, in doing so, scientists are confronted with
a complex interplay of various ecosystems and soci-
etal dynamics; that is, the focus would change from
ecosystems to socio-ecological systems. Although this
entails a considerable increase in complexity of the
endeavour, it has important benefits. Such integrated
LTSER platforms (Haberl et al., 2006) can be of much
higher utility than LTER sites in supporting local pop-
ulations in finding solutions to pressing sustainability
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problems, thus providing them decision support for
viable future options. Furthermore, an understanding
of society–nature interaction at local scales would
provide reasonable estimates of the level of impact
that local activities have on ecosystems compared to
impacts caused by processes on larger scales, such as
global environmental change.

Such considerations, together with the recognition
that European ecosystems are typically used and trans-
formed by humans to a much larger extent than in the
USA (due to Europe’s much higher population density
and long history of human habitation), have motivated
a strong orientation towards including socio-economic
components in the emerging European long-term eco-
logical research networks. In particular, within its sixth
Framework Programme (FP6), the EU commission has
set up a Network of Excellence to foster integration of
socio-economic and ecological expertise in long-term
ecological research. This network, called ALTER-Net
(Delbaere, 2005, http://www.alter-net.info), acknowl-
edges the need to integrate socio-economic knowledge
in several of its work packages, but a proper under-
standing of how to tackle this task, both conceptually
and methodologically, is still to emerge. In this chapter
we will discuss concepts for including social sciences
into LTER, thus transforming it to LTSER. However,
we are cautious not to propose a full-scale social sci-
ence programme, but to offer a selection of promising
social science concepts that could readily be integrated
and are beneficial to LTER research and conservation
goals. The chapter is organised as follows: First, we
discuss general concepts of socio-ecological systems.
Then we elaborate on some of the general areas where
social science could contribute in this regard together
with a description of a few social science methods
that could prove useful. We conclude by discussing an
example from the emerging Austrian LTSER platform
in which some of these approaches are currently being
tested.

26.2 Conceptualising Socio-ecological
Systems

26.2.1 Sustainability Science

Ever since the publication of the Brundtland
Commission report, ‘sustainable development’

has been high on the political and scientific agenda.
While such a vague definition of sustainable develop-
ment allows for a broad political consensus, it drove
scientists on a vigorous path to operationalise the
concept over the next decades. The massive amount
of scientific research that followed soon came to
warrant the label of ‘sustainability science’ (Kates
et al., 2001, p. 641) offering a variety of interpretations
and approaches to sustainability by the natural and
social sciences alike. It is increasingly acknowledged
that environmental problems owe much to the way
humans interact with their natural environment. This
concept is challenging, as it requires interdisciplinary
cooperation across the social/natural sciences divide,
and of course LTSER has to be interdisciplinary as
well, if it should contribute to monitoring progress
towards sustainability. To be successful in this context,
it is necessary to observe societies, natural systems,
and their interaction over time, asking the following
questions: (1) Which changes do socio-economic
activities cause in natural systems? (2) Which socio-
economic forces drive these changes, and what can
we do to change them? (3) How do changes in natural
systems impact on society? (4) How, if at all, can
society cope with the changes it has set in motion?
(Haberl, Fischer-Kowalski, Krausmann, Weisz, &
Winiwarter, 2004).

Natural systems undergo significant changes as a
matter of course. For example, temperature, precipita-
tion, sea level, atmospheric chemistry and biodiversity
have fluctuated drastically in the last thousands and
millions of years, driven by both endogenous (e.g.
geological or biotic processes) and exogenous (e.g.
meteorite impacts) phenomena (Schellnhuber, 1999;
Schlesinger, 1997). Such natural systems may be seen
as self-organising dynamic systems which may be near
equilibrium for limited periods, but may as well rapidly
fluctuate between different states to maintain stability
(Holling, 1986; Scheffer, Carpenter, Foley, Folke, &
Walker, 2001). Thus any discussion of sustainability
needs to recognise this intrinsic potential for change
and that maintenance of any equilibrium over long time
spans is unrealistic.

If equilibrium is unattainable, what else could sus-
tainability mean? Sustainability has been defined as
meeting the needs of the present without compro-
mising the ability of future generations to meet their
needs (WCED, 1987). A more equitable distribution
of resources between regions and within nations is
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also often regarded as one of its cornerstones (UNEP,
2002). Sustainability defined this way is therefore
anthropocentric, as it demands that human-induced
changes in ecosystems must not affect society’s sur-
vival or well-being, thus ‘creating and maintaining our
options for prosperous social and economic develop-
ment’ (Folke et al., 2002, p. 3). Some authors stress
the need to ‘expect the unexpected’ (Holling, 1986)
and improve society’s ability to cope with uncertainty
and surprise, defined as a situation in which perceived
reality departs qualitatively from expectation (Berkes
and Folke, 1998, p. 6). This has led to thinking about
sustainability as ‘the capacity to create, test, and main-
tain adaptive capability’ (Holling, 2001, p. 390) which
is related to the resilience of social–ecological systems
(Carpenter, Walker, Anderies, & Abel, 2001).

An influential definition of sustainability is that
societies should live ‘within the regenerative capacity
of the biosphere’ (Wackernagel et al., 2002, p. 9266).
This focus on the biophysical foundations of sus-
tainability makes it obvious that a transition towards
sustainability would not just require minor changes
in current trends, but a radical reorientation. Even
today, when only about one fourth or maybe one
third of humanity lives in relative prosperity, human-
ity consumes each year an amount of natural resources
which would take the biosphere 1.2 years to regen-
erate (Wackernagel et al., 2002). Hence, analyses of
the biophysical dimension of society–nature interac-
tion (Wackernagel, 1999) are of high importance for
sustainability science and also for LTSER.

26.2.2 Conceptualising Long-Term
Socio-ecological Research

There has been a long-standing debate on whether
or not to view the natural world (dominated by bio-
physical realities such as matter and energy) as dis-
tinct from the human world (conceived as a sys-
tem of recursive human communication and culture)
(Croll & Parkin, 1992; Descola & Pálsson, 1996;
Teich, Porter, & Gustafsson, 1997). This separation
of nature and society has its roots in ‘Cartesian dual-
ism’ manifested in the ‘great divide’ between the
natural and social sciences. The question on how
to view the world – natural and cultural realms
as two entities or the latter embedded in the for-
mer – remains unresolved and is not within the

scope of this chapter to discuss. However, the chal-
lenge of sustainability requires pragmatic approaches
to overcome disciplinary boundaries between the
natural and social sciences. Several approaches to
conceptualise socio-ecological systems (also some-
times referred to as ‘human–environment systems’
or ‘socio-environmental systems’) – that is, systems
that include natural as well as social components
and drivers – are currently being explored, among
others the DPSIR approach (EEA, 1995; Holten-
Andersen, Paalby, Christensen, Wier, & Andersen,
1995, Haberl et al., 2009), the ecosystem service
approach (Millennium Ecosystem Assessment, 2005)
or CBD’s Ecosystem Approach (Allen, Bandurski, &
King, 1993). We here focus on the socio-economic
metabolism approach that has recently gained recog-
nition within emerging scientific fields such as indus-
trial ecology, ecological economics, human ecology,
land-change science and many other fields that study
society–nature interactions. This approach is based on
the idea of viewing ‘society as a hybrid of the realm
of culture, of meaning, of communication, and of the
natural world’ (Fischer-Kowalski & Weisz, 1999). In
other words, society is seen to be composed of a system
of recurrent self-referential communication, and mate-
rial components, namely, a defined human population
as well as a physical infrastructure such as buildings,
machines, artefacts in use and animal livestock.

In order to aid interdisciplinary efforts, therefore, a
useful heuristic model of the study of socio-ecological
systems can be constructed, as shown in Fig. 26.1,
by drawing two overlapping spheres, one depicting
the study of ‘natural’ or ‘biophysical’ processes and
a second representing the study of ‘cultural’ or ‘sym-
bolic’ processes, including symbolic communication
in a semantic sense. LTSER then would be the integra-
tive field dealing with the processes of coupled socio-
ecological systems, thus transcending classical LTER
that aims to focus on more or less undisturbed natu-
ral systems (small protected plots), and even ‘extended
LTER’ that also deals with strongly human-modified
ecosystems.

This heuristic model can be used as a mind map
to identify and locate the contributions from differ-
ent disciplines and to understand the interrelations
between them. One research strategy that has been
followed is the analysis of material and energy flows
between the biophysical structures of society and
the other components of the biophysical sphere of
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Fig. 26.1 A conceptual model of society–nature interaction
(based on Boyden, 1992; Fischer-Kowalski & Haberl, 1997;
Fischer-Kowalski et al., 1997; Haberl et al., 2004; Sieferle,
1997) used here as a basis for conceptualising long-term socio-
ecological research (LTSER)

causation. This approach, often denoted as ‘socio-
economic metabolism’ (e.g. Ayres & Simonis, 1994;
Fischer-Kowalski, 1997b, Fischer-Kowalski et al.,
1997; Matthews et al., 2000), regards society as a phys-
ical input–output system drawing material and energy
from its environment, maintaining internal physical
processes and dissipating wastes, emissions and low-
quality energy to the environment. The central idea of
the metabolism approach is to view societies as organ-
ising and maintaining flows of materials and energy
for their production and reproduction. Such engage-
ments with biophysical processes serve to produce and
maintain not only a society’s own biological existence
but also that of their livestock and the whole range of
artefacts such as buildings, infrastructure, machinery.

The concept of ‘socio-economic metabolism’ has
already been described elsewhere in detail (e.g.
Fischer-Kowalski & Weisz, 1999; Daniels & Moore,
2001). Current work in this context organises its

accounts in a way that is compatible with established
tools for societal self-observation, above all, social and
economic statistics upon which practically all mod-
elling in economics and the social sciences is based.
These tools facilitate the analysis of mutual relations
between symbolic (e.g. money flows) and biophysical
aspects (e.g. material flows) of society. By means of
this ‘double compatibility’ – towards ecological and
socio-economic models and data – the socio-economic
metabolism approach can establish a link between
socio-economic variables and biophysical patterns and
processes.

The analysis of material and energy flows related
to economic activities alone, however, is not sufficient
to capture society–nature interactions. One impor-
tant aspect not adequately grasped by the metabolism
approach is land use – one of the most important socio-
economic driving forces of global change (Meyer &
Turner, 1994). Land use can be conceptualised as
‘colonisation of nature’ (Fischer-Kowalski & Haberl,
1997; Haberl et al., 2001; Weisz et al., 2001), an
approach that emphasises the fact that these human
interventions into ecosystems are undertaken delib-
erately with the intention to modify natural systems
according to society’s needs and wants. Colonisation
intensity in ecosystems can be analysed empirically by
comparing currently prevailing ecosystem patterns and
processes with those patterns and processes that would
be expected without human intervention. An exam-
ple of this approach is the calculation of the ‘human
appropriation of net primary production’, or HANPP
(Vitousek, Ehrlich, Ehrlich, & Matson, 1986) which
is defined as the difference between NPP of poten-
tial (i.e. hypothetical, non human-modified) vegetation
with the amount of NPP remaining in currently prevail-
ing ecosystems after harvest, i.e. the amount of trophic
energy diverted by humans from ecosystems (Haberl,
1997).

The notion of a ‘MEFA framework – Material and
Energy Flow Accounting’ – has been proposed (Haberl
et al., 2004; Krausmann, Haberl, Erb, & Wackernagel,
2004) to describe an integrated, consistent account-
ing framework consisting of data on socio-economic
metabolism and on the colonisation of nature. Three
parts of the MEFA framework have been elaborated
in considerable detail: (1) Material flow accounting
(MFA) has received most attention (e.g. Eurostat,
2001; Weisz et al., 2006). (2) Energy flow account-
ing (EFA) methods consistent with MFA have been
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proposed and applied (Haberl, 2001a, 2001b). (3) The
Human Appropriation of Net Primary Production, or
HANPP, proposed almost 20 years ago (Vitousek et al.,
1986), has been further developed in a way that makes
it consistent with material and energy flow accounting
(Haberl et al., 2001). The MEFA framework is useful
to analyse how we depend on and use the following
three core functions of ecosystems for humans (Dunlap
& Catton, 2002):

1. ‘Resource supply’: Land serves as a source of
inputs for socio-economic metabolism by provid-
ing renewable and non-renewable resources (e.g.
air, water, biomass, fossil fuels and minerals).

2. ‘Waste absorption’: The biosphere absorbs socio-
economic outputs such as wastes or emissions.

3. ‘Occupied space for human infrastructure’:
Humans occupy areas for housing, work space,
infrastructure (including transportation), recreation,
education and many other culturally important
human activities.

Analyses of socio-economic metabolism and the
colonisation of nature are important in an LTSER con-
text above all because they can provide a link between
natural-science based approaches (due to the obvious
relevance of resource extraction, dissipation of wastes
and land use for ecosystems) and approaches from
the social sciences. Useful research questions can be
derived by asking, for example, what cultural, eco-
nomic or political conditions are most important in
driving changes in socio-economic metabolism and
land use and what role individual actors play.

26.2.3 Dynamics of Socio-ecological
Systems

In a long-term perspective it is particularly impor-
tant to pay attention to the temporal dynamics of
socio-ecological systems. One body of theory that has
recently gained attention derives from the recogni-
tion that society and nature co-evolve in a non-linear
fashion (Abel, 1998; Norgaard, 1994; Weisz, 2002).
This notion has led to an interest in the theory of
complex adaptive systems as a means to understand
socio-ecological systems. In fact, the theory of com-
plex adaptive systems is more a collection of theories
rather than a single theory, but these theories share

some common characteristics in that they describe
socio-ecological systems that are composed of hierar-
chical structures, whose dynamics are very sensitive to
initial conditions, and which exhibit self-organisation,
emergent phenomena and possibly sudden transitions
from one stable equilibrium to another (Kay, Regier,
Boyle, & Francis, 1999). These characteristics may
make such systems unpredictable in some cases.

The term SOHO, which stands for ‘Self-Organising
Holarchic Open’ systems,’ has been proposed to
describe ecosystems, based on the concept of a ‘holon’
(Kay et al., 1999). The term holon was devised by
Koestler (1967) as part of an attempt to bridge the
gap between individual behaviour at the micro-level
and aggregate behaviour at the macro-level. A holon
is a system that has a unique identity and is semi-
autonomous, but in turn is composed of other sub-
systems (in themselves holons), and simultaneously
forms part of a larger unit of organisation, with the
overall system being referred to as a ‘holarchy’ or
‘hierarchy of holons.’ Such holons arise as a result of
the system self-organising around an attractor to dissi-
pate the flow of energy (high-quality energy) through
itself (Odum & Pinkerton, 1955; Hall, 1995), and, as
such, can be seen as non-equilibrium dissipative struc-
tures (Prigogine, 1976). As with the adaptive cycle
concept, there is an appreciation that in SOHO sys-
tems, while their self-organising behaviour provides
some ability to maintain themselves at an attractor
despite changes in their environment, can also suf-
fer catastrophic collapse or reorganisation into other
attractors when certain variables within them reach
specific thresholds, or if there is some kind of exter-
nal perturbation. Which particular attractor domain a
system finds itself in, therefore, also depends on its
history.

Working independently, a number of groups have
arrived at similar descriptions of the characteristics of
socio-ecological systems, generally recognising that
change is an intrinsic property of such systems, and
that static equilibrium is seldom reached. For example,
from a traditional ecological perspective on succes-
sion, Holling has developed the idea of an adaptive
cycle (Holling, 1973, 1986). Initially this was a two-
stage model in which the dynamics of biological com-
munities consisted of an r phase or exploitation phase,
in which rapid acquisition of resources is a successful
strategy, and a k phase or consolidation phase lead-
ing to a stable climax state, in which conservation
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of accumulated capital is a successful strategy. This
model was then extended to include an � phase or
creative destruction phase, in which the k stage breaks
down and an α phase or reorganisation phase in which
new patterns are emerging (Gunderson & Holling,
2002).

Resilience was postulated to be a function of the
potential and connectedness of the system and to be
closely linked to the four phases just described, but
to peak and to start declining before the peak of the
k phase is reached, due to the increasingly fragile
dependence of all the ecosystem components on one
another, and increasing vulnerability to both internal
and external shocks and stresses. Adaptive cycles were
seen to operate at different hierarchical scales at differ-
ent rates, with transfer of information between scales
occurring via a limited number of variables (~5, i.e.
‘the rule of hand’). From time to time, interactions
between slower changing variables at one level and
faster changing variables at another could trigger entry
into the creative destruction and reorganisation phases
of one or more of the cycles. These processes can also
lead to a new stable system state – as opposed to the
traditional view of having one climax state for one
system – that may remain so for a while. The com-
bined system of interacting adaptive cycles operating
at different scales was termed ‘panarchy’ (Gunderson
& Holling, 2002).

This metaphor was extended by conceptualising
socio-ecological systems as being located on stability
landscapes (in a topological rather than topographical
sense) which contain basins of attraction representing
a range of possible states with similar characteris-
tics (Walker, Holling, Carpenter, & Kinzig, 2004).
Socio-ecological systems were hypothesised to cycle
within a particular basin of attraction, although exter-
nal perturbations at critical times may, depending on
circumstances, transform it into a neighbouring basin
of attraction representing a significantly different type
of system, particularly if it is close to a critical thresh-
old (Walker & Meyers, 2004). Resilience was then
defined as the amount of effort required to move from
one basin of attraction into another. Basins of attrac-
tion and resilience are merely system characteristics,
neither intrinsically good nor bad, and it is only when
particular basins of attraction are considered more
desirable than others that the concept of value enters.
The notion of sustainability can then be thought of as
the process of maintaining the system in a desirable

basin. The adaptability of the system is the degree
to which the components of the system can influence
its internal dynamics and hence maintain its resilience
(Walker et al., 2004).

While these approaches have been proposed by
researchers mostly originating from the natural sci-
ences and have then also been applied by interdisci-
plinary teams, many social scientists prefer the notion
of ‘transitions’ between different, qualitatively states in
socio-ecological systems, for example, between agrar-
ian and industrial society (Fischer-Kowalski & Haberl,
2006). Transitions are also usually broken down into
a formal sequence of phases. A common distinction
is between a take-off phase in which the status quo
is still in place, but there are various symptoms of
its initial destabilisation, followed by an acceleration
phase in which many rapid changes take place, and
a subsequent stabilisation phase where changes are
slowing down and the features of a new equilibrium
begin to crystallise (Martens & Rotmans, 2002). A spe-
cific feature of the transition idea is that transitions
take place between two qualitatively distinct states. No
linear, incremental path leads from one state to the
other, but rather a dynamic, possibly chaotic process
of change. The transition notion allows qualitatively
different states to be distinguished, in contrast to the-
ories of growth or modernisation that assume certain
homogeneity of the basic setting and gradual change
over time. To some extent, socio-ecological transitions
as understood in this tradition might be seen as flips
between different states in a stability landscape, as sug-
gested by the above-discussed model of Walker et al.
(2004), but with the additional condition that these
system changes are largely irreversible due to the lega-
cies (Foster et al., 2003) emerging during the transition
process.

Spontaneity and emergence are other important
ingredients of the transition notion. It is neither pos-
sible for one state to be deliberately transformed into
the other, nor for the process to be fully controlled –
at least at present. Particularly if, as in sustainabil-
ity research, the concept is applied to complex sys-
tems (such as societies or technology regimes), one
is dealing with autocatalytic or autopoietic processes
(Varela, Maturana, & Uribe, 1974) to which concepts
of orderly governance, steering or management can-
not be applied. It is commonly assumed, however, that
there is increased potential for disturbance or of inter-
vention into the system during the take-off phase of
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a transition, when the old interrelations are breaking
apart but no clear directionality of change has yet been
established (Rotmans, Kemp, & Van Asselt, 2001;
Berkhout, Smith, & Stirling, 2003). There need not be
a contradiction between this three-phase scheme (take
off – acceleration – stabilisation) and the four-phase
adaptive cycle (also called the ‘lazy eight’) scheme
discussed above. However, there is an obvious simi-
larity between the stabilisation phase and the highly
connected, stable k phase and between the pioneer-
dominated transient r phase and the acceleration phase.
Whether or not it is helpful for the analysis of socio-
ecological systems to break up the take-off phase in
two phases, one of release (�) and one of reorganisa-
tion (α), may depend on the circumstances.

A socio-ecological transition that is currently being
investigated in great detail due to its significance for
current sustainability problems is the ‘great transfor-
mation’ (Polanyi, 1957) from agrarian to industrial
society. Historical examples that have recently been
investigated include the UK, the forerunner of indus-
trialisation, and Austria (Krausmann & Haberl, 2002;
Krausmann, 2004; Schandl & Schulz, 2002). These
case studies suggest that industrialisation replaces one
set of sustainability problems – above all those related
to balancing land, labour, agricultural productivity and
population (Boserup, 1965, 1981; Netting, 1993) –
with new ones, above all those related directly or indi-
rectly to the surging use of non-renewable resources,
most prominently fossil fuels (Haberl et al., 2004;
Hall, Cleveland, & Kaufmann, 1986). From the per-
spective of a member of industrial society – which
most researchers are – this could be misinterpreted as
a more or less completed process, encapsulated in the
safe territory of the past. This point of view neglects,
however, that about two-thirds, if not three quarters
of the world population are currently in the midst of
exactly this transition process, thus aggravating many
of the global sustainability problems such as atmo-
spheric change, climate change and rapid land-use
change (Fischer-Kowalski & Haberl, 2006).

A theme common to all of these approaches is
that because many aspects of the behaviour of socio-
ecological systems are to some extent unpredictable
due to cross-scale interactions, emergent properties
and the existence of thresholds, the only realistic
way to intervene into them is to follow a process of
‘adaptive learning’. As societies and ecosystems co-
evolve, decisions and actions made within society alter

ecosystems and vice versa, and the perception of this
co-evolutionary process in turn influences future deci-
sions. This has implications for the role of researchers
in the study of such systems – no longer are they
external observers, but they have become intrinsic
parts of the system, an approach sometimes referred
to as ‘post-normal’ science (Funtowicz & Ravetz,
1993; Luks, 1996; Waltner-Toews, Kay, Neudoerffer,
& Gitau, 2003; Waltner-Toews & Kay, 2005). The
task of researchers is to understand the current struc-
ture and dynamic processes of socio-ecological sys-
tems, to identify possible attractors and the pathways
between them and to inform other stakeholders within
the system of possible trajectories. This results in a
self-reflective research process, one that explicitly con-
siders the perspectives of involved citizens, scientists
and managers, and the dominant narratives of each
of these groups. Cybernetics has termed such a pro-
cess a second-order observation approach. In this kind
of research process, the problem of communication
between different actors cannot be managed easily
(Waltner-Toews & Kay, 2005), but is discussed in more
detail in Section 26.3.4 on participatory approaches
below.

26.2.4 Structure of Socio-ecological
Systems

As already mentioned, socio-ecological systems can
be seen as ‘open systems’ operating far from equi-
librium (Kay et al., 1999), with material, energy and
information flowing both into and out of them. It is
the way in which their internal social, economic and
biophysical components are organised in relation to
one another that determines how these flows are used
and traded (Matthews & Selman, 2006). Networks of
different types within socio-ecological systems con-
tribute significantly to their functioning and hence to
their resilience and adaptivity. For example, ecological
networks determine the relationships between different
species contained in the system (e.g. who eats whom or
who lives on whom). Similarly, social networks play
an important role in the way that information persists
in the system, the rate at which it spreads through the
system and the degree to which this information can be
used. Some authors have developed models of social
networks to extend the classical approach to innova-
tion diffusion by distinguishing between the effects of
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initial information passed to a subset of farmers from
institutions and subsequent discussion among farmers
themselves (Deffuant et al., 2002).

The structures of such networks have a major influ-
ence on the way they function, and there has been
significant interest in the theoretical aspects of network
structure recently, particularly ‘small-world’ (Watts &
Strogatz, 1998) and ‘scale-free’ (Barabási, Albert, &
Jeong, 2000) networks, and how this structure influ-
ences network resilience (Barabási, Albert, Jeong, &
Bianconi, 2000). There is a rich literature on mod-
elling studies of the relationship between species diver-
sity and stability in ecological food webs (McCann,
2000) although there is no clear consensus – in some
cases there has been a positive correlation and in
others a negative. For example, a case study found
that resilience in ecological food webs (i.e. networks)
increased with their connectivity, but was independent
of species richness and omnivory (Dunne, Williams, &
Martinez, 2002). These studies were on well-defined
but static food webs (i.e. the networks were not grow-
ing), and it may be that part of the reason for these
conflicting results is due to the dynamic nature of
the relationships. Interestingly, the adaptive cycle dis-
cussed above hypothesises that resilience is positively
correlated with capacity and connectedness in the
r phase, but negatively correlated in the K phase.
Certainly, the socio-ecological systems described by
the adaptive cycle framework are dynamic and grow-
ing rather than static, so there is a clear need to
investigate the relationships between these properties
in that context. Barabási, Albert, and Jeong (2000)
It was found that scale-free networks could be gen-
erated, first, if they were growing, and second, if
new additions to the network were not attached ran-
domly, but ‘preferred’ already highly connected ones
(Barabási, Albert, Jeong, et al., 2000). It seems reason-
able to assume that other network architectures can be
generated by different assembly rules.

In relation to socio-economic networks, the role and
development of inequality of the nodes is of particu-
lar interest. Tilly’s concept of ‘durable inequality’ that
explains the process by which networks are formed
and grow, and the concomitant diffusion of new ideas
resulting in rewards persistently accumulating to par-
ticular groups (e.g. wealthier households and men)
is an area that needs to be explored (Tilly, 1988).
Three different types of information processing in a
socio-ecological system have been proposed which

they have termed egalitarian, hierarchical and dis-
tributed, and which can be related to the structure of the
social networks operating (van der Leeuw & Aschan-
Leygonie, 2005). However, while much of the evolu-
tion of inequality, networks and information transfer
has been theorised, little has been simulated, despite
it being identified as an emerging research agenda.
Modelling studies need to explore more sophisticated
general concepts of socio-economic networks, includ-
ing that of ‘supracriticality’ as a function of network
size and connectivity (Kauffmann, 1995), and the idea
that wide-ranging networks of many ‘weak ties’ facili-
tate transfer of information, the diffusion of innovation
and ultimately promotes economic development, while
limited networks of strong ties lead to economic stag-
nation (Granovetter, 1973, 1995).

26.3 Contribution to LTSER
from the Social Sciences

26.3.1 Coping with Diversity: A Plethora
of Social Science Paradigms

Classical LTER, if it considers social factors at all,
is dominated by paradigms and concepts of soci-
ety, or humans, which have been developed by nat-
ural scientists. LTSER implies the need not only to
consider human interventions into ecosystems but to
acknowledge that socio-economic dimensions of envi-
ronmental change cannot be adequately understood
without integrating researchers from the social sci-
ences. This owes to the fact that changes in biodiversity
and ecosystems are determined to a large extent by
human activities, which cannot be grasped without this
expertise (Delbaere, 2005).

One feature that characterises social sciences is
the heterogeneity of paradigms and theories. Selecting
an approach that is useful for LTSER requires that
social scientists understand the questions asked, and
problems faced, and paradigms applied in ecologi-
cal research. The concepts selected must be com-
patible with natural scientific reasoning, they must
explain social processes without denying biophysical
processes, and they must open points of contact to
which natural sciences can connect and relate. That
is, neither must society be seen as ‘just one additional



386 S.J. Singh et al.

component’ or subsystem of ecosystems, nor is it use-
ful to conceptualise humans as a mere disturbance to
otherwise well-functioning ecosystems.

At the same time, social scientists have to accept
that society is related to, even dependent on, ecosys-
tems, a notion that seems hard to swallow for social
scientists since the work of Max Weber and Emile
Durkheim (Catton, 2002). The basic existence of soci-
ety as an entity comprising biophysical structures, as
discussed above, implies that it is dependent on, and in
this sense part of and influenced by, natural processes
(Dunlap & Catton, 1994). Society would not exist
without human organisms and their capacity for repro-
duction and without being able to organise all the other
biophysical flows (its socio-economic metabolism)
required to maintaining its integrity. Society can, how-
ever, not be understood merely by observing its bio-
physical structures. In the social sciences, the most
common usage of the term ‘society’ refers to a func-
tional and delineated social unit that shares common
cultural traits as well as to a politico-administrative
unit in which decision making and executive powers
are applied (Weisz et al., 2001).

This requires another, qualitatively different, system
to be taken into account, namely the purely symbolic
system of recursive communication (Luhmann, 1986,
1995). This system is immaterial, and it is autopo-
etic, that is, it is self-referential and is able to structure
itself and create dynamics endogenously (Varela et al.,
1974). We do not follow Luhmann, however, in denot-
ing this system of recursive communication as society,
because this would deprive society of all biophysi-
cal components – a notion of society obviously not
very useful to understand society–nature interaction.
Rather, we adopt the notion of society as a hybrid of
this system of recursive communication and a part of
the material world denoted here (Fig. 26.1) as ‘bio-
physical structures of society’ (Fischer-Kowalski &
Weisz, 1999; Weisz et al., 2001). ‘Culture’ consists
of material components or artefacts, such as religious
objects, tools, machinery, infrastructure, and ‘imma-
terial’ or symbolic elements such as beliefs, arts,
knowledge, languages.

Similarly, the notion of ‘economy’ gains a dou-
ble meaning: in its symbolic representation, it may be
thought of as the communicative processes involved
in organising production and consumption – in indus-
trial society the communicative subsystem delineated
by the communicative code of money (almost the only

set of issues addressed by professional economists
today) – on a biophysical level it can be under-
stood as the organisation of the biophysical flows
required to sustain a society’s biophysical struc-
tures, i.e. humans, livestock and artefacts. Obviously,
then, human and animal labour and artefacts required
for production (‘capital’) are important in this
context.

A third important theme is the study of governance
(Ostrom, 1996). In order to support a transition towards
sustainability, LTSER explores decision-making pro-
cesses at different scales to understand conflict as a
basis for reconciling divergent goals amongst stake-
holders (Adams, Brockington, Dyson, & Vira, 2003;
Dietz, Ostrom, & Stern, 2003) and to reduce the vul-
nerability of people, places, and ecosystems (Turner
et al., 2003). Within LTSER, good governance is
understood as the combined effort of society to imple-
ment and enforce rules related to the provision of
individual and collective goods and services to sus-
tain local livelihoods without compromising ecosys-
tem health. This requires understanding of how access
to, use and exchange of resources are managed and
negotiated in practice, questions obviously necessi-
tating the inclusion of stakeholders in the research
process.

This discussion reveals at least three entry points for
social sciences that will be discussed in the remain-
der of this section: (a) the analysis of culture, both in
its biophysical and its symbolic meaning. Here we can
build on a tradition sometimes referred to as ‘ecologi-
cal anthropology’ (e.g. Orlove, 1980) or ‘cultural ecol-
ogy’ (e.g. Steward, 1955; White, 1959) that has yielded
a rich body of studies of society–nature interaction
(e.g. Boserup, 1965; Grünbühel, Haberl, Schandl, &
Winiwarter, 2003; Netting, 1993; Singh, 2003). (b)
The analysis of the interplay of the economy and
ecosystems, a field of expertise today mostly referred
to as ‘ecological economics’ (Costanza, Cumberland,
Daly, Goodland, & Norgaard, 1998; Martinez-Alier,
1990). An aspect that may be particularly valuable at
local and regional scales that play an important role
in LTSER is the focus on the interrelations between
time use, land use and income generation (Schandl &
Grünbühel, 2005). (c) A focus on governance involv-
ing the participation of stakeholders and their influence
in decision making (Hare & Pahl-Wostl, 2002; Pahl-
Wostl, 2002; Kasemir, Jäger, Jaeger, & Gardner, 2003).
A final subsection will discuss how these concepts
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can be integrated with approaches from the natural
sciences in innovative modelling tools.

26.3.2 Building on the Rich Tradition
of Ecological Anthropology

In social and cultural anthropology, stress on the eco-
logical dimension in the study of social and cultural
systems is relatively recent and came about as a con-
sequence of increasing interest in ecosystem research
within biological ecology. Ecological anthropology, or
an ecosystem approach to anthropology, focuses on the
study of complex relations between people and their
environments. In other words, it is a study of the rela-
tions among population dynamics, social organisation,
culture of human populations and the environment they
inhabit from both synchronic and diachronic perspec-
tives (Orlove, 1980). Practitioners of this discipline
direct their attention to an understanding of the ways
by which a particular population, intentionally or unin-
tentionally, shapes its environment and is shaped by
it (Barnard & Spencer, 1996). Ecological anthropol-
ogy draws much from the systems theory approach,
whereby human populations are regarded as one of
the components of the ecosystem. In its most classic
sense, ecological anthropology promulgated the study
of energy flows between the human and the ecosys-
tem, in particular the energetic return upon investment,
and as such, interpreting cultural behaviours and sub-
sistence patterns (Rappaport, 1967, 1971).

An important research agenda in treating human
populations as part of ecosystems has been to under-
stand human adaptability to various forms of environ-
mental stress – physiological, cultural and behavioural.
In doing so, there has been increasing interest in using
ecological anthropology as a strategy for studying
a wide range of human responses to environmen-
tal problems, to social constraints and to past solu-
tions to environmental problems (Vayda & MacKay,
1977). Studies relate to the various ways populations
have responded to environmental forces, such as high
levels of frost in highland New Guinea (Waddell,
1975), storms (Bayliss-Smith, 1974), droughts (Lees,
1974; Reyna, 1975), famines (Krech, 1978; Orlove &
Custtred, 1980) and earthquakes (Oliver-Smith, 1977).

Several studies in ecological anthropology empha-
sise the ‘long-term’ aspect by which mechanisms of
change can be understood. This relates to the idea

of ‘transition’ as discussed earlier in this chapter.
Ecological anthropologists have carried out several
studies to highlight the various drivers and initial
conditions that may be attributed to changes in the
socio-ecological system. Prominent among them are
an examination of demographic variables and produc-
tion systems (Boserup, 1965), the response of popu-
lations to sudden or prolonged environmental stress
(see previous paragraph), the formation and consoli-
dation of adaptive strategies (Bennett, 1976; Bettinger,
1978) and response to globalisation of economic and
production processes (Friedman, 1974).

For LTSER, the field of ecological anthropology
appears to be quite promising insofar as it allows a
wide range of studies and methods to be harnessed,
providing insights into the ways humans interact with
their environment. In particular, we are able to gain
from long-term studies relating to how populations
have transformed their environment and how they have
been transformed as a consequence. These relate to
an understanding of socio-economic drivers of envi-
ronmental change within the framework of LTSER.
Ecological anthropology also provides insights into
human decision making and the choices they possi-
bly would make under given resource constraints and
opportunities. At the same time, the global environ-
mental change community can enhance its understand-
ing on the ways human populations respond to various
forms of environmental stress, which in turn may pro-
vide valuable insights into possible human responses
to ongoing global environmental change.

26.3.3 Relating Time, Land and Income:
Applying Concepts from Ecological
Economics to the Local Level

Ecological economics studies the relations between
the economy and the environment in order to address
questions of sustainability using a variety of meth-
ods (Martinez-Alier, 1987). One specifically useful
approach for LTSER is the analysis of the interrelations
between time use, land use and income at the local and
regional levels (e.g. Schandl & Grünbühel, 2005). In
linking time use, land use and income generation we
start with the so-called magic triangle of sustainability
(Fischer-Kowalski, 1997a) on a local level. Looking at
the ‘magic triangle of sustainability’ we identify three
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Fig. 26.2 Basic interrelations between time use, land use and
income assumed in the internal structure of agricultural agents
(= farms)

dimensions along which a social unit can be analysed:
the economic, the social and the ecological dimension.
On a local level the ecological dimension might be
defined as the way land is used in a specific area. The
social dimension might be defined as the way and qual-
ity of life of a specific social unit in a specific area. Our
main indicator to describe the way/quality of life is the
way time is used (‘time use’) by the members of the
social unit. The economic dimension might be defined
as the monetary income of a specific social unit (house-
hold, person, community) in a specific area. The three
dimensions are highly interdependent (Fig. 26.2).

We start with the interplay between land use and
time use, given the condition that the system is closed
in regard to available working hours. For example,
at the local level, a village would comprise of a fix
amount of land (‘total available land’) and a certain
amount of time (‘total available time’) depending on
the number of inhabitants. Of the total available land,
only part is available for income generation (part may
be required, for example, for living space). Similarly,
the ‘disposable human time’ is only a part of the total
time available since every individual requires a certain
amount of time for ‘basic personal reproduction’ (such
as sleeping and eating) and ‘extended personal repro-
duction’ (such as education and leisure). In this way,
both land and time are a biophysical constraint. A spe-
cific way of using land requires a specific amount of

working hours and vice versa. As land use requires
working hours, it constrains the time budget that can be
used for other activities not related to land use (leisure
time, reproduction, etc.).

Similarly, land and income constrain each other.
This is to say that each square meter of land is able to
generate a certain amount of income. In other words,
income is constrained by the quality and quantity of
land available. The income on the other side deter-
mines how the land is used: if there is a need for more
income, it may be that more land, if available, will be
brought under production or the use of existing land is
intensified. Furthermore, the quality of land use relates
to the means of production or available technology a
social unit can afford (such as tillers and tractors).

Similarly, the relation between time use and income
can also be determined. The disposable working time
in a given society is determined by several factors
such as the total number of inhabitants, life expectancy,
dependency ratio and working age. This may vary by
culture and region. The disposable working time has a
direct bearing on the amount of money an individual
can earn. Alternatively, the need for less income would
mean less working hours required, and the need for a
higher income may restrict time to be invested in other
activities such as leisure and vacations.

All three dimensions have their inherent dynam-
ics as they are subject to specific systems dynamics.
This is to say, how time is used largely depends on
the social/cultural system a social unit is part of (e.g.
social values and norms, infrastructure). The income
is highly dependent on the dynamics of economic
systems (market, prices, etc.). Finally, land use is
constrained by the specific features of the local ecosys-
tem (e.g. rice does not grow in arid areas) as well
as on global environmental dynamics. As research
shows, these considerations are especially applicable
in rural areas and farming systems. Several ongoing
studies are now integrating land-time-income analysis
within computer models such as agent-based mod-
elling (Gaube, Adensam, Erb, & Haberl, 2005). It
would have to be proved how and if they apply to
industrial areas. LTSER sites can be used as test areas
for undertaking land-time-income analysis so as to
provide insights into these biophysical constraints and
opportunities in relation to possible economic options
and ecological impacts.
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26.3.4 Participation and Decision
Making

A major influence on long-term studies has been the
development of decision-making models (or actor-
based models). These models permit better analy-
sis of the parameters of behaviour and variations
of behaviour within the different human populations,
including conflict and competition and an understand-
ing of the processes which generate economic, political
and social relations. Decision-making models may
either be cognitive/naturalistic or microeconomic mod-
els. The former borrows much from cognitive anthro-
pology that depicts actual psychological processes of
decision making by locating alternatives and the pro-
cedures for choosing among them, while the latter
resemble economic models of choice making under a
set of resource constraints (Orlove, 1980).

It has repeatedly been argued in this chapter that
sustainability research cannot solely focus on ecosys-
tems, but has to analyse social parameters as well.
However, in most cases analysing social parameters
is not enough to enable us to set powerful interven-
tions counteracting a decrease of biodiversity levels or
the quality of ecosystems. What is needed is a spe-
cific method of analysis – an analysis that allows actors
to participate throughout the whole research process,
starting with defining the problem that should be anal-
ysed and ending with planning or initialising specific
interventions. In other words, social actors or social
systems should be able to learn throughout the research
process or should at least be stimulated in some way.
Participation is the key to achieve this (see for example
Hare & Pahl-Wostl, 2002; Pahl-Wostl, 2002).

The term participation can be defined as aware-
ness of and identification with the research conducted
in a particular locale as well as active dialog with
the researchers and stakeholders with respect to the
process. Research should take place with the inclu-
sion of the relevant stakeholders in a social sys-
tem, integrating their interests and defining common
research goals. The classical research approach starts
out with a research question, which the researcher
defines according to the current state of the art and its
research demands. Participatory research means defin-
ing the research question and the scientific interest

together with relevant stakeholders. In order to be
able to do this, the area where the study is being
conducted must be known to the researchers and the
actors/stakeholders identified.

Stakeholders are actors that are directly involved in
the problem to be investigated. After having defined
the actors in the field, the group of stakeholders who
will be engaged in the process may have to be nar-
rowed down for practical reasons. While the selected
group of stakeholders should bear some relevance to
the problem, it is up to the researcher to lay down the
criteria of selection as long as the criteria are transpar-
ent and potentially subject to criticism. In most cases,
the selection criteria for stakeholders highly depend
on the needs of the actors involved, the willingness
to cooperate and the level of influence they wield in
guiding social processes in the study area.

Research questions and goals are defined in coop-
eration with the stakeholder group in order to make
practical use of the research results. Nevertheless,
social goals and visions of the future must be trans-
lated into scientific categories and variables for their
usefulness in the research process, i.e. they have to be
scientifically operationalised. In return, scientific evi-
dence has then to be transposed into socially relevant
information in order to serve as a basis for decision
making.

According to the intense cooperation with the
actors, the dynamics, goals and directions participa-
tive research follows, strongly depend on the needs of
the actors and on the inner dynamics of the system
analysed. Thus, research design differs from classi-
cal research approaches as it has to be more flexible
in various aspects (e.g. definitions of research goals,
selections of actors involved, milestones planned, and
methods applied). Ownership is crucial in participa-
tory research. Research results can never be applied
to local decision making if the actors are not aware
of the research questions and problems addressed. The
stakeholder group must (at least partly) share the moti-
vations and interests of the researcher and appreciate
the methods applied in the field. Local actors must
support research activities and perceive them as a pos-
sible basis for taking decisions on their own future.
Ideally, participative research contributes to democrati-
sation and involves the citizen in public decisions of
the community.
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26.3.5 The Utility of Models for
Integrating Socio-economic
and Ecological Approaches

Because socio-ecological systems are complex, and
because it is not possible to manipulate real sys-
tems experimentally, modelling can help in integrating
these processes into a common framework in order
to analyse the likely impacts of internal and exter-
nal drivers, both solely and in conjunction with one
another. Integrated models should focus not only on
the economic consequences but also on the social and
ecological outcomes. Modelling can be especially use-
ful to integrate social science-based approaches with
concepts from the natural sciences (van der Leeuw,
2004). Existing models are, however, largely unattrac-
tive in this respect, as most of them reflect theories and
concepts developed within single scientific disciplines.
Global integrated assessment models such as IMAGE,
on the other hand, that were derived by coupling a
large number of existing disciplinary-based ‘sectoral’
models (Alcamo, Kreileman, & Leemans, 1996) are
of limited applicability at local scales such as those
dealt with in LTSER. A new generation of models
that can deal with local situations and aim to integrate
biophysical (e.g. land use) issues with socio-economic
factors is currently being explored by many groups of
researchers around the world (e.g. McConnell, 2001;
Janssen, 2004; Matthews, 2006).

In this context, the aim of modelling goes beyond
prediction and is seen as a strategy for exploring
how elements of socio-ecological systems traditionally
described by different disciplines are related to one
another and for learning how they might be combined
to arrive at a useful representation of the overall sit-
uation. Modelling may be useful to understand how
the situation might unfold, thus helping researchers
and stakeholders to devise ways of achieving desir-
able outcomes (Fig. 26.3). This non-linear process
raises interesting questions about reflexivity and its
ability to introduce uncertainty in its own right; for
example, a model that could predict the behaviour of
the stock market would be used by investors to alter
their behaviour, but if everyone were to do this, the
predictions of the model would be falsified. Should,
therefore, models of socio-ecological systems contain
representations of themselves in order to realistically
model the behaviour of the social processes they
contain?

A modelling paradigm which is potentially suitable
for linking the biophysical and socio-economic char-
acteristics of a system is multi-agent simulation or
agent-based modelling. Originating from the field of
distributed artificial intelligence, these models consist
of a number of ‘intelligent’ virtual agents which are
sensitive to other agents and interact with both them
and their environment and can change their actions as
a result of events in the process of interaction. Agents
typically have only partial knowledge of the system

Fig. 26.3 Schematic
representation of the use of
models in a participatory
process. Own figure, drawn
based on a concept of Berger
(2004)
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as a whole, but a key characteristic is their ability
to communicate and exchange information with each
other. The behaviour of the whole system (i.e. the vir-
tual community) depends on the aggregated individual
behaviour of each agent. Agent-based modelling is
dynamic as compared to traditional approaches such
as linear programming and is particularly suitable for
looking at processes over time (Axtell, Andrews, &
Small, 2002; Janssen, 2004; McConnell, 2001; Pahl-
Wostl, 2002).

• Reactive agents decide on actions directly on the
basis of what they have sensed around them. For
example, they may select a particular land use based
on soil type.

• Deliberative agents are those that, for example,
reflect upon alternative courses of action, and select
one of them for execution, i.e., they plan. An exam-
ple of this might be that, for a particular land unit, a
number of land uses are possible, but one is selected
on the basis of one or more criteria, such as relative
return and/or labour availability.

• Adaptive agents change their behaviour in the light
of changing circumstances, implying an element of
learning – e.g. based on the performance in the past
year of a particular land use, new or modified land
uses are selected.

• Social agents communicate and cooperate with
other agents, keeping histories of their interac-
tions and updating their beliefs (using Bayesian
updating) after observing their environment and the
behaviour of other agents.

Depending on the type of agent, each will consist
of one or more of the following main components –
(a) a component to manage communication with other
agents, (b) a second to maintain knowledge (i.e. the
agent memory), (c) a third to make decisions based on
its knowledge and perception of the outside world and
(d) the fourth to perceive the outside world. Thus, trig-
gers for action by the agent may originate from three
sources – those as a result of its own internal state,
those as a result of requests from other agents and those
as a result of some condition within the environment.

Validation of such models is difficult. Validation
of individual components against observed data is
possible and necessary, although this does not test
for any errors introduced through linking them at a

higher level. Two other approaches of validation are
as follows:

• Accuracy in simulating a historical situation, for
example, changes in commodity prices or demo-
graphic changes over a particular time period. Such
an attempt at validation was made by using a model
to simulate various aspects of three widely contrast-
ing socio-economic regions, the results of which
reflected current development trends in two of
the regions with reasonable accuracy (Van Keulen,
1993).

• Comparing simulated results with outcomes
expected by ‘experts’. Validation would be pos-
itive when, for example, patterns of knowledge
transmission predicted by the model matched
those observed by sociologists or development
professionals.

However, as the purpose of the model is usually
to explore options for effecting change in rural com-
munities, rather than predicting them, it is perhaps
more important that the structure of the model and the
assumptions incorporated into it are transparent and
therefore well-documented. Provided these are known,
they can also provide a focus for debate, and sensitivity
analysis can be carried out to determine their relative
importance to the overall system.

26.4 Integrating Ecosystems
with Participation and Time Use:
A Case Study from the Austrian
LTSER Platform ‘Eisenwurzen’

In this section, we will present a case study from a
recently concluded project in the Austrian LTSER
platform ‘Eisenwurzen’, one of the 10 European
LTSER platforms, where we implement several of
the approaches discussed above. The name of the
region, Eisenwurzen (‘origin of the iron’), refers to its
historical role as an important iron-supplying region
of Europe: A few hundred years ago, about 15% of the
total amount of iron produced in Europe came from
that region (Gruber, 1998). The topography ranges
from hilly to mountainous, and mostly belongs to
the northern limestone Alps. Due to its mountainous
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Fig. 26.4 Location of the study area. Reichraming (marked
black) is one of the 91 municipalities belonging to the LTSER
platform ‘Eisenwurzen’ which includes parts of the territory

of three Austrian provinces, Oberösterreich (‘Upper Austria’),
Niederösterreich (‘Lower Austria’) and Steiermark (‘Styria’)

character, the region is hardly attractive for agriculture,
in particular for intensive, high-yielding mechanised
agriculture. A massive reforestation resulted which
is today perceived as an important challenge for the
continuation of human habitation in the region. It is
estimated that forests presently cover at least 80% of
the area of Reichraming. Agriculture is almost exclu-
sively based on extensive cattle rearing and suffers
from low incomes. Commuting to regional centres
such as Steyr and Linz accounts for a significant
proportion of gainful employment.

Within the larger region that is included in the
LTSER platform is the municipality of Reichraming
the area where the project is being implemented (see
Fig. 26.4). The project ‘LTSER Eisenwurzen’ aims
to develop an integrated model SERD (Simulation of
Ecological Compatibility of Regional Development)
to be able to simulate changes in income and work-
load of farmsteads as well as land use and mate-
rial/substance flows (Gaube et al., 2009). The model
will consist of two modules: (1) an agent-based
actor’s model and a social-economic and biophysical
approach integrating stock and flow model (Fig. 26.5).
Dynamics in the model will be driven by assump-
tions on changes in the external conditions, both
socio-economic and political as well as environmental
framework.

The agent-based model in SERD relates different
groups of actors to each other depending on their
impact on land use:

1. Primary actors: they are those land owners who
affect land use change in the region directly.
Important among them are the agrarian house-
holds who decide based on their knowledge,
individual preferences and information about the
environment and other agents how to use land.
The decision-finding process of all farms is
carried out along a ‘sustainability triangle’ in
which the three core sustainability dimensions
(social/ecological/economic) are dynamically inter-
linked with each other. The social dimension is
represented by time invested by inhabitants on
a farm, the economic dimension by the farm’s
income and the ecological dimension by land-use
patterns (Fig. 26.2). Beside farmers, the municipal-
ity, the forestry agency of Austria, the National Park
Kalkalpen and some of the households and enter-
prises are further land users of Reichraming and
hence primary actors.

2. Secondary agents: these are groups of actors that
have a direct impact on the primary agents as they
set their framework conditions, e.g. landowners
who do not use their land but lease it to others.
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Fig. 26.5 Concept of the
integrated system model
SERD

3. Aggregated agents: finally, there are the aggregated
agents such as the local government, associations
and networks who have influence on the region.

An integral part of the project is the inclusion
of the agents/stakeholders in the research process.
Workshops will be organised where assumptions
for the model will be discussed at all stages of
the project. The actor model will be coupled with
a social/economic/ecological material/substance flow
model. Outputs of the agent-based model concerning
changes in land-use and agricultural practices as well
as in population and infrastructure are simultaneously
inputs for the integrated stock-flow module of SERD
which are further divided into two types of stocks and
flows. On the one hand there is the socio-economic
information about humans, livestock and artefacts, and
on the other hand there are ecological stocks and flows
from various land categories such as forests, grasslands
and cropland. Substance flows, especially carbon and
nitrogen flows are sensitive indicators for changes of
relevant ecological processes and allow assessments on
the ecological compatibility of changes in agricultural
practices, land use, economic and social conditions.

The model outputs of SERD can be classified into
four parts:

1. Assessment of social and economic trends,
2. Illustration of expectable land-use patterns in the

future,
3. Changes of ecological indicators, and
4. Changes of local and regional substance flows.

SERD will allow the simulation of future scenarios,
e.g. on the effects of improved collaboration between
agriculture, tourism and the National Park, on the
income and time use of farmsteads as well as land-
use patterns and substance flows. A second application
of SERD will be its ability to back-cast based on
historical sources and data.

26.5 Conclusions

Integrating socio-economic dimensions into long-term
ecological research is a challenging and ongoing
endeavour. It requires fundamentally new, inter- and
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transdisciplinary scientific approaches. This is difficult
due to the long-standing history of specialisation in
natural sciences, social sciences, and the humanities
(Huber, 1989, p. 67, own translation): ‘The very idea
to transcend the division between natural and social
sciences (. . .) does not seem adequate. It is not pos-
sible to make the thick branches of a tree ungrown.
(. . .) It would be no minor achievement if people on
both sides would cease to believe to be closer to reality
or to truth than the others. (. . .) We should strive (. . .)
for a state of peaceful coexistence and, on the basis of
this (. . .), create a controlled external trade that bene-
fits both sides, hoping this could lead to some kind of
co-evolution.’

Exploring integrated approaches to grapple with
socio-ecological systems requires both conceptual,
theoretical discussions such as those included in
Sections 26.2 and 26.3 , and practical work in inter-
disciplinary case studies such as the Lower Danube
Wetland System mentioned in the Introduction and the
Austrian LTSER study discussed in Section 26.4. On
a theoretical level, we suggest that the concepts of
socio-ecological metabolism, transition concepts from
the social sciences, and theories of complex adaptive
systems can be combined to provide a good basis for
integrating approaches from natural sciences, social
sciences and the humanities.

On a practical level we suggest that concrete, inter-
disciplinary studies should be launched to be carried
out at the emerging LTSER platforms with the explicit
aim to test different approaches for inter- and trans-
disciplinary integration. In particular, we feel that
the following considerations could be helpful in this
context:

Transdisciplinarity – that is, the integration of stake-
holders in the research process – is a useful tool to
foster problem-oriented work. Challenging interdisci-
plinary teams to work in a problem-oriented way is
useful to help in overcoming traditional boundaries
between scientific disciplines. It helps in structuring
research questions in novel ways, thus inspiring inno-
vation in interdisciplinary projects. It also requires a
high level of self-reflection of the researchers, as they
themselves become part of the system to be analysed.
On the other hand, high standards of scientific excel-
lence in such projects are essential in order to prevent
them from becoming purely consultancy work.

The use of models either formalised or heuristic is
an important tool to foster interdisciplinary integration.

Even though socio-ecological systems may be too
complex to ever be adequately represented, let alone
predicted, by formal models, the very process of con-
structing the model is of great help in fostering mutual
learning in interdisciplinary teams (van der Leeuw,
2004). Moreover, these models can be used in transdis-
ciplinary processes together with stakeholders and help
to structure discussions on policy options to support
sustainability.

One scientific paper, such as this one, cannot, of
course, address all the challenges involved in design-
ing LTSER. Other papers have focused on the sit-
uation in the United States (Redman et al., 2004)
and on themes of LTSER (Haberl et al., 2006).
Several groups within ALTER-Net are working on
complementary projects tackling issues such as those
related to scales and levels of socio-ecological sys-
tems (Dirnböck, personal communication) and on
the utility of combining approaches from Political
Ecology, Ecological Economics and Social Ecology in
understanding drivers of biodiversity (Waetzold, per-
sonal communication). This multitude of approaches
is certainly warranted, given the complexity of the
problem at hand. We urgently require ever more
cases where integrative approaches are tried and
tested by interdisciplinary teams in order to fos-
ter mutual learning to address the sustainability
issue.
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Chapter 27

Integrating Social Sciences into Long-Term Ecological
Research

Cornelia Ohl and Scott M. Swinton

Abstract In Europe and North America, long-term
ecological research (LTER) networks are changing
their treatment of human activity from exogenous ‘dis-
turbances’ to endogenous behaviour. The engagement
of social scientists in LTER networks currently takes
forms ranging from nonexistent, to research in parallel
with ecological research but with minimal interac-
tion, to truly collaborative long-term socio-ecological
research (LTSER). Successful collaboration of social
and ecological scientists can be facilitated by a ‘jazz
band’ approach that allows shifting multidisciplinary
leadership along with disciplinary research solos.
Socio-ecological simulation modelling can serve as a
common tool for analysing complex dynamics of the
interacting systems. The design criteria for an LTSER
network should include socio-economic as well as eco-
logical factors in order to ensure that findings can be
extrapolated in both dimensions, an approach currently
being followed in Europe. However, due to evolv-
ing societal needs, socio-ecological research should
also be occurring outside the network of LTSER sites.
New governmental initiatives on both sides of the
Atlantic have the potential to enable more and better
socio-ecological research than in the past.
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27.1 Introduction

At local, regional and global levels, human activity
affects numerous ecosystem functions that are crucial
for human well-being (MASR, 2005). The emission
of greenhouse gasses influences climatic conditions
(Oberthür & Ott, 1999). The release of ozone deplet-
ing substances jeopardises essential protection mecha-
nisms of the atmosphere (Benedick, 1991). Extraction,
transport and transformation of natural resources
change our landscape, influence biodiversity and rede-
fine the state of ecosystems (Tilman, Polasky, &
Lehman, 2005). The multiple feedbacks between soci-
ety and nature are fast, drastic and large scale; they
condense to three words: Global ecosystem change.

Global ecosystem change needs to be understood
better if it is to be managed effectively. During recent
decades, global ecosystem changes have been increas-
ingly driven by human activity. Past human activity
generated numerous benefits for economic and social
development. Today, however, we humans increas-
ingly fear such negative consequences as the exhaus-
tion of resources and nature’s diminishing capacity to
absorb and to neutralise human pollution and waste.
These troubling aspects of global ecosystem change
put at risk both present well-being and opportunities
for future generations. These troubling aspects also
explain why global ecosystem change shows up in var-
ious forms on both national and international political
agendas (e.g. COM, 2005; UNMP, 2005).

The long-term ecological research (LTER) networks
were established to monitor, analyse and predict the
local impacts of global ecological change. Up to
now, the networks have focused on biological science.
However, in order to better understand the dynamics
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of the interaction of social and natural systems, a
knowledge base of social and behavioural science is
needed that is both supplementary and complementary
to standard ecological research.

The integration of social and behavioural research
challenges existing ecological research networks, like
LTER, by raising questions about how to integrate and
compare research foci, how to monitor linked envi-
ronmental and socio-economic processes and how to
identify suitable research sites designed to integrate
socio-economic dimensions into traditional ecological
research. In this chapter, from a social science point of
view, we focus on the process of transforming LTER
to LTSER – long-term socio-ecological research –
both the efforts that have been made and the chal-
lenges that remain to be faced. The chapter is organised
as follows: Section 27.2 elaborates on how socio-
economic research has related to ecological research
up to now and what factors have shaped the status quo;
Section 27.3 presents how socio-ecological research is
evolving and the path ahead.

27.2 Linking Ecological Research
with Human Behaviour

The publication in 1997 of Vitousek et al.’s Science
article on ‘human domination of the Earth’s ecosys-
tems’ shifted the centre of debate about the human
role from interloper to dominator of the planet’s
ecosystems. The role of humans as intentional and
unintentional drivers of global ecosystem change has
been explored much more thoroughly through the
Millennium Ecosystem Assessment (Nelson et al.,
2006; Kareiva, Watts, McDonald, and Boucher, 2007).
Among direct drivers, the study identifies climate
change, agricultural nutrient use, land conversion and
the spreading of diseases and invasive species. But
the MEA highlights the importance of indirect human
drivers, notably demographic and economic growth as
well as social, cultural and technological change.

The recognition of the overwhelming importance of
the human footprint has led social scientists to begin
exploring ways to manage that footprint intentionally.
Agricultural ecosystems, which are already managed
by humans, have been proposed as useful learning
opportunities to see how human management is influ-
enced by spatial heterogeneity and scale, dynamic

uncertainties and incentives from markets and pol-
icy (Antle et al., 2001; Swinton, Lupi, Robertson, &
Landis, 2006; Swinton, Lupi, Robertson, & Hamilton,
2007).

27.2.1 Overview of Literature
on Site-Based Socio-ecological
Research

In the LTER system, research into how ecological and
social systems are linked has followed several differ-
ent models. The earliest LTER research focused on
pristine systems where the human footprint was appar-
ently absent. But in the 1990s LTER research began
to examine systems that were increasingly disturbed
by humans. In order to understand human effects on
water quality in the North Temperate Lakes and on
land use in the southern Appalachian mountains of
North America, two LTER sites added social science
research activities in 1994 (Gragson & Grove, 2006).
The social scientists at these sites undertook parallel
social research to understand why and how human sys-
tems had evolved to affect water and land use as they
had. The social scientists expanded the geographic
scale of research from the ecological observation sites
to the surrounding area where human activity could
influence those or similar biomes (a lake watershed in
one case, a mountainous region in the other). Without
special funding, other LTER sites, such as the crop
agroecology site at the Kellogg Biological Station,
have subsequently followed this approach.

A second model for socio-ecological research was
inaugurated with two new urban LTER sites in 1996.
At these locations, social and ecological scientists col-
laborated in geographic sampling plans to understand
social–ecological linkages explaining the evolution
of vegetation in the slow-growing city of Baltimore,
Maryland, and the rapidly expanding city of Phoenix,
Arizona (Gragson & Grove, 2006). The collaborative
research design was established at a spatial scale rel-
evant to both human and ecological research from
the outset. The social scientists involved were primar-
ily sociologists and geographers, working closely with
ecologists on jointly designed research.

A third model of socio-ecological research is
emerging in response to competitive grant funding
for interdisciplinary science. Such projects often have
social scientists in the lead, with research scale and
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sampling designed around human drivers. Examples
of this are the U.S. National Science Foundation’s
(NSF’s) Dynamics of Coupled Natural and Human
Systems and Human and Social Dynamics pro-
grammes of the early 2000s. These programmes have
attracted a wide variety of social science disciplines.
In early 2007, the former became the NSF’s first
permanent interdisciplinary research programme. The
design of the research framework programmes (FPs)
in Europe also shows a clear trend towards integra-
tion. From the fifth to the seventh FP the European
Commission launched more and more topics calling
for integrated research activities of the applicants
(http://cordis.europa.eu/en/sitemap.htm#eu-research);
a trend which is also observed in EU’s member states.
In 1999, for example, the German Federal Ministry
of Education and Research (BMBF) established the
Social–Ecological Research programme (SÖF) focus-
ing on sustainability issues at the interface between
nature and society (http://www.sozial-oekologische-
forschung.org/en/724.php).

Much LTER social science research to date has
explored relatively disciplinary questions, disciplinary
at least from a social science perspective. At the North
Temperate Lakes (NTL) site, sociologists Peter Nowak
and William Freudenberg have led in applying models
of socio-economic inequality to explaining dispro-
portional incidence of lake water pollution affecting
less prosperous populations (Nowak, Bowen, & Cabot,
2006). In parallel, resource economist Bill Provencher
has explored how water clarity affects lake-front home
values (Spalatro & Provencher, 2001). At the Coweeta
LTER in the southern Appalachian Mountains, anthro-
pologist Ted Gragson has explored the effects of histor-
ical land use legacies on current ecosystem functioning
(Gragson & Bolstad, 2006), while forest economists
David Wear and David Newman have modelled spa-
tial land use change (Wear & Bolstad, 1998). At the
KBS-LTER row crop agroecological site, agricultural
economist Scott Swinton has modelled the economic
role of natural enemies in regulating agricultural pests
(Zhang & Swinton, 2009).

The urban socio-ecological research sites have
established a more interdisciplinary modus operandi.
Their work includes exploration of social class inter-
actions with urban ecosystems and the use of geo-
graphical information (remote sensing of vegetative
cover and government or marketing databases on
socio-economic status) to uncover human influences
on land cover (Grove et al., 2006; Grimm, Grove,

Pickett, & Redman, 2000; Pickett et al., 2001). In look-
ing at social structure effects on ecology, they have
refined spatial resolution to the parcel level, allowing
examination of how parcel history and property rights
regimes affect local ecology.1

Focusing on Europe we find that ecosystem research
is on the one hand rich and varied but on the other hand
dispersed and disconnected (Parr, 2006). Required
information and knowledge for the implementation
of policy responses to global ecosystem change phe-
nomena are therefore not easily provided. Against
this background the emerging LTER system serves
as an archetype for the development of pan-European
research. The aim is to develop a common under-
standing of the main drivers and pressures for global
ecosystem change, the development of common frame-
works for monitoring activities as well as methods,
tools and policies for improvement and cost-effective
management of ecosystems.

The European LTER network started to grow
only recently. In 2003 representatives of 23 coun-
tries started discussions on how to strengthen and
better integrate LTER activities in Europe. At
present, 15 European countries have formal LTER
networks, four countries have substantially devel-
oped networks and a further four are in the early
stages of network development (http://www.lter-
europe.ceh.ac.uk/European_LTER.htm). In terms of
socio-ecological research the most developed site in
Europe is ‘Eisenwurzen’ in Austria. It is designed as a
multifunctional research platform (Mirtl, 2004). The
focus of research interest is the whole landscape as a
scientific basis for sustainable regional development.
The site includes diverse spectrum of land uses,
including wilderness, pristine forest, national park,
and lake, agricultural and urban uses. Elements of this
approach take into account regional characteristics
and user groups, general conditions posed by global
and social changes and national economic areas
(http://www.umweltbundesamt.at/en/umweltschutz/
oekosystem/lter_allgemein/).

The most recently selected site is Leipzig-Halle.
Like ‘Eisenwurzen’, the region covers a spectrum of
cultural landscapes, including former mining areas,
urban and agricultural land, and different adminis-
trative units with explicit gradients of precipitation,

1 Grove, J. Morgan. Personal communication by email to Scott
M. Swinton, October 6, 2007.
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Fig. 27.1 LTSER site Leipzig-Halle, Germany (underway)

emissions and population density (see Fig. 27.1). The
conceptual frame for the multidisciplinary approach,
however, is still being developed. The idea is to con-
centrate research activities of natural and social sci-
entists on a number of core themes, such as land use
and institutional change. The research questions will
be addressed via different so-called competence plat-
forms, including monitoring and observation, experi-
ments, modelling and concept formation, management
support and policy design. A science–society inter-
face will explicitly focus on collaboration of science
and society to take up societal problems and needs, as
well as the exchange of knowledge, ideas and expe-
riences. It will organise networking on biodiversity
issues and bring stakeholders and decision makers
in contact with the scientists. See ‘UFZ Biodiversity
Research Strategy (2007)’.

In short, socio-ecological research in the European
LTER network, like the network itself, is still
emerging. National level efforts are being supple-
mented by funding from the European Commission for

development of a pan-European LTER network. This
period of rapid development of research infrastruc-
ture provides a rich opportunity to develop a balanced
socio-ecological research approach.

Although the LTER system provides a valu-
able structure for understanding long-term ecolog-
ical change, on neither side of the Atlantic has
it yet met its potential for offering insights into
how and why humans contribute to global ecosys-
tem change. At present, there exist several sites
where social science research is underway in par-
allel with ecological research, as well as a handful
where truly collaborative socio-ecological research
is happening. The system needs to adapt further if
it is to make major strides towards understanding
human behaviour with respect to ecosystems and
inform insightful policy responses to undesired ecosys-
tem changes. In short, the LTER framework needs
to treat human behaviour and institutions as endoge-
nous – rather than exogenous – elements of ecosystem
change.
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27.2.1.1 Impediments and Approaches
to Integrative Socio-ecological Research

If more multidisciplinary integration remains to be
done, it is because the task is not easy. Integrated mod-
els that treat both the human and the ecological dimen-
sion as interacting endogenous parameters are still the
exception rather than the rule (e.g. Jentsch, Wittmer,
Jax, Ring, & Henle, 2003; Perrings, 2002; Shogren,
Parkhurst, & Settle, 2003). Two roadblocks for inte-
grative research have been identified (Wätzold et al.,
2006): On a practical level individual researchers fear
a loss of in-depth, disciplinary knowledge in the course
of integration (Roughgarden, 2001). Second, current
institutional research structures and incentives that are
organised around academic disciplines may be ill-
equipped to address interdisciplinary research topics
(Committee on Facilitating Interdisciplinary Research,
2004). One structural example of fiscally orphaned
interdisciplinary research funding comes from the NSF
Department of Environmental Biology, which over-
whelmingly funds the U.S. LTER system but has no
mandate to fund social science research. On a more
abstract theoretical level, the methods and tools of
single disciplines often ignore complexity relevant to
other disciplines. Drechsler et al. (2007) surveyed 60
models related to biodiversity conservation that were
randomly chosen from eight ecological and economic
journals. They found that socio-economic models deal-
ing with environmental behaviour of humans are usu-
ally formulated and solved in a static analytical setting
that considers no uncertainty. On the other hand the
ecological models are solved numerically or through
simulations and deal with uncertainties and system
dynamics explicitly.

Important mismatches exist between the scale of
management and the scale(s) of the ecological pro-
cesses being managed (Dirnböck et al., 2006 and the
literature cited therein). Boundaries of the ecosystem
may not coincide with political and administrative
borders. And trade and communication are only two
examples of societal activities that are widely inde-
pendent of geographical scales (Haberl et al., 2006).
Moreover the relevance of human interventions at
particular scales (e.g. at upper policy levels) is some-
times disregarded by ecological scientists (Carpenter
et al., 2006; Cumming, Cumming, & Redman, 2006).
Ecological studies often focus on a well-defined study
area and a time frame meeting the needs of the eco-
logical problem only. Disregard for economic scale

issues notoriously afflicted Costanza et al.’s (1997)
estimates of the value of the world’s ecosystem ser-
vices (Bockstael, Freeman, Kopp, Portney, & Smith,
2000; Pearce, 1998). Reasonably, the report of the U.S.
National Research Council on Decision Making for
the Environment (2005) calls for fuller development of
the social and behavioural science knowledge base for
environmental decision making.

Integration is a means to improved knowledge
generation and policy design; it is not an end in
itself. Consequently the issue arises of precisely which
disciplines are needed to conduct problem-oriented
research, which methods and tools capture the most
important aspects of the problem and which are most
convenient to foster integrative research activities. Just
as a botanist cannot ably handle all ecological science
research topics, so a sociologist cannot ably handle all
social science research topics. The selection of suitable
disciplines and research methods needs to be driven
by specific research problems and the resources avail-
able to address them. But there are at least two major
approaches to aid in this process.

Computer simulation models can serve as useful
integrating tools to analyse complex systems. They
encourage an understanding of underlying mecha-
nisms and the key factors and processes responsible
for certain outcomes. Besides allowing prediction of
future changes, simulation models can also be used
for virtual experiments that would be impossible in
nature but are relevant to support management deci-
sions. Simulation experiments are especially suited to
studying the effects of random processes over time to
study uncertainty (King, Lybecker, Regmi, & Swinton,
1993). And in recent years, ecological-economic mod-
elling has been developed to integrate ecological and
economic knowledge and solve problems in nature
conservation (Johst, Drechsler, & Wätzold, 2002;
Drechsler et al., 2007; Tschirhart, 2004; Wätzold,
Lienhoop, Drechsler, & Settele, 2008).

Multidisciplinary integration can also be achieved
through careful team design. Based on the authors’
experience, effective socio-ecological research teams
can be developed according to what we term the
‘jazz band’ model. They are composed of members
with strong disciplinary backgrounds who are indi-
vidually capable of research leadership. Indeed, a
key to success is recruitment of members possessing
both strong disciplinary backgrounds and the inter-
est and ability to listen and learn from scientists in
other fields. Nourished by core funds, such teams
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can establish cross-disciplinary research priorities,
whereby appropriate individual researchers take turns
leading on priorities that fit their comparative advan-
tage. Members take turns, alternately leading specific
research efforts and supporting colleague research
leaders by informing from a different disciplinary per-
spective. When successful, the jazz band approach
resonates with both interdisciplinary harmonies and
disciplinary solos. Jazz band research can operate at
both the site level and across sites, but it is probably
most practical at the site level.

An effective modus operandi, such as the jazz band
model, is a necessary but not sufficient condition
for effective, sustained multidisciplinary research. For
enduring success, the integration of social sciences into
multidisciplinary LTER research teams requires two
added conditions: a way to attract top-level social sci-
entists and the means to sustain their contributions. A
system dominated by one community of scientists –
ecologists, in this case – may have difficulty attracting
top-level scientists from other communities. One suc-
cessful model for attracting excellent social scientists
to multidisciplinary teams with natural scientists has
been competitive research funding where proposals are

reviewed by leading scientists from all fields involved.
The NSF Coupled Natural and Human Systems pro-
gramme offers a successful model. A second sine qua
non for sustained multidisciplinary integration is ded-
icated funding for that purpose. Disciplinary funding,
such as that of the NSF Biological Sciences division
that supports pilot social science activities in the U.S.
LTER system, should not by itself be expected to
sustain balanced long-term multidisciplinary efforts.

27.2.1.2 Conceptual Framework for Site-Based
Research Treating Human Behaviour
as Endogenous

Research on the human role in ecosystem change is
making a much-needed transition to treating humans
as endogenous to the system. Much early (and con-
tinuing) research in the LTER system has focused
on how ecosystem structure and function responds to
‘disturbances’ caused by humans. Examples include
changes in water-borne nutrient levels, wildlife habitat
availability and ambient temperatures. However, in the
years since Vitousek, Mooney, Lubchenco, and Melillo
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(1997) call for studying the human role in ecosys-
tem dynamics, alternative conceptual frameworks have
begun to emerge that treat humans as endogenous.
When presented in iconic form, these models typi-
cally illustrate the human environment on one side and
ecosystems on the other side, and they focus on the
nature of interaction.

Two conceptual frameworks for socio-ecological
systems deserve mention, due to their influence on per-
ceptions among LTER researchers in North America.
Redman, Grove, and Kuby (2004) paint a picture
with both exogenous political and economic condi-
tions and exogenous biophysical conditions that affect
both human and ecological systems (Fig. 27.2). Those
forces act on patterns and processes that are on
the one hand social and on the other hand ecolog-
ical. The interaction of these sets of patterns and
processes is the integrated social-ecological system,
where interactions include land use, land cover, pro-
duction and consumption and disposal activities. A
very recent model, developed in a U.S. LTER net-
work planning effort, presents a cyclical relationship
that splits the interaction area into two parts, with
one comprised of human actions towards ecosystems
(long-term presses and sudden pulses) and the other

comprised of services generated by ecosystem that are
felt by humans (Fig. 27.3) (Collins et al., 2007). An
ideal model would draw on both of these sources. The
Redman et al. (2004) model explicitly recognises the
important role of external forces, including biophysical
ones like volcanoes and meteors, and socio-economic
ones like human desires for wealth, fame and happi-
ness. The Collins et al. (2007) model more explicitly
details effects of one part of the system on another,
rather than leaving that to a general interaction zone.

27.3 Progress Towards Long-Term
Socio-ecological Research

27.3.1 Building ALTER Net, a European
LTSER Research System to Link
Ecological Research and Human
Behaviour

‘A Long-Term Biodiversity, Ecosystem and Awareness
Research Network’ (ALTER Net) is a ‘Network
of Excellence’, organised as a partnership of 24
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organisations from 17 European countries. It was cre-
ated under the EU’s sixth Framework Programme
to develop integrated research capacity for long-term
biodiversity and ecosystem research. Its goals are to
integrate social and ecological research on the rela-
tionships between biodiversity, ecosystem services and
societal responses at various levels and to design
communication and outreach activities for transfer-
ring knowledge to and from scientists, policy makers
and the public (Parr, 2006). An important means to
reach these goals is the development of a network of
research sites where problem-oriented research should
be performed by natural and social scientists (Siepel &
Furman, 2006).

ALTER Net has contributed to both the growth of
nationally supported LTER Networks across Europe
and the recent establishment of LTER Europe, which
was officially founded in June 2007 (http://www.lter-
europe.ceh.ac.uk/index.htm). One aim is to attract
researchers from outside ALTER Net, mainly from
the International LTER (ILTER) community. A second
aim is the integration of the natural and social scien-
tists at common spatial scales. This creates need for a
new type of research sites – the LTSER sites.

In ecological research, the term ‘site’ is used to
describe an area where natural processes are being
studied in undisturbed or strictly controlled environ-
ments. In the past a host of ecological and taxonomical
criteria have been applied to define and select the sites
for ecological research. Recently a novel set of cri-
teria was proposed to meet the needs of long-term
socio-ecological research (Ohl, Krauze, & Grünbühel,
2007). These criteria were proposed as guidelines for
ecological research sites that intend to expand their
research scope as well as for the purposeful design of
new LTSER sites.

The proposed criteria are subdivided into five site
and three pool criteria. Site-based research should
allow for a better understanding of local sociological,
political psychological and economic processes, which
directly or indirectly reshape dynamics of ecosystems.
Site criteria focus on (1) economic diversity, (2) con-
servation and environmentally relevant policy, (3) local
conflict, (4) demography and (5) land use and cover.2

2 A criterion for the spatial extent of the sites to be selected -
although important in ecological studies - was intentionally not
included in the list. The size of the social system is determined

Apart from selection of specific sites it is also cru-
cial to focus on the characteristics of the whole pool
of selected sites for purposes of cross-scale analysis,
data aggregation and sharing. Proposed pool criteria
focus on: (1) vulnerability of economic systems, (2)
local trade relations and (3) differences in economic
development. Both sets of criteria were derived on
the basis of European Environment Agency’s frame-
work of ‘driving forces – pressures – state – impact –
response’ (DPSIR) (EEA, 1999a, 1999b), which was
adopted by ALTER Net for communicating knowledge
on environmental questions such as those regarding
biodiversity (Svarstad, Petersen, Rothman, Siepel, &
Wätzoldt, 2008).

27.3.1.1 Site-Based Research

ALTER Net has developed the idea of long-term
socio-ecological research (LTSER) sites to demon-
strate their potential for interdisciplinary and policy-
relevant research. In the past the LTER network used
to limit the spatial extent of research sites to study eco-
logical processes separately from human stimuli. In
order to better understand human behaviour, ALTER
Net (WP R1) has supplemented ecological criteria
for research site selection by five explicitly human
criteria:
• Criterion 1, economic diversity, is derived from

the importance to ecosystem change of how peo-
ple generate and spend their income. For example
in the primary sector income is generated by fish-
ing, forestry, hunting and agriculture, activities that
impact ecosystems directly (e.g. by altering the
stock of fish). Likewise, food and energy consump-
tion have major effects on the use of renewable and
non-renewable resources. Sites selected in accor-
dance with the economic diversity criterion ensure
that within the research sites a critical mass of peo-
ple are found which derive income from different
sectors of the economy.

by other criteria, such as income, markets and demography.
Therefore the number and characteristics of ecological units
(ecosystems, watersheds) should be adjusted to the meta-level
aim of improving research collaboration between natural and
social scientists to enhance our understanding of the interacting
systems, society and nature.



27 Integrating Social Sciences into Long-Term Ecological Research 407

• Criterion 2, conservation and environmentally rel-
evant policies, influence human effects on ecosys-
tems via laws and regulations (that restrict unde-
sired behaviour) and taxes and subsidies (that
stimulate desired behaviour). Long-term studies at
the site level should provide insight into the suc-
cess and failures of policy measures intentionally
designed to manage the interaction of society and
nature. They should also focus on the ecological
implications of policy measures that have uninten-
tional effects on the state of the ecosystem.

• Criterion 3, conflicts and their resolution, are at the
root of various environmental change phenomena
(e.g. climate change and biodiversity loss). A core
focus of social science research at different LTSER
sites should therefore be on local modes of conflict
resolution and their abilities to resolve conflicts that
affect ecosystems.

• Criterion 4, demography, focuses on more quan-
titative aspects of environmental change, specifi-
cally the demographic structure of the site pop-
ulation as well as human migration patterns.
Demographic changes influence inter alia the type
and intensity of urbanisation, the rates of resource
extraction, consumption, waste production and pol-
lution release.

• Criterion 5, land use and cover, reflects the inter-
play among the four aforementioned criteria. This
criterion calls for including different land uses
within each research site: natural/semi-natural, agri-
cultural and urban or suburban land uses. This
should allow for a differentiated assessment of the
drivers of land use and cover change as well as of

the impacts on the ecosystems and biodiversity in
particular.

27.3.1.2 Pool-Based Research

A well-designed LTSER network should enable com-
parison of basic socio-ecological processes for identi-
fication of patterns of interaction as well as best prac-
tices adjusted for local context. Therefore the pool of
selected sites should consist of a number of contrasting
as well as similar sites. To find a set of such sites pool
criterion (1), vulnerability of economic systems, explic-
itly calls for at least one site where the income of local
people depends on a service provided by the ecosys-
tem. Pool criterion (2), local trade relations, calls for
areas with similar resource endowments but varying
dependency on economic markets. And criterion (3)
ensures that with regard to economic development,
different sites are found along north–south and east–
west gradients.

In a first step, the ALTER Net proposed ten
sites to initiate long-term site and pool-based socio-
ecological research. These are in Aberdeenshire in
Scotland (UK), Nora in Sweden (S), Veluwe in the
Netherlands (NL), Pilica catchments in Poland (PL),
Pleine Fougères in France (F), Eisenwurzen in Austria
(A), Balaton Lake and catchment in Hungary (H),
Braila islands in Romania (ROM), Donana in Spain
(ES) and Leipzig-Halle in Germany (D). The size of
these sites, the number of administrative units and the
main ecologically relevant types of land use and cover
are shown in Table 27.1.

Table 27.1 Characteristics of LTSER sites in Europe

Name Size (km2) Administrative unit(s) Type

Nora (S) 1,200 2 communities (in 1 county) Boreal forest
Aberdeenshire (UK) 6,317 1 county Atlantic agricultural land
Veluwe (NL) 2,186 21 municipalities (in 1 province) Atlantic lowland forest and agriculture
Pilica river catchment (PL) 3,921 23 districts (in 5 counties partial) Continental agricultural land
Pleine Fougères (F) 90 (site) Municipalities in 1 department Atlantic agricultural land
Eisenwurzen (A) 5,522 25 municipalities (in 3 provinces) Mountain forest and agriculture
Balaton (H) 6,367 4 counties (partial) Continental lake and catchment
Braila (ROM) 2,439 3 counties (partial) Inland delta of Donau
Doñana (ES) 1,100 1 municipality Mediterranean delta
Leipzig-Halle (G) 25,000 3 federal states (partial) Continental agricultural and urban

land

Adapted from Siepel 2006.
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Do these sites sufficiently consider the proposed
socio-economic criteria and do those criteria capture
the key individual and social behaviour needed to
describe and explain the central interactions between
society and nature? So far, this is an open question.
Nonetheless, it is an important milestone to initiate
site- and pool-based research that offers the possibility
of analysing the co-evolution of society, biodiversity,
ecosystems and management strategies in different
regions at different spatial scales from an integrative,
long-term point of view.

27.3.2 Socio-ecological Research Outside
LTER Networks

While carefully designed, multidisciplinary LTSER
site research holds great potential, there also exist
important opportunities for socio-ecological research
that do not readily coincide in scale with either LTSER
sites or pooled sites. Important human activities coin-
cide with institutions such as markets and govern-
ments. Geographic boundaries for these institutions
pose both challenges and opportunities for socio-
ecological research. Because these institutional bound-
aries often do not coincide with ecological boundaries,
there may be inconsistencies. But there is also a wealth
of natural experiments. For example, a national border
like the one between Haiti and the Dominican Republic
can offer an opportunity to understand how two gov-
ernance regimes affect one eco-region. Larger human
scales are also needed in order to understand human
motives behind such major drivers of global ecosys-
tem change as migration flows. Simply to observe that
human populations are rising in migratory destination
regions begs the question of why people are moving
there.

Another reason for socio-ecological research out-
side of LTER networks is to compensate for the down-
side of long-term networks, which is their inflexibility.
Once a long-term project is established, it can be dif-
ficult to adjust in response to changing environmental
and policy needs. Inflexibility takes two forms: (1) the
research site and (2) the researchers. Needs for both
may change. Hence, research systems that incorporate
the capability for flexible, competitive socio-ecological
research will be better able to respond to inevitably
changing needs – albeit without necessarily having all
the strengths of long-term research.

27.3.3 The Path Ahead
for Socio-ecological Research
in Europe and North America

During the past decade, research into understand-
ing human and social behaviour has made impressive
advances in the context of existing LTER systems.
Ecological researchers have shown not just openness
but determination to incorporate the capability for
high-quality social science research. That determina-
tion has given birth to the European ALTER Net and
the growth of U.S. socio-ecological research at both
the new urban LTER sites and at several existing LTER
sites with human managed ecosystems. Despite these
achievements, much social science research to date has
been conducted in parallel with ecological research,
but has fallen short of the multidisciplinary ideal of
socio-ecological research.

Two new developments point towards a brighten-
ing future for genuine socio-ecological research. First,
the European research network ALTER Net and the
U.S. purpose-designed socio-ecological research sites
are only beginning to reach the stage of develop-
ment where their long-term nature is beginning to pay
off. With attention to integrating teams successfully
(whether by the simulation modelling or the jazz band
research team approach or both), these new research
institutions show great promise.

Second, in 2007, members of the U.S. LTER net-
work developed a new plan for network-level research
programme called ‘Integrative Science for Society and
Environment’ (ISSE). The ISSE conceptual diagram
(Fig. 27.3) explicitly calls for integration of ecologi-
cal and social science. The planned programme would
not only expand site-based and pool-based LTSER, it
would also create a competitive research fund to sup-
port research on shifting topics by researchers who
need not be members of the existing LTER network.
Such competitive funding has the potential to attract
new and excellent social science researchers into the
existing LTER system. Of course, such integration will
only be sustainable if funded as an explicitly multi-
disciplinary programme. A further approach is being
explored in Europe. National governments provide
basic support for the national networks (for exam-
ple the German Research Foundation, DFG, supports
parts of LTER Germany, the DFG-Exploratorien) and
the research institutions take responsibility for run-
ning a L(S)TER site (as the Helmholtz Centre for



27 Integrating Social Sciences into Long-Term Ecological Research 409

Environmental Research – UFZ does with Leipzig-
Halle). But it is also expected that further research
grants will be applied for on a competitive basis, e.g.
under the EU’s seventh Framework Programme. If
the ISSE and EU initiatives can succeed in attract-
ing fresh, able minds and addressing evolving socio-
ecological research priorities, they will contribute
further to strengthening the contribution of socio-
ecological research to meeting the challenges of global
ecosystem change.
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Abstract Ecosystems are affected by anthopogenic
activities at a global level and, thus, are manipulated
world-wide. This chapter addresses the impacts of
apparent and non-apparent manipulations and restora-
tion by human activities in Europe with a focus on the
temperate zone. Agricultural management practices
induced evident site-specific modification of natural
ecosystem structures and functions whereas forests and
natural grasslands and also aquatic systems are con-
sidered as being less manipulated. Ecosystems such as
mires, northern wetlands and the tundra, have received
attention due to their vulnerability for conserving car-
bon and biodiversity and for identifying the role of
non-apparent manipulations on ecosystem function-
ing. Drastic types of ecosystem manipulation include
open-cast mining activities that occur worldwide and
induce perturbation of large areas across landscapes.
Such harsh human impacts create the need for reme-
diation and restoration measures for mining regions
that address classical food and fodder services and
also nature conservation and novel social benefits.
Recultivation therefore offers the opportunity to intro-
duce new land-use types and to study processes of
initial ecosystem development that are still poorly
understood.
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28.1 Introduction

Human activities have modified environmental condi-
tions worldwide (Rockström et al., 2009). In recent
decades land-use changes in combination with cli-
mate change has represented a major threat to
the functioning of our ecosystems (IPCC, 2007).
Accordingly, the European Commission and the
European Environmental Agency have released a num-
ber of directives to preserve environmental resources
such as soil (SEC, 2006) and biodiversity (COM, 2006;
EEA, 2006).

In recent decades, great attention has been given
to ecosystem research with reference to (i) forest
decline during the 1970s and (ii) landscape structures
and functions such as the Bornhöved Lakes district
(Fränzle et al., 2008; Chapter 4), Solling beech forests
(Ellenberg et al., 1986) and Norway spruce forests
(Gollan & Heindl, 1998) and finally agricultural sys-
tems during the 1970s–1990s. These studies which
started with long-term conceptions were funded for
around one decade for broad time-series investiga-
tions and then slowed down. Ecosystem experiments
such as the long-term agricultural field trials with
the Rothamsted Park Grass Experiment and the Bad
Lauchstädt Static Fertiliser Experiment were older and
started in 1856 and 1902, respectively (Smith et al.,
1997).

Both the “agricultural” and “ecosystem” research
trails represent more or less manipulated treatments
against each other and allowed for hypothesis test-
ing by specific experimental and statistical design.
Manipulation is used here as the modification of
natural ecosystems by human activities to gain spe-
cific service. The combination of several disciplines
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enabled the in-depth understanding of ecosystem struc-
tures and processes under human impacted and com-
plex landscapes (Fränzle et al., 2008). While agricul-
tural experiments aimed at optimising food production
with reference to both economic and ecological out-
comes, a number of national and international long-
term ecosystem research projects aimed at analysing
the role of human impacts on biodiversity and bio-
geochemical cycling and their resilience to restora-
tion and re-cultivation measures. Recent developments
showed that the production of food is largely com-
peting with the production of energy which requires
new research on the impact of this type of land-use
change.

Ecosystem manipulations such as open-cast mining
activities represent drastic impacts for example when
polluted and acidifying sediments are deposited at the
surface after lignite mining. Mining activities have led
to the destruction of mature ecosystems. However, the
factors controlling the initial ecosystem development
are still poorly understood. False chronosequences
were therefore considered for ex-ante evaluation of
the efficiency of re-cultivation and restoration prac-
tices for example, in terms of successful re-vegetation
and the establishment of biodiversity and resilience of
ecosystem structures and functions.

This chapter addresses both apparent and non-
apparent (hidden) ecosystem manipulation and ecosys-
tem threats such as degradation. It points mainly
towards management practices for restoring degen-
erated fen grasslands and open-cast mining regions

particularly with respect to new and multifunctional
land-use types in Europe with a focus on the temperate
zone.

28.2 Ecosystem Manipulation and
Management

Ecosystem management and manipulation on the basis
of ecosystem functioning is essential for human needs
(Table 28.1). While selective harvesting represented
the manipulation measure in old cultures, men bred
and propagated selectively to profit at a higher degree
from ecosystem services such as food, fibre and energy
supply (Costanza et al., 1997).

Tillage practices aim at supporting germination and
the rapid growth of the target vegetation. Furthermore,
organic and mineral fertilisation and also irrigation
practices have introduced nutrients limiting plant pro-
ductivity. Nitrogen is typically applied to agricultural
soils at high rates of up to some hundred kg N ha−1

year−1 supporting plant assimilation activity and, thus,
increasing biomass production and also yield qual-
ity and quantity. In addition, phosphorus and other
nutrients, and also inorganic and organic pollutants
including some pesticides have extensively impacted
both managed and natural ecosystem structures and
productivity.

The increase in carbon dioxide and nitrogen com-
pounds in the atmosphere can be classified as a

Table 28.1 Key ecosystem manipulation types and the respective impact and ecosystem functions

Type of manipulation Degree of manipulation Impact Ecosystem functions

Changing land use Partial or complete Increase of plant yield and
change in biodiversity

Food and raw material

Fertilisation with phosphorus,
potassium, zinc, iron, . . .

Doses exceeding limitation Increase of plant yield
formation

Nutrient cycling

Harvesting Up to 2 kg dry mass m−2 y−1 Withdrawal of nutrients and
information

Food and raw material

Liming Addition of 400 g CaCO3 m−2 y−1 Stabilisation of soil pH
value at 5–7

Nutrient cycling

Nitrogen fertilisation Addition of 4 g to 80 g N m−2 y−1,
organic and inorganic

Increase of plant yield
formation

Nutrient cycling

Monoculture Complete Specific target yield, decrease
in biodiversity

High yields

Mix Partial or complete Targeted functions Biodiversity and
nutrient cycling

Sawing 0.1 to 100 g information input per m2 Targeted stands Food and raw material
Tillage and clearing Low or deep, up to 60 cm ploughing

and loosening
Soil aeration, soil clearance,

reduce biodiversity
High yields
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non-apparent side-effect of ecosystem manipulation
favouring net primary productivity of plants and
ecosystems. Both the non-apparent nitrogen input and
in particular the modern nitrogen fertilisation prac-
tices, when combined with biomass removal for bio-
energy production, were discussed to exacerbate soil C
losses (Khan et al., 2007).

The role of reducing vegetation diversity, apply-
ing tillage practices and increasing fertilisation inten-
sity were widespread ecosystem-related researchers’
and practitioners’ objectives during the last decades.
This was done with the view of optimising both
ecosystem productivity and minimising ecological
side-effects. Ecosystem manipulation and manage-
ment practices affected both short-term safety of the
harvests and long-term environmental impacts and
have contributed to extensive modifications of global
biochemical cycling and biodiversity. Their interac-
tions have become visible for biotic ecosystem com-
ponents in agriculture and forestry (Dilly et al.,
2008).

Recently, the ecological footprint which is an esti-
mate of the area needed to support a population’s
lifestyle and includes the consumption of food, fuel,
wood, and fibres and pollution by heavy metals and
persistent organic pollutants (POPs) has been stud-
ied. In addition, carbon dioxide, nitrous oxides and
methane are also considered as part of the foot-
print (EEA, 2007). The footprint shows that the non-
apparent human impact is becoming more and more
important at remote biomes on our planet and may
have an impact on ecosystem structures and func-
tions of similar magnitude to apparent drastic human
manipulations.

28.3 Ecosystem Degradation
and Climate Change

Global warming and regional climate change are con-
sidered to affect the functioning of ecosystems and
may contribute to ecosystem degradation. In Europe,
the most severe impacts on ecosystems are expected in
southern and northern Europe.

In dry lands and dry regions, desertification is
a major threat to the ecosystems and represents a
significant concern for the growing human popula-
tion. Inappropriate land-use and over-exploration of

natural resources leads to land degradation (Breckle
et al., 2001). The United Nations Conventions to
Combat Desertification (UNCCD) defines desertifica-
tion as the degradation of the land in arid, semi-arid
and dry sub-humid areas caused by various factors,
including climate changes and human activities. Dry
land ecosystems and especially desert margins are
very vulnerable to desertification. Aside of the human
impact and land characteristics, the water regimes are
controlling desertification. In Europe, desertification
is considered as a serious threat in the Mediterranean
ecosystems and it is believed it will accelerate through
climate change in the next century. Since ecosystems
differ with reference to water and energy use effi-
ciency, manipulation practices need to balance water–
nutrient interactions (Hatfield et al., 2001). Arid envi-
ronmental conditions and ineffective irrigation systems
may increase salinity problems in southern Europe
and, thus, halophytes may increase the productivity
in salt-affected ecosystems (Wucherer et al., 2005).
Phytomelioration by planting on saline soils can lead to
a more rapid closure of the vegetation cover and helps
to minimise the widespread negative effects of salt-
induced desertification. Studying natural halophytes
and ecosystem processes are important for regions
where salinity has reached a level that desalinisation
techniques are too costly. Beside salinisation, increas-
ing fire frequency represents a threat to Mediterranean
ecosystems as restoration is particularly difficult after
large-scale disturbance of ecosystems with high plant
biodiversity (Aronson et al., 1993).

Drastic effects of climate warming are observed
in the Arctic and Sub-Arctic ecosystems, which are
remote from human settlements and represent sinks
for exogenous inputs such as nutrients and pollutants
from distant sources. In the near future they may be
affected indirectly by human activities contributing
to, for example, global warming, the melting of the
permafrost and increasing UV-B radiation. Especially
ecosystems with permafrost are sensitive to climate
changes. In the Northern Hemisphere regions in which
permafrost occurs occupy approximately 25% or 23
million km2 of the total land area. The thickness
of permafrost varies from less than one metre to
more than 1,500 m. Contemporary permafrost ecosys-
tems were formed during cold glacial periods, and
have persisted through warmer interglacial periods
including the last 10,000 years. The recent permafrost
degradation is recorded in the thickening of the
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active layer, the lowering of the permafrost table,
the reduction in the thickness and area coverage and
also the complete disappearance of the permafrost.
Permafrost degradation starts when the temperature
remains higher than 0◦C. The temperature in per-
mafrost regions is increasing in most locations in
the Arctic and Sub-Arctic with a typical increase of
about 1–2◦K in permafrost temperature (IPCC, 2007).
The active layer depth is increasing in some loca-
tions and there are some locations in interior Alaska
where the active layer doesn’t re-freeze completely
every year (Romanovsky, Burgess, Smith, Yoshikawa,
& Brown, 2002). Long-term permafrost thawing has
already started in some locations in natural undis-
turbed conditions reflecting ongoing climate warm-
ing and non-apparent human impact. The impact of
temperature-induced change on permafrost ecosystems
are the distinct shift of vegetation to the north with
a higher extent of shrubs and trees (Wilmking et al.,
2005), higher C-turnover in cryosols (Gundelwein
et al., 2007) and increasing release of climate-relevant
trace gases like CO2 and CH4 (Kutzbach et al.,
2007, Wille et al., 2008). Thus, human activities
have obviously manipulated ecosystem structures and
processes.

28.4 Restoration

28.4.1 Definition and General Importance

Restoration is defined as repairing ecosystems with
respect to health, integrity and sustainability either
by recovering the historic structure or the biolog-
ical function (Aronson et al., 1993). Restoration
addresses (i) species, (ii) ecosystems and landscapes,
and (iii) ecosystem services (Ehrenfeld, 2000; Zerbe
& Wiegleb, 2008), which is demanding for ecosys-
tems with biodiversity damages, large-scale distur-
bances and that are under the influence of climate
change.

Restoration strategies with reference to long-term
effects of climate change is a focus for the scientific
community (Harris et al., 2006) using nature-based sil-
viculture with conversion of evergreen Norway spruce
stands to mixed forests with broadleaf beech and
oak under European temperate conditions (Stanturf

Fig. 28.1 Concepts of forest restoration in relation to function
and structure of the forest. (a) Represents various degrees of
degraded forest that can also be replaced by (b) and (c) forest
type after Löf, Madsen, and Stanturf (2008)

& Madsen, 2005) and testing tree species or geno-
types adjusted to changing environmental conditions
(Kriebitzsch et al., 2008). Species selection and the
resulting ecosystem manipulation will have long-
term effects on the development and functioning of
the forests under changing environmental conditions.
Thus, the restoration of natural forest is vital for
the stabilisation of ecosystem structures and functions
(Fig. 28.1) with respect to biomass production, energy
fluxes and nutrient cycling as well as ecosystem diver-
sity and resilience. Regulatory mechanisms in highly
impacted ecosystems such as degraded wetlands and
ecosystems destroyed by open-cast mining activities
are still poorly understood.

28.4.2 Degenerated Wetlands and Plant
Diversity

Natural fens represent ecosystems that sequester car-
bon and gain nutrients via ground and surface water.
Fens are habitats for hygrophilous plants and ani-
mals since the water table fluctuates at the sur-
face. In north-western Europe more than 90% of the
pristine fens (Scheuchzerio-Caricetea, Phragmitetea)
have been converted into intensively managed grass-
lands (Joosten & Couwenberg, 2001). The mod-
erate drainage in combination with low fertilisa-
tion and one or two cuts annually resulted in the
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Fig. 28.2 Dynamics of species richness (vascular plants) and coverage (%) of target species (wet meadow species) in permanent
plots with different initial vegetation. Plot size 16 m2

development of species-rich wet meadows (Calthion)
in which few plants characteristic for pristine fens
could survive (Rosenthal et al., 1998). Strong drainage,
high fertilisation and the change from mowing to
grazing with high live stock densities have produced
species-poor wet grasslands (Lolio-Potentillion). The
abandonment of wet meadows owing to decreasing
prices of agricultural products induced secondary suc-
cession with dominating tall species, which reduced
light availability within the stands (Kotowski et al.,
2001, Schrautzer & Jensen, 2006) and displaced light-
demanding species of wet meadows. In addition, thick
litter layers prevented species germination and estab-
lishment, especially if seeds are small (Jensen &
Gutekunst, 2003).

Conservation projects have been implemented in
Germany and north-western European countries since
the 1980s to investigate mitigation strategies for

reducing negative impacts of land-use changes, for
example maintaining and restoring species-rich wet
meadows by mowing or grazing without fertilisa-
tion. However, few studies achieved data sets longer
than 10 years to identify significant secondary suc-
cession structures and processes. For example, results
from North Rhine-Westphalia in Western Germany
indicated that vegetation dynamics is controlled by
the initial species composition. Species richness in
previously abandoned wet meadows of the Calthion
increased already within a few years independent of
the mowing regime (Fig. 28.2). In contrast, species
richness in previously exploited wet grasslands (Lolio-
Potentillion) remained more or less constant suggest-
ing that seed bank and external seed dispersal and
also germination and establishment conditions at these
sites are poor (Schopp-Guth, 1997). Low restoration
potentials for intensively drained wet grasslands
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Fig. 28.3 Effects of large-scale grazing on species richness (vascular plants) and coverage (%) of target species in two fen areas of
the Eider valley near Kiel. Plot size 25 m2

were also detected by mowing without fertilisation
(Rosenthal, 1992; Sach & Schrautzer, 1994). However,
some target species of wet meadows that were scarcely
present initially became abundant after 10 years
(Fig. 28.2). Higher potentials for the re-establishment
of species in abandoned wet meadows were explained
by species-rich seed banks (Jensen, 1998) and bet-
ter growth conditions due to higher water tables. The
abundance of target species increased earlier with

single mowing in summer or twice yearly in compari-
son to single autumn mowing.

Large-scale grazing systems are used as a new
strategy for maintaining and restoring species-rich,
semi-natural plant communities in European cultural
landscapes (Finck et al., 2002). Two large pastures
in the Eider valley in Northern Germany (Schrautzer
et al., 2002) responded with reference to their
land-use history (Fig. 28.3). Large-scale grazing was
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Fig. 28.4 Mean proportions of species groups related to total coverage of vascular plants within stands of the Lolio-Potentillion
located in a rewetted fen area of the Eider valley near Kiel. Plot size 2 m2, n = 32

shown to have a rapid effect on species richness and
coverage of target species in the previously intensively
used (initial vegetation: Lolio-Potentillion) and in the
previously abandoned (initial vegetation: Calthion)
area. The increase in species richness was attributed to
the increase in grazing-induced soil gaps that favoured
germination of new species (Schrautzer et al., 2004).
However, such an increase in species richness may
end after 6 years as observed in Danish wet grasslands
(Hald & Vinther, 2000).

Active rewetting measures by ditch blocking and
extensive grazing in the Eider valley led to the rapid
occurrence of characteristic plant species groups in
a previously intensively drained fen (Fig. 28.4). The
water table increased approximately 20 cm over two
years and reached levels that are typical for wet mead-
ows of the Calthion. The establishment of wet meadow
species and the decrease of ruderal species within three
years suggested that nutrients decreased through the
rewetting measures.

28.4.3 Open-Cast Mining Regions and Soil
Recultivation

Open-cast mining activities induced landscape frag-
mentation and can be considered as one of the most
severe anthropogenic disturbance (Walker & Willig,
1999). Both terrestrial and aquatic ecosystems are fre-
quently affected, for example during lignite mining in
Lusatia in eastern Germany (Hüttl & Weber, 2001).

In terrestrial ecosystems, disturbances and destruc-
tions of soil and habitat functions and consequently
the biocoenoses were observed. The surface water and
groundwater are affected quantitatively and qualita-
tively (Grünewald, 2001).

The conveyer belt technology for lignite mining
in Lusatia has enabled large-scale excavation of lig-
nite seams since the 1920s. The annual lignite mining
amounted to 195 million tons from 17 mines in the
late 1980s and decreased to 60 million tons after the
German unification. Presently, five open-cast mines
are active in the Lusatian district and are negotiated
to operate until 2030–2040. More than 78,000 ha are
affected by mining activities in Lusatia (Drebenstedt,
1998). The conveyer belt technology mixed the upper
quaternary and lower tertiary sediments inducing the
oxidation of pyrite from the tertiary marine-brackish
sediments thus leading to strong acidification and high
salinity (Hüttl & Weber, 2001). Acid top soils were
ameliorated with lime and fly ash derived from lignite
power plants. Soil chemical processes in post-mining
regions fluctuated largely during the initial phase when
compared to the pre-mining situation and the site-
specific geochemical composition largely controls the
element fluxes of developing systems (Schaaf, 2001).
In addition, geogenic- and lignite-derived carbon in
these sandy nutrient poor soils may play a significant
role in the water and nutrient supply of the developing
ecosystems. These conditions have a large influence
on both above and below ground biomass development
and humus accumulation which are key components of
the ecosystem nutrient cycle.
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Table 28.2 Recultivated open cast sites for chronosequence studies

Name Dumped in Substrate Melioration Vegetation and stand age

Weissagker
Berg

1991 lignite + pyrite containing
sand

28 t CaO per ha at 60–80 cm soil depth in
1996

Pinus sylvestris, 8 years

Bärenbrück 1977 lignite + pyrite containing
loamy sand

190 t CaO per ha at 40 cm soil depth in 1978 Pinus nigra, 22 years

Meuro 1970 lignite + pyrite containing
loamy sand

160 t CaO per ha at 60 cm soil depth in 1971 Pinus sylvestris, 27 years

Domsdorf 1946 lignite + pyrite containing
loamy sand

50 t CaO per ha at 30 cm soil depth in 1963 Pinus sylvestris, 40 years

Table 28.3 Soil chemical parameters of recultivated sites in Lusatia

Age Soil depth pH Ct Nt St CEC Feo Fed Alo Ald
Site [Years] [cm] [H2O] [mg g−1] [mmolc kg−1] [mg g−1]

Weissagker
Berg1

16 20 3.7 14.4 0.6 4.4 32.8 3.1 3.9 0.4 0.4

– – 100 2.8 16.4 0.4 5.6 22.0 4.1 4.4 0.6 0.6
Bärenbrück 30 20 4.0 53.8 1.0 9, 8 97.2 7.5 8.9 1.5 1.0
– – 100 2.5 62.0 1.2 13.6 72.1 7.0 6.5 1.9 1.5
Meuro 37 20 5.3 31.1 0.7 2.3 99.7 4.2 6.3 0.6 0.6
– – 100 2.8 44.6 1.0 3.0 68.3 3.6 4.2 0.3 0.3
Domsdorf 61 20 5.5 52.5 1.1 1.5 203.8 7.1 10.9 0.6 0.7
– – 100 2.9 58.0 1.3 2.3 73.5 7.1 9.4 0.4 0.4
1Data from Heinkele and Weiß (BTU Cottbus, 1999, pers. Comm.)
2Not detected nd. Oxalate extractable iron and aluminium Feo Alo. Dithionite extractable iron and aluminium, Fed Ald.

Since forests were predominant at 60% before min-
ing, the post-mining regions have to be re-forested for
legislative reasons; they were recultivated mainly with
Pinus sylvestris L. (Table 28.2). Soil properties, soil
chemistry and water fluxes in forest ecosystem com-
partments were analysed along “false time series” to
identify the key processes and temporal trends in soil
and ecosystem. For example, four sites with compara-
ble lignite- and pyrite-containing mine substrates and
planted with pine trees covered a period of 60 years
(Table 28.2). The substrates were ameliorated with dif-
ferent amounts of fly ash depending on their estimated
potential lime requirements. The incorporation depths
represented the available technology at the time. Sites
were fertilised with 100 kg nitrogen ha−1, 100 kg
phosphorus ha−1 and 80 kg potassium ha−1 before
afforestation.

Because of fly ash amelioration the top soils showed
high pH-values, whereas the subsoils were in the pH
range of 2.5–2.9 (Table 28.3). High total soil carbon,
nitrogen and sulphur contents in these young soils
were derived from lignite fragments. The actual cation
exchange capacity of the substrates was 10–30-fold
higher than at natural sites in the region (Weisdorfer

et al., 1998) and was correlated with the geogenic car-
bon contents (Schaaf et al., 2001). Iron and aluminium
availability were high throughout the profiles. The soil
solution is characterised by extremely low pH values
of up to 2.2 and high electrical conductivity with
maximal values of 13.5 mS cm−1 and also high ionic
strength of maximal 0.55 mol L−1. The indicator val-
ues increased generally with soil depth (Table 28.3).
High electrical conductivity values occurred at the
younger sites. Soil solution contained mainly calcium
(up to 490 mg Ca L−1), magnesium (up to 316 mg Mg
L−1), aluminium (up to 1,760 mg Al L−1), iron (up to
580 mg Fe L−1), and sulphate (up to 11,900 mg SO4

l−1). Application of fly ash increased the pH values by
three units in the ameliorated horizons compared to the
non-ameliorated subsoil. Sulphate dominated anions
at the sites and with increasing soil depth. However,
the cation composition varied with soil depth and age
and was dominated by calcium and magnesium in the
ameliorated horizons. Acidic metals like iron and alu-
minium increased with soil depth and decreasing pH
values.

Recultivated landscapes develop on substrates that
are not equivalent to “undisturbed” landscapes. Lignite
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fragments and secondary minerals of post-mining soils
control element cycling and nutritional status of the
new forest ecosystems. The amelioration measures
necessary for forest restoration additionally changed
the prevailing condition. Thus, “strange” soil types and
properties developed as already pointed out by Jenny
(1941).

In addition, ecosystem processes are controlled by
the artificial groundwater level that was lowered under
the lignite seam for up to approximately 120 m below
surface. The simultaneous aeration induced pyrite
oxidation and soil acidification (Fig. 28.5). Feldspar
weathering can contribute to buffer in-situ the acid-
ity (Heinkele et al., 1999). Pyrite oxidation released
acidity, sulphate and iron and thus favoured the weath-
ering of primary minerals discharging aluminium, cal-
cium, magnesium and potassium and consequently the
precipitation of secondary salt like gypsum, oxides,
hydroxides and also aluminium and iron sulphates.
Pyrite-free and salt-poor layers developed rapidly by
leaching of soluble and labile secondary salt and min-
eral phases like gypsum, anhydrite or magnesium sul-
phate heptahydrates (zone A; Schaaf, 2003). These
processes are affected by the amelioration measures

and recultivation practices. Large amounts of lig-
nite ashes are incorporated in the topsoils (zone B)
resulting in high calcium and magnesium availabil-
ity. This introduces a large acid neutralisation capacity
compared to the substrate-internal buffering and also
enhances formation of gypsum and other sulphate salts
like MgSO4 that is leached rapidly from the profiles
(Schaaf et al., 1999). The high soil pH value induced
the precipitation of iron and aluminium oxides and
hydroxides.

28.4.4 Development of Initial Ecosystems

Knowledge of the interactions of processes and struc-
tures during ecosystem development is an important
requirement for the successful restoration and man-
agement of landscapes. However, initial ecosystem
stages under temperate conditions in Central Europe
are uncommon and often affected by human activi-
ties. New ecosystem structures with homogenous sed-
iments and without plants are created by severe human
impacts since mining operations induce the com-
plete replacement of the natural landscapes (Hüttl &
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Gerwin, 2004). “Point zero” of ecosystem develop-
ment was analysed in for example the volcanic regions
of Hawaii, Mount St. Helens and Surtsey Island and
in the Arctic, Antarctic and Alps (Jones & DelMoral,
2005) and also at the Hydrohill artificial grassland
catchment in China (Kendall et al., 2001).

Multi-disciplinary long-term studies have created a
new body of knowledge regarding ecosystem struc-
tures and processes. Most research programs com-
menced with the analyses of functions in mature
ecosystems with complex interrelationships (Likens &
Bormann, 1995). The investigations of processes and
balances of water and elements were done to draw con-
clusions on stability, elasticity, and resilience of mature
ecosystem structures and processes.

Water catchments are usually the basis of such
ecosystem studies (Wright et al., 1994). Ecosystem
approaches allow the estimation of balances for land-
scape parts but suffer on natural heterogeneity and
clear boundary definition (Table 28.4). The prerequi-
sites are definite catchments for estimating balances
from punctual measurements and for up-scaling.

Artificially constructed catchments delineate
boundaries on and below the surface and also allow
for manipulating inner structures and sediment
composition. In contrast, natural watersheds have
to be re-constructed based on measurements and
models. Artificial catchments at a landscape scale
have rarely been realised and, if realised, it addressed
mainly hydrological issues and did not represent an
interdisciplinary approach (Nicolau, 2002).

Young ecosystems may be characterised by highly
variable processes and low degree of interacting

structures. Abiotic processes seem pre-dominant ini-
tially and biotic processes become more important over
time when many “hot spots” have been established.
Thus, the initial phase of ecosystem development may
be regarded as an unbalanced system. Basic assump-
tions on the behaviour and function of mature ecosys-
tems may not be valid for young systems. Initial stages
of ecosystems can be regarded as the “Geo-System”,
subsequent stages as the “Hydro-Geo-System” and
advanced stages as the “Bio-Hydro-Geo-System”
which corresponds to the term “ecosystem” (Fig. 28.6).
Thresholds should distinguish the three phases. It may
be hypothesised that structures and processes that rep-
resent drivers during the early phases also control the
mature ecosystem.
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Fig. 28.6 Initial ecosystem genesis with reference to physical
(hydrological), chemical and biological structures and processes

Table 28.4 Studies on ecosystem research

Initial ecosystem Small ecosystem catchment
Artificial ecosystem
catchment

Artificial initial
ecosystem
catchment

Island Surtsey, Island
Mount St. Helens,
U.S.A.

Hubbard Brook, U.S.A.
Bornhöved Lakes
District, Germany
Solling, Germany

Oil Sands Environmental
Research Network
OSERN, Canada

Hühnerwasser’ SFB
TRR 38

Primary succession + − − +
Balance calculation − + + +
Surrounding

conditions
knowledge

− − + +

Scale at landscape
level

+ + − +

Long-term
investigations

+ + − +
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Fig. 28.7 Cross section (above) and aerial view (below) of the artificial catchment “Hühnerwasser” in the recultivation area of the
open-cast lignite mine “Welzow-Süd” in eastern Germany

Recent scientific approaches have investigated ini-
tial artificial systems that have not been human
impacted and managed. The post-mining landscapes
provide opportunities for innovative research on
ecosystem development. The mining technique allows
for the construction of complete landscape sections
with defined inner structures and clear boundaries
as done with the “Hühnerwasser” (chicken creek)
catchment in the Lusatia mining region (Table 28.4,
Fig. 28.7). However, artificial catchments have specific
conditions such as the sediment height over the imper-
meable layer and some early stage artefacts attributed
to endogenous C and Fe oxidation controlled by mix-
ing and loosening (aerating) of sediments during the
catchment’s construction (e.g., oxidation of Fe, S and
organic matter) and also due to subsequent compaction
processes. In addition, the local genetic resources
are controlling factors. Therefore, false chronose-
quences on young sand dunes and glacial retreat areas
can be considered to generalise conclusions from
young ecosystems. As a key objective, the energetic
metabolism, defined here as “energomics” derived

from linking “energy” and “omics”, can be a key issue
to be tested with proceeding ecosystem development
at different levels and in different discipline perspec-
tives (Dilly et al., 2001; Dilly, 2006). For example,
the soil carbon metabolism was found to become more
efficient at the Rotmoosferner in southern Austria with
advanced succession (Table 28.5).

28.5 New Ecosystem Management Types

Related to European policy-relevant perspectives on
biomass and biodiversity issues (COM, 2006; EEA,
2006), it became clear that modern land use must
integrate the production of food and fodder and also
raw and energy materials in conjunction with biodiver-
sity conservation and climate issues. Simultaneously,
tourist interests need to be considered. Therefore,
multifunctional land and ecosystem use became an
important issue in Europe and helped to fulfil multiple
short-term and long-term human needs particularly in
densely populated regions. Along with policy-driven
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Table 28.5 Energomics in topsoil during succession at the Rotmoosferner moraine (Insam and Haselwandter, 1989)
qCO2

[
mg CO2−C g−1Cmic h−1

]
; Corg

[
mg C g−1 soil

]
qCO2/Corg

[
mg CO2−C g−1 Cmic h−1/

(
g C g−1 soil

)]

Site Age [years]
Metabolic quotient,
qCO2

[
mg CO2−C g−1Cmic h−1

] Corg content[
mg C g−1 soil

] qCO2/Corg ratio[
mg CO2−C g−1 Cmic h−1

(
mg C g−1 soil

)−1
]

I 1 3.9 1.9 2.058
II 5 5.7 5.6 1.013
III 65 3.8 15.7 0.245
IV 135 3.0 22.2 0.133
V 1000 2.0 70.8 0.028

land-use changes, the importance of regionalised sus-
tainability impact assessment with reference to envi-
ronmental, social and economic issues (Fig. 28.8) is
recognised (Helming et al., 2007) for which special
attention has to be given to sensitive regions and their
sustainability issues (Dilly, Camilleri, et al., 2008).
Post-industrial regions, mountains, islands and coasts
can be considered as sensitive areas due to cross-
cutting land-use functions and specific behaviour of
sustainability indicators which vary from the EU aver-
age and undergo frequently high temporal changes
(Dilly, Camilleri, et al., 2008; Ling et al., 2007).
For beneficial development in sensitive regions, stake-
holder views are taken into account (Dilly et al.,
2007).

Agroforestry systems have been recently consid-
ered as a new land-use type in temperate regions
and in particular in post-industrial regions (Grünewald
et al., 2007; Dupraz & Liagre, 2008). Agroforestry can
be defined as a land-use type and technology where
woody perennials such as trees, shrubs, palms and
bamboos are cultivated in some spatial and temporal
arrangement together with agricultural crops and ani-
mals for beneficial ecological and socio-economical

Fig. 28.8 Triangle between policy options, sustainability
impact assessment and sustainability issue portfolio

interactions. This land-use type can increase the land
surface with land equivalent ratio of can significantly
increase the land surface with land equivalent ratios
(Dupraz, personal Comm., 2008).

Agroforestry land-use systems may meet the
dynamic productivity requirements with regard to the
competition between food and bio-energy production
and can contribute to biodiversity issues and the CO2

mitigation activities with reference to adaptation to
climate change and thus can be defined as multi-
functional systems. Energy production from both agri-
cultural and forest biomass provides energy security
in regions with decentralised structures and creates
jobs. However, positive CO2 mitigation effects should
not induce higher N2O and CH4 emissions and thus
cumulative negative effects to the climate system.
Agroforestry landscapes with tree and hedge structures
can significantly favour habitat corridors for animals
(Ewers & Didham, 2007).

The German Government adopted the Renewable
Energy Act in 2000 to increase the share of renewable
energy with biomass contributions in the electricity
market from 5 to 10% by the year 2010. In 2006,
1.56 million ha representing 13% of the German arable
land were used for growing renewable resources.
Additional material came from 11.8 million ha of the
German forests representing 33% of the total land area
in Germany. Thus, the area for non-food crops and
the competition between food, fodder and raw mate-
rial is increasing. Additional biomass potentials are
perceived at marginal areas, set-aside land without
losing the European common agricultural policy pay-
ments and sites polluted with heavy metals and organic
xenobiotics.

To reduce the risks of monocultures, the
Commission adopted a comprehensive EU strat-
egy specifically dedicated to soil protection (EEA,
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Fig. 28.9 Alley-cropping
land-use system (schematic
above, modelled below) in the
sub-continental post-mining
region of Eastern Germany;
visualisation by Lenné3D
GmbH, Germany

2006). Some ecosystems and soil degradation phe-
nomena may be accelerated by human manipulation
and non-sustainable land-use practices. Also the
production of bio-energy holds some risks concerning
soil quality. The main harmful processes of soil
degradation are erosion, compaction, loss of nutrients,
lack of water, decrease of biodiversity and salinisa-
tion. Regional stakeholders are also aware of these
problems (Dilly, Doerrie, et al., 2007).

Ecosystem management has already adapted to
changing climatic conditions at regional scales in
the sub-continental lower Lusatia region in Eastern
Germany in order to secure the provision of crops and
woody biomass in regions with significant drought. In
Lusatia, black locust showed highest biomass yields at
three and six years in comparison to willow and poplar
(Grünewald et al., 2007). However, the high biomass
production may impact negatively on seepage water at
the landscape level (Kamm et al., 2006). Agroforestry
is of interest with regard to the reduction of severe
soil erosion and as a measure to adjust to climate
change and to diversify large-scale monoculture farm-
land (Fig. 28.9). Furthermore, the ecological functions

of agroforestry systems are related to soil protection
through carbon sequestration, nitrogen and phosphorus
cycling, and organic matter accumulation (Kamm
et al., 2006) and also biodiversity preservation. The
economic benefits rely on the potential of agroforestry
systems to produce biomass for energetic transforma-
tion and chemical processing in bio-refineries. Climate
change with increasing temperature has stimulated a
discussion on the re-vitalisation of new land-use types
that are typical for warmer and dryer conditions; for
example viticulture that is presently concentrated in
south-west Germany received attention from eastern
and northern Europe (Dilly, Zeihser, Hüttl, Kendzia,
Wüstenhagen, & Dähnert, 2007).

Besides diversification, efficient cycling of nutri-
ents, elements and energy which depends largely
on the structure of the biocoenoses with plants,
microorganisms and animals and their respective eco-
physiology driving the input, allocation and miner-
alisation is an important goal (Ehrenfeld, 2000; Nii-
Annang, Grünewald, Freese, Hüttl, & Dilly, 2008).
The energetic strategy of organisms is categorised
as opportunistic and energetically inefficient r- and
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autochthonous and energetically efficient K-strategists
(Dilly, 2005). The developing discipline that studies
energetic metabolism and its role in ecosystem
functioning and services can be termed as energomics
(Dilly, 2006).

The net primary productivity and the partitioning
of carbon may vary substantially between biome-
characteristics of plants at the landscape level as
shown under temperate conditions and observed at the
Bornhöved Lakes District in northern Germany (Dilly
et al., 2008). Alder trees fixed more carbon at the light-
rich forest–lake interface than beech trees in forest
stands and could consequently allocate more below-
ground carbon. The increased ecosystem acquisition
by alder and the increased soil carbon input was asso-
ciated with higher biotic carbon in the soil organic
carbon and reduced soil microbial energetic efficiency.
This energetic allocation seems attributable to the
vegetation’s strategy to support beneficial microbial
activities and the plant–soil interactions for acquiring
nutrients limiting growth.

It is important to acknowledge that soil microbial
biodiversity is generally high and, furthermore, small
organisms are considered as more sensitive to environ-
mental conditions and are generally less energetically
efficient (Table 28.6). However, it is unclear to what
extent the soil microbial diversity and the microbial

Table 28.6 Energy use efficiency of lower and higher organ-
isms after Fritsche (1999)

Cell diameter
[μm]

Biomass-specific metabolic
activity
[μl O2mg−1dry mass h−1]

Bacteria 1 1, 000
Fungi, yeast 10 100
Plants, animals 100 10

energetic efficiency are relevant to ecosystem stability
and resilience and also sustainable ecosystem func-
tioning. The biotic web is generally regulated by the
amount, composition and turnover time of biological
substrates in soil and thus the free energy of forma-
tion for example –917 GJ mol−1 for glucose, −369
for acetate, −51 for methane and −79 for ammonium
(Dilly, 2005). This energy derived mainly from plant
inputs and the above-ground plant biodiversity is also
considered to play an essential role in the establish-
ment of stable ecosystems (Hector et al., 1999). Mature
ecosystems were identified as more stable and more
efficient in energy and nutrient use than young ecosys-
tems and similarly non-manipulated ecosystems more
levelled than manipulated ones. Modern techniques
such as molecular tools (Dilly et al., 2004) and stable
isotype analysis (Kendall et al., 2007; Zyakun & Dilly,
2005) will help to answer fundamental questions on
long-term investigation sites.

As mentioned above, the water supply and the
water use efficiency of the vegetation is crucial for
ecosystem functioning. The water requirement for CO2

fixation can vary by more than one order of magni-
tude (Table 28.7) with values between 167 and 1,500
L H2O per kg C. Water use efficiency is dependent
on species, human impact and diurnal and seasonal
changes in environmental conditions such as temper-
ature, water supply and shading. The plants with C4
metabolism are considered as being more efficient
than C3 plants (Marschner, 1986). Plant growth is
reduced at low water availability particularly in dry
summers and on soils with low water-holding capacity
(Grünewald et al., 2007).

It is generally agreed that temperature increase
induced by climate change at constant annual pre-
cipitation rates will stress the vegetation and human

Table 28.7 Water use efficiency of plants with reference to manipulation measures

Plant Manipulation mmol CO2 mol−1 H2O L H2 O kg−1 C Source

Wheat Low NPK fertilisation 9.0 167 Gorny and Garzynski (2002)
Wheat High NPK fertilisation 8.5 176 Gorny and Garzynski (2002)
Douglas fir None 8.1 ± 2.4 185 Ponton et al. (2006)
Aspen None 5.4 ± 2.3 247 Ponton et al. (2006)
C4 plant ND 5.0 300 Marschner (1986)
Alder None. Peripheral leaves 3.5 429 Dilly et al. (2008)
Grasses None 3.0 500 Dilly et al. (2008)
Grassland None 2.6 ± 0.7 577 Ponton et al. (2006)
C3 plant ND 2.5 600 Marschner (1986)
Alder None. Inner crown 1.0 1, 500 Dilly et al. (2008)
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society worldwide. Increasing CO2 concentration in
itself will reduce drought stress by reducing transpi-
ration (Kruijt et al., 2007). High biomass production
for food, fibre and bio-energy requires an enormous
amount of water particularly when not selecting water-
use efficient species. Under dry climatic conditions like
in Lusatia or in the lee of mountains, this may lead
to very little formation of ground water. The increase
in water use efficiency at different scales still requires
research which should include modern stable isotopic
characteristics (Marshall et al., 2007).

28.6 Conclusions and Future Demands

Natural and historical ecosystems have largely been
manipulated which was shown in long-term agri-
cultural and forest experiments. The combination of
interdisciplinary studies gave extensive knowledge on
biotic and abiotic structures and processes in manipu-
lated and managed ecosystems. Even ecosystems that
are remote from regions populated by humans can be
considered as manipulated. Ecosystems with similar
degrees of human impact showed similar adjustments
in nutrient use efficiency in the above-ground biota and
soil biota. The restoration of abandoned wet meadows
can be more successful than that of previously inten-
sively managed wet pastures. The adjustment of water
tables was important and management practises such
as large-scale grazing and haymaking with one early
summer cut or two cuts per year could enhance plant
diversity of degenerated fen grasslands. Harsh manip-
ulations are present in industrial and post-industrial
regions and at urban sites with for example heavy
metals, pollutants and destruction.

Ecosystem manipulation and restoration measures
should be addressed more carefully in the future, for
example for mitigating and adapting to climate change.
Ecosystem management practices should consider (i)
biomass production optimisation by the adaptation of
traditional and new ecosystems to climatic and edaphic
conditions with for example agroforestry; (ii) planning
tools at regional levels; (iii) exploring environmen-
tal benefits such as the reduction of soil erosion, the
accumulation of organic matter, efficient water use,
the preservation and increase of biodiversity and CO2

sequestration at the ecosystem and landscape level.
Long-term studies are generally required to test for

example new established agroforestry systems, land-
use changes and developed wetland restoration. False
chronosequences may support the identification of fun-
damental processes with high dynamics in the initial
ecosystem development induced by substrate com-
position, and intensive transformation processes, and
changes of element pools. Such a chronosequence still
showed large disturbances after several decades and it
can therefore be expected that these effects will remain
for centuries. Initial ecosystem development studies
are important since knowledge on ecosystem poten-
tials and the interacting abiotic and biotic components
is scarce.

While earlier ecosystem research projects addressed
environmental, social and economic issues sepa-
rately, modern approaches combined these three pillars
of sustainable development. This methodology sup-
ports the identification of cross-cutting environmental,
social and economic issues and the translation of
environmental findings towards the society and eco-
nomic benefits and also to implement environmental
technologies for socio-economic and environmental
benefits (ETAP, 2007).
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Exploratories for Large-Scale and Long-Term Functional
Biodiversity Research
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Prati, Ernst-Detlef Schulze, and Wolfgang W. Weisser

Abstract Current changes in biodiversity and their
functional consequences for ecosystem processes mat-
ter for both fundamental and applied reasons. In most
places the most important anthropogenic determinant
of biodiversity is land use. The effects of type and
intensity of land use are modulated by climate and
atmospheric change, nutrient deposition and pollution
and by feedback effects of changed biological pro-
cesses. However, it is not known whether the genetic
and species diversity of different taxa responds to
land-use change in similar ways. Moreover, conse-
quences of changing diversity for ecosystem pro-
cesses have almost exclusively been studied in model
experiments of limited scope. Clearly, there is an
urgent scientific and societal demand to investigate
the relationships between land use, biodiversity and
ecosystem processes in many replicate study sites in
the context of actual landscapes. Furthermore, these
studies need to be set up in long-term frameworks.
Moreover, because monitoring and comparative obser-
vation cannot unravel causal mechanisms they need
to be complemented by manipulative experiments. In
the ‘Exploratories for large-scale and long-term func-
tional biodiversity research’ (see www.biodiversity-
exploratories.de), we provide a platform for such
successful long-term biodiversity research. The bio-
diversity exploratories aim at contributing to a better
understanding of causal relationships affecting diver-
sity patterns and their change, developing applied
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measures in order to mitigate loss of diversity and
functionality, integrating a strong research community
to its full potential, training a new generation of bio-
diversity explorers, extending the integrated view of
functional biodiversity research to society and stim-
ulating long-term ecological research in Germany
and globally. Our experience has several implica-
tions for long-term ecological research and the LTER
network including the necessity of formulating com-
mon research questions, establishing a joint database,
applying modern tools for meta-analysis or quantita-
tive review and developing standardised experimental
and measurement protocols for facilitating future data
synthesis.

Keywords Community ecology · Ecosystem
processes · Ecosystem services · Landscape
ecology · Large-scale ecological research · Large-scale
experiments · Population biology

29.1 Introduction

In this chapter, we shortly review links between
changes in land use, biodiversity and ecosystem pro-
cesses. In particular we outline that the studies of
effects of land use on biodiversity are often lim-
ited to single taxa and that the causal study of
the relationship between biodiversity and ecosystem
processes has almost exclusively focused on model
ecosystems. Based on these considerations we high-
light the scientific and societal demand for research
in this context. Then we introduce the ‘Exploratories
for large-scale and long-term functional biodiver-
sity research’ (www.biodiversity-exploratories.de), the
research project which we established to provide
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a platform and critical mass for successful long-
term biodiversity research. Finally we draw conclu-
sions from the exploratories for the national and
international Long-Term Ecological Research (LTER)
initiatives.

29.2 Changes of Land Use
and Its Intensity

In recent decades, socio-economic, agro-ecological,
climatic and geophysical shifts caused enormous
changes in land use and land-use intensity rang-
ing from local and regional (Hietel, Waldhardt, &
Otte, 2005) to national (Stöcklin, Bosshard, Klaus,
Rudmann-Maurer, & Fischer, 2007), international
and global scales (Houghton, 1994). These changes
constitute crucial elements of the current global
change (Millenium Ecosystem Assessment, 2005).
Intensification of agriculture in Central Europe asso-
ciated with the Common Agricultural Policy (CAP)
of the European Union has been characterised by
three main driving processes: the simplification and
specialisation of agricultural landscapes leading to a
decrease of permanent grasslands and semi-natural
landscape elements, the transformation of less fertile
areas into shrublands and early successional forests
and an overall loss of landscape diversity and the
increase in the use of entrants (herbicides, pesticides
and fertilisers) per unit area (Shucksmith, Thomson,
& Roberts, 2005). The spatial extent of agricultural
land has been declining because high labour costs
limit the competitiveness of agricultural products on
the free market and because of recent changes in the
CAP, such as a reduction in support for cereals and
beef and the introduction of ‘set-aside’ payments to
withdraw land from production (Shucksmith et al.,
2005). Further changes in European agriculture are
expected in the forthcoming years as CAP payments
will become progressively decoupled from single-farm
production. Although increasing emphasis on the pro-
duction of biofuel is starting to change agricultural
markets (Sims, Hastings, Schlamadinger, Taylor, &
Smith, 2006) the trend of decreasing area of agricul-
tural land is very likely to continue because biofuel
production will only be attractive on the most pro-
ductive land (Smeets, Faaij, & Lewandowski, 2004).
Clearly, the decisions of farmers between types of

land use and its intensity are mainly driven by prod-
uct prices, the availability and costs of labour and
machinery and to a large extent by the CAP as well
to a lesser extent also by other measures of national
or regional authorities. Similarly, type and intensity of
forest use is affected by timber and firewood prices and
national and regional regulations (Koskela, Ollikainen,
& Pukkala, 2007).

In Germany, forests and grasslands are among the
most important ecosystems that continue to be strongly
affected by human requirements. Although the natu-
ral vegetation cover of Germany consists of deciduous
forests, this type of ecosystem is now restricted to
very small and highly fragmented areas whereas most
of the previously forested area is replaced with agri-
cultural land or forest plantations (Ellenberg, 1996).
Furthermore, rather nutrient-poor grasslands that were
formerly only used at low intensities by humans and
formed the most species-rich species assemblages are
now either threatened by complete abandonment or
by intensification of land use (Poschlod, Bakker, &
Kahmen, 2005).

Changes in land use from one type to another, say
from forest to grassland or from grassland to field,
are clearly defined. Moreover, it is common knowl-
edge that the intensity of land use changes, e.g.,
from nutrient-poor semi-natural grasslands used at
low intensity to highly fertilised and frequently mown
grasslands or from hardly used natural beech stands
to plantations of conifers (Poschlod et al., 2005). It is
important to note, however, that beyond such coarse
categories land-use intensity is not clearly defined at
all. This is all the more disturbing as the term ‘inten-
sive land use’ is very frequently used. Only a clear
definition of the intensity of land use will allow the
objective evaluation of effects of land-use intensity on
biodiversity and ecosystem processes (Canals et al.,
2007). It is therefore an urgent and interesting research
question to find a scientifically sound and measur-
able definition. One approach could be measuring the
amount, quality and frequency of input and output of
material.

The biodiversity exploratories described below
focus on forest and grassland habitats by choosing
plots ranging from near-natural to intensively used
land. In Germany, these landscape structures can be
found in and around protected sites like National Parks
and Biosphere Reserves and on cultivated public and
private land.
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29.3 Biodiversity

In this chapter and in line with the Convention on
Biodiversity (CBD, 1992) the term biodiversity is
meant to encompass all scales of biological organi-
sation, spanning intra-specific genetic, morphological
and demographic diversity, community diversity, the
diversity of biological interactions between organ-
isms and the diversity of ecosystems in the landscape
(Wilson, 2001).

Usually, the diversity of plant and animal species is
higher in more diverse landscapes (Clough et al., 2007;
Hendricks et al., 2007; Rudmann-Maurer, Weyand,
Fischer, & Stöcklin, 2008). However, it is much less
well known how far biodiversity at lower levels is
positively associated with each other. This is exempli-
fied by the very scarcely studied relationship between
species diversity and genetic diversity within species.
This is of fundamental importance for evolutionary
ecology and it matters for conservation, because a neg-
ative relationship would indicate a conflict between
conservation measures promoting genetic diversity and
those promoting species diversity, whereas a positive
relationship would indicate synergies. A positive asso-
ciation between the two types of diversity has been
predicted (van Valen, 1965; Vellend, 2003). However,
whereas some studies showed a positive correlation
between genetic variation as measured with molecular
markers and species diversity, others did not (Vellend
& Geber, 2005). Analogous studies using selectively
non-neutral measures of genetic diversity, such as her-
itabilities and additive quantitative genetic variation,
are still lacking. Moreover, studies considering the
genetic variation of more than just one species of a
community are still missing in this context.

More research efforts have been made to study the
relationship between the species diversity of plants and
animals. Clearly, plant species diversity also affects
the diversity of higher trophic levels. Virtually all eco-
logical models predict that an increase in resource
diversity supports a more diverse array of consumers
(Rosenzweig, 1995). Correspondingly, a positive rela-
tionship between plant and insect herbivore diver-
sity has been found in many correlative studies of
natural systems and in studies of agricultural mono-
cultures and polycultures, although there are notable
exceptions (e.g. Andow, 1991; Murdoch, Peterson, &
Evans, 1972; Risch, Andow, & Altieri, 1983; Root,

1973). However, even though generally plant diver-
sity appears to be positively related to animal diversity,
there is large variation among different taxonomic
groups in the exact pattern of this relationship, which
is one of the reasons why the selection of biodiver-
sity hotspots solely based on plant diversity can be
misleading (Prendergast, Quinn, Lawton, Eversham, &
Gibbons, 1993). In part this is due to species-specific
effects such as the tenfold diversity of insect herbi-
vores on oaks than on ash or lime (Brändle & Brandl,
2001). To date, the roles of direct effects of plant diver-
sity on plant–herbivore interactions (Siemann, 1998;
Siemann, Tilman, Haarstad, & Ritchie, 1998) and
of indirect effects via plant productivity and herbi-
vore density (Hunter & Price, 1992) for the different
results are not very clear. In general, similar diver-
sity considerations as for herbivory also apply to
plant–pollinator interactions. Moreover, it is becom-
ing increasingly clear that many flower visitation webs
are characterised by asymmetric specialisation where
specialised pollinators rather visit generalist plants and
specialised plants are rather visited by generalist pol-
linators (Waser & Ollerton, 2006). The redundancy
involved in these plant–pollinator webs implies that the
local extinction of pollinators need not necessarily lead
to a loss of the diversity of animal-pollinated plants
(Memmott, Waser, & Price, 2004). Nevertheless, the
degree of specialisation in plant–pollinator webs is
higher than that in other plant–animal interactions such
as seed dispersal webs (Blüthgen, Menzel, Hovestadt,
Fiala, & Blüthgen, 2007). Finally, despite pioneering
large-scale programs such as the UK soil biodiversity
project (http://soilbio.nerc.ac.uk/), very little is known
about the relationship between plant diversity and the
diversity of other groups such as soil invertebrates and
microbes at the plot level as well as at the landscape
level.

Positive relationships between plant and animal
diversity have also been proposed for vertebrates. For
instance, small mammals such as voles and shrews
(Soricidae) occupy central positions in many biotic and
abiotic cycles within terrestrial ecosystems. In grass-
lands, voles prey selectively on grasses and herbs,
collect and cash seeds and perturbate the ground
introducing gap dynamics for plant succession (e.g.
Seabloom & Reichman, 2001; Seabloom & Richards,
2003). Shrews prey heavily on invertebrates above and
below ground (e.g, Churchfield, Hollier, & Brown,
1991; Churchfield & Rychlik, 2006). This may dilute
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predation pressure of herbivorous arthropods on plant
resources and of carnivorous arthropods on other inver-
tebrate taxa, ultimately leading to an increase in local
plant and invertebrate diversity. However, despite of
the profound impact small mammals exert on plants,
almost nothing is known how the diversity of the
one group influences the diversity of the other, the
associated ecosystem processes and whether differ-
ent land-use practices alter the functioning of these
fundamental interactions.

29.4 The Effect of Land
Use on Biodiversity

Changes in land use and its intensity are major determi-
nants of biodiversity throughout the world (Millenium
Ecosystem Assessment, 2005; Sala et al., 2000). In
the cultural landscapes of Central Europe land use has
clearly increased biodiversity during the last few cen-
turies (Ellenberg, 1996). This is exemplified by the
high number of highly diverse nutrient-poor grass-
lands, which are replacing less diverse former natural
forests. Similarly, without land use biodiversity would
be much lower in many areas of the world. Clearly, it
is not correct to coarsely assign negative biodiversity
effects to all kinds of land use. In principle changes in
land use and land-use intensity allow to affect biodi-
versity and ecosystem processes both in positive and
in negative ways.

Currently, however, biodiversity experiences a gen-
eral and drastic decline especially at the local and
regional scales, which in terrestrial habitats is mainly
due to the ongoing changes in land use, and furthered
by the direct effects of displacement of native species
by invasive alien ones, of industrial emissions of nitro-
gen, organic compounds and heavy metals, and of cli-
mate change and by their indirect effects via changed
land use (Millenium Ecosystem Assessment, 2005;
Sala et al., 2000; Thuiller, 2007). Although the mostly
negative relationship between biodiversity and current
land-use change is rather well known for some taxa, in
particular vertebrates, vascular plants and some inver-
tebrate groups such as grasshoppers or butterflies, it is
not known for many others. Because different taxa may
respond differently to changes in land use, investigat-
ing the effects of land use on biodiversity of different
taxa remains an important and urgent research demand.

Understanding such differences is crucial as changes
in land use also affect species interactions (Tylianakis,
Tscharntke, Lewis, 2007), making it a challenge to dis-
entangle the multiple dependencies between species in
complex ecosystems.

The most obvious component contributing to land-
use intensity in grasslands is fertilisation. The relation-
ship between soil fertility and plant diversity has often
been described by a hump-shaped curve with highest
plant diversity at intermediate fertility levels (Grime,
1973; Mittelbach et al., 2001) and not, as one might
expect alternatively, at the sites with most nutrients. A
number of mechanisms have been discussed that lead
to a decrease in diversity with increasing fertilisation
(Rosenzweig, 1995; Suding et al., 2005). However,
this relationship may depend on several ecological fac-
tors including human disturbance or seed limitation
(Schmid, 2002). It has therefore been suggested that
the hump-back curve constitutes an envelope func-
tion rather than an exact fit to the data (Schmid,
2002). Similarly, the effect of grazing intensity on plant
diversity may vary depending on factors related to
stand productivity, thus ranging from positive trends
on fertile sites to negative trends on less fertile stands
(Proulx & Mazumber, 1998). Because land use itself
involves several forms of disturbance which can vary
in intensity, the respective disturbances are likely to
play crucial roles in the context of the land use –
biodiversity relationships. According to the interme-
diate disturbance hypothesis (Connell, 1978; Grime,
1973), species diversity should be highest at interme-
diate levels of disturbance. Although this has been
shown for a few taxa, it remains unclear how far
this hypothesis can be generalised to other taxa and
levels of biodiversity at various spatial and tempo-
ral scales (Hughes, Byrnes, Kirnbro, & Stachowicz,
2007).

In principle, similar considerations as for grass-
lands also apply to forest trees and understory plants.
However, in managed forests the effect of land use
on the diversity of plants is more difficult to evaluate
because it strongly depends on the number and identity
of the tree species that were planted (Hunter, 1999).
As age-class forests are accompanied by succession
in the associated plant communities, the diversity of
these forests with regard to different age classes needs
to be compared with unmanaged forests that are char-
acterised by a more continuous age distribution of
trees. Thus, the spatial arrangement of age classes in
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a managed forest provides different opportunities for
species than the compact arrangement of a natural
forest. An additional aspect of particular importance
in Central European forests is the pressure of large
herbivores such as deer and wild boar. Although hunt-
ing intensities vary considerably, herbivory by game
is generally high. The degree to which this reduces
or even hinders tree recruitment is a hotly debated
question (Senn & Suter, 2003).

Land management has manifold effects on the
diversity of higher trophic levels. Frequent mowing
of grasslands or intense grazing leads to a decrease
in the diversity of insect herbivores and parasitoids
because there is insufficient time available for the
species to complete their life cycle despite the pres-
ence of the host plant (Kruess & Tscharntke, 2002;
Völkl, Zwölfer, Romstöck-Völkl, & Schmelzer, 1993).
Ploughing leads to a strong reduction in soil ani-
mal diversity which recovers very slowly even if
the above-ground plant diversity is already very high
(Hendrix et al., 1986). Short-term fertilisation may
lead to an increase in insect number and diver-
sity independent of plant species diversity due to
increased resource availability whereas after long-term
fertilisation the detrimental effects on plant diver-
sity also affect insect diversity (Perner et al., 2005;
Siemann, 1998). Similar effects are likely for other
animal groups. Predicting the consequences of land-
use change for biodiversity involves disentangling
direct effects of land use on the diversity of higher
trophic levels from indirect effects mediated by plant
diversity.

29.5 Ecosystem Services

Society is interested in the proper and continuous
functioning of ecosystem processes and in particu-
lar in the services they provide. These include the
pools and fluxes of water, carbon and nutrients, the
maintenance of soil fertility, clean water and air, the
provisioning of food and construction material and pol-
lination and pest control (Christensen et al., 1996).
The relationship between biodiversity and ecosystem
functioning is a rapidly expanding research area in
ecology and evolution (Hooper et al., 2005). To date,
a number of model experiments have addressed the
functional consequences of changes of plant diver-
sity (Hector et al., 1999; Roscher et al., 2005; Tilman
et al., 2001). It could be shown that ecosystem pro-
cesses and services depend not only on the species
composition of ecosystems but also, and mostly pos-
itively, on their species richness (Balvanera et al.,
2006; Hooper et al., 2005; Naeem, Thompson, Lawler,
Lawton, & Woodfin, 1994; Fig. 29.1). Moreover,
higher plant species diversity matters for maintaining
multiple ecosystem processes at the same time (Hector
& Bagchi, 2007).

However, the model experiments are still mainly
restricted to few types of communities and short
time periods. Moreover, the functional consequences
of changes in animal, fungal and microbial diversity
have so far been mainly investigated in micro- and
mesocosm studies and are hardly known for natural
ecosystems. In the actual landscape context, positive

Fig. 29.1 Association of taxa
with particular ecosystem
processes and services (in part
compiled from Schmid et al.,
2001 and Hooper et al., 2005).
Most of these associations
will be investigated in the
biodiversity exploratories in
the landscape context
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correlations between biodiversity and ecosystem pro-
cesses have been reported for some taxa (Balvanera
et al., 2006; Hooper et al., 2005). First experiments
manipulating plant species diversity at several sites
(Zeiter, Stampfli, & Newbery, 2006) indicate positive
relationships of plant species diversity and production.
However, replicated experiments manipulating the bio-
diversity also of other taxa at many sites in actual
landscapes are missing completely.

29.6 Feedback Loops Between Changes
in Land Use, Biodiversity and
Ecosystem Processes

Causal relationships between land use, biodiversity
and ecosystem processes are by no means one-way.
Rather, there are many feedback loops. Typically,
changes in land use change biodiversity, which in
turn affects ecosystem processes and services. These
changes affect the benefits associated with land use and
its intensity and subsequently affect decisions on future
land use (Schröter et al., 2005). For example, partial
logging of a forest feeds back on its future use if con-
comitant changes in microclimate change growth rates
and sapling recruitment. Such feedback loops between
society, land use, biodiversity and ecosystem processes
are illustrated by the arrows in Fig. 29.2.

Most countries have signed and ratified the
Convention on Biodiversity (CBD, 1992) and there-
fore agreed that the preservation of biodiversity and

its values has to become an integral part of the pol-
icy not only on conservation, agriculture and forestry,
urban and regional planning but also across other polit-
ical sectors (Stöcklin et al., 2007). This illustrates
that the question of how to best preserve and sus-
tainably use biodiversity leads to an interdisciplinary
research demand both of fundamental biological rele-
vance and of immediate applied and societal relevance.
This research demand comprises considering the feed-
back loops between society, land use, biodiversity and
ecosystem processes outlined in Fig. 29.2.

29.7 Current Biodiversity Research

Many of the research questions outlined above have
already been addressed. However, the overwhelming
majority of studies are either conducted by biodiver-
sity researchers considering only one or very few taxa
without the inclusion of ecosystem processes or by
ecosystem researchers ignoring diversity issues.

Germany provides a good example of a country
with profound knowledge of biodiversity and a highly
proficient community of scientists addressing biodiver-
sity and ecosystem research questions (Beck, 2004).
However, most recent biodiversity data of Germany
are being obtained in the framework of biodiversity
monitoring studies carried out by the different federal
states of Germany, or in the wake of environmen-
tal impact assessments in the process of urban and
regional planning activities. Unfortunately, these data

Society

Politics

Economy

Recreation

Property rights

Land use

Agriculture

Forestry

Other

Biodiversity

...Communities

...Species

...Individuals

...Genes

Ecosystem
functioning

Functioning

Stability

“Service”

Fig. 29.2 Illustration of the concept underlying the biodiversity
exploratories. Societal forces affect type and intensity of land
use. This influences biodiversity at several levels of biological
organisation, which in turn feeds back on ecosystem processes

and the services they provide. Arrows indicate causal relation-
ships and illustrate various feedback loops of the functioning
of ecosystems on biodiversity and on decision-making by land
users and society
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are not centrally accessible. In addition, there are no
uniform standards and in particular no enforcement
of existing standards and no standardised quality con-
trol such that most data are not very reliable. Finally,
while these data, if made centrally available, could
provide a very good inventory of German biodiver-
sity for particular taxa and for quantifying the effect
of land use on biodiversity, they do not allow to study
the consequences of biodiversity change for ecosystem
functioning. As far as biodiversity research funded by
German research funding organisation is concerned,
current research activities on relationships between
land use change, biodiversity change, and ecosys-
tem processes are highly scattered across the country
and mostly restricted to short-term studies at small
scales.

29.8 Requirements for Functional
Biodiversity Research

Addressing the comprehensive research objective of
understanding the relationships between land use, bio-
diversity and ecosystem processes requires an integra-
tive and interdisciplinary research approach in which
different plant, animal, fungal and microbial taxa are
studied together with a thorough assessment of the rel-
evant ecosystem functions and processes (Figs. 29.1
and 29.2). This needs not only to be done in model
systems such as microcosms and experimental gardens
but to be realised in many replicate study plots in the
landscape. Therefore, to adequately address the inter-
relationships of diversity and ecosystem processes it is
pivotal to measure them at the same temporal and spa-
tial scale with a sufficient number of geo-referenced
replicate study plots. Furthermore, because different
taxa may respond differently to variation in land use,
it is crucial to study all taxa on the same plots. This
will allow identification of possible conflicts in land-
use management and provide baseline data for the
protection of particular taxa. Moreover, as it is of
utmost importance to unravel causal relationships and
mechanisms rather than simple correlations, manipula-
tive experiments must be performed at many replicate
plots at the landscape level. Furthermore, relation-
ships between land use, biodiversity and ecosystem
processes may well differ between different land-
scapes depending on climatic, geological, topographic

or anthropogenic differences. Therefore, it is indis-
pensible to study these relationships in different land-
scapes. Clearly, the large research scope described in
this paragraph makes clear that such research can only
succeed if a critical mass of researchers of many biodi-
versity and ecosystem research disciplines, landscape
ecology, forestry and agricultural science collaborates
closely.

To date, most research covers only time periods of a
few years that are too short to permit a clear distinction
between different types of temporal pattern responses
such as linear trends of increase or decrease, peri-
odicity, threshold behaviour, or non-linear or chaotic
trajectories, and time lags of response and feedback
(Hansell, Craine, & Byers, 1997). Clearly, a compre-
hensive understanding of the amount and functional
consequences of biodiversity changes requires a long-
term perspective and joint consideration of climate and
land-use changes (Hobbs, Yates, & Mooney, 2007).

29.9 Exploratories for Functional
Biodiversity Research: General
Considerations

The research demand outlined above forms the basis
of the ‘Exploratories for large-scale and long-term
functional biodiversity research’, a joint project
and research platform funded by the Deutsche
Forschungsgemeinschaft DFG (www.biodiversity-
exploratories.de). The name ‘exploratories’ was
selected instead of ‘observatories’ to emphasise the
important role of manipulative experiments, which –
in contrast to also important descriptive monitoring –
allow identifying causal relationships. In the following
we introduce the research topics addressed by the
exploratories and outline the design and implemen-
tation of the project, which is currently in its initial
phase 2006–2011.

The most important research objectives of the
project focus on

• the effect of land use on biodiversity
• the relationships between genetic diversity, species

diversity of many taxa and the diversity of biotic
interactions and how these are affected by land use

• the functional effects of biodiversity on ecosystem
processes in real landscapes
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Fig. 29.3 Situation of the three biodiversity exploratories
‘Schorfheide-Chorin’, ‘Hainich-Dün’ and ‘Schwäbische Alb’ in
Germany. For more detailed maps see Fig. 29.6

The three exploratories for functional biodiver-
sity research (Fig. 29.3) are located in the bio-
sphere reserve Schorfheide-Chorin in the State of
Brandenburg (northeast Germany), the National Park
Hainich and its surroundings in the State of Thuringia
(central Germany) and the designated biosphere area
Schwäbische Alb in the State of Baden-Württemberg
(southwest Germany). The three landscapes selected
for the exploratories represent different climatic, geo-
logical and topographical situations (Table 29.1) which
are representative for large parts of Germany.

Of course, it is desirable to complement them with
further landscapes in future exploratories, for instance
in coastal, urban, post-industrial or alpine landscapes
of Germany, which would also cover further climatic
conditions (Fig. 29.4). Moreover, further biodiversity
exploratories would also be very desirable in further
landscapes abroad.

All three exploratories share a number of important
features. They are situated in landscapes comprising

grassland and forests at similar elevation and on sim-
ilar bedrock but are used at very different intensities.
Moreover, the various land-use types and intensities
in the exploratories reflect conflicting land-use inter-
ests in Germany and Central Europe, with a strong
pressure on intensification or abandonment of grass-
lands, and various forms of forest management. In
addition, for each exploratory, background informa-
tion is available on habitat types, vegetation, grassland
and forest management and land-use history, and many
taxa have already been or continue to be monitored for
conservation purposes.

The forest plots either form part of large homoge-
nous old-growth beech forests or are situated in
patchy and diverse mixed forest stands dominated by
beech, oak and pine and differing in land-use inten-
sity. Intensities of grassland use decline from fertilised
meadows, over pastures used by sheep, horse and
cattle to at least recently unmanaged dry grasslands
(Table 29.1). Many of the habitat types represented
in the exploratories are of high conservation value for
Germany and Central Europe.

The study of whole landscapes requires an intense
collaboration between research institutions, land own-
ers, land users and local authorities. Large propor-
tions of the exploratories are protected as national
park, nature reserve or protected zone of a biosphere
reserve. Therefore, specific permits for entrance and
work need to be obtained from regional environmental
offices and land owners. In return, data on biodiversity
and ecosystem processes obtained in the exploratories
can be used for improved planning of conservation
management and sustainable land use. These mutual
benefits between stakeholders such as land owners
and authorities of agriculture, forest and conservation
on the one hand and researchers on the other are an
important characteristic of the exploratories. To firmly
establish the corresponding links between stakeholders
and researchers from the very beginning, the research
proposal was developed in collaboration with local
authorities in all three exploratories.

Depending on state policies and land-use history
of Brandenburg, Thuringia and Baden-Wuerttemberg,
the degree of landscape fragmentation and property
rights of suitable forest and grassland areas vary con-
siderably. Thus, the number of involved public and
private land owners differs strongly between the three
exploratories and ranges from almost exclusive state
forest in the Hainich exploratory to more than 80
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Table 29.1 Characteristics of the three biodiversity exploratories

Exploratory characteristics Schorfheide-Chorin Hainich-Dün Schwäbische Alb

General information
Region Northeastern Germany Central Germany Southwestern Germany
Federal State Brandenburg Thuringia Baden-Württemberg
Protection status of parts of the

exploratory
Biosphere reserve National park and surrounding

area
Biosphere reserve

Total exploratory size ∼1,300 km2 ∼1,500 km2 ∼700 km2

Topography Low land Hilly land Low mountain
Altitude a.s.l. 3–140 m 300–400 m 720–840 m
Inhabitants per km2 23 116 258
Geology and hydrology Young glacial landscape,

ground moraine, terminal
moraine, lakes, moors, fens
and mires

Limestone, few ponds, little
streams with wetlands in the
east, river ‘Werra’ in the
west, few depressions

Calcareous bedrock karst
phenomena such as huge
cavities, dolines and springs

Climate
Annual mean temperature 8–8.5◦C 6.5–7.5◦C 6–7◦C
Annual mean precipitation 500–600 mm 750–800 mm 700–1,000 mm
Main soil types Cambisol and Histosol Luvisol and Stagnosol Leptosol and Cambisol
Gradient of land-use intensity
Forest Old-growth unmanaged beech

forest; age-class pure or
mixed beech forest; age-class
pine forest

Old-growth unmanaged beech
forest; selection-cutting
beech forest; age-class pure
beech forests (>70% beech);
age-class spruce forest

Unmanaged beech forest;
age-class pure or mixed
beech forest; age-class
spruce forest

Grassland Fertilised meadows;
low-intensity cattle pastures;
fallow land; unfertilised
grassland

Fertilised meadows; pastures of
different intensities; late
mown pastures (sheep,
cattle)

Fertilised meadows;
low-intensity sheep and
cattle pastures; fallow land;
unfertilised dry grassland

Fig. 29.4 The climatic space
spanned by precipitation and
mean temperature during the
growing season in Germany.
Growing season comprises all
months with an average
temperature of at least 3.0◦C.
The graph shows the position
of each German 0.25◦ ×
0.25◦ quadrat with forest. The
coloured symbols denote the
quadrats with the three
exploratories
Schorfheide-Chorin (SC),
Hainich (H) and Schwäbische
Alb (SA). Data according to
Mitchell and Jones (2005) and
Loveland et al. (2005)
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different grassland owners in the Schwäbische Alb
exploratory. Project presentations on the goals, practi-
cal perspectives and requirements of the exploratories
for local populations and authorities turned out to be a
very useful information tool. The positive feedback to
these presentations by land owners and authorities very
much facilitated plot selection and implementation.

29.10 Exploratories for Functional
Biodiversity Research: Study Plots
and Initial Measurements

Each exploratory comprises ∼1000 km2 with at least
1,000 study plots selected from the intersection points
of a 100 × 100 m grid (Fig. 29.5). These study plots
are called Grid Plots. The total area of each exploratory
was pre-selected to cover sufficient areal proportions of
land with different intensities of grassland and forest
use. Half of the Grid Plots (500) are situated in forests
and the other half (500) in grasslands. The Grid Plots
have been selected from the total grid with the goal to

permit future stratified sampling according to soil type
and land-use intensities (Fig. 29.6).

For each of the 3,000 Grid Plots, soil samples were
taken and are being analysed for a number of physical
and chemical parameters. These include a designa-
tion of soil horizons, determination of humus and soil
types, estimates of soil texture, measurements of total
soil thickness and analysis of organic and anorganic
soil carbon stocks. For all forest Grid Plots comprehen-
sive forest inventories were obtained in circles of 12.5
m radius comprising detailed information on stand
structure, the species, size and distribution of estab-
lished and young trees and the amount and position
of coarse woody debris. Moreover, vegetation records
were taken on 400 m2 in forest Grid Plots and on 16 m2

in grassland Grid Plots using cover estimates. In addi-
tion, current land use and land-use history are being
explored. More detailed information on land use, land-
use history, and the surrounding landscape matrix is
being obtained by structured interviews of land owners
and tenants.

Out of the 1,000 Grid Plots per exploratory, a
subsample of 100 plots, 50 in forests and 50 in grass-
lands, were selected for more detailed observations

GIS map of habitat type, soil type,
and land use

Final plot selection

Geostatistic plot selection

Permission by land owners and authorities

Fig. 29.5 Selection process
of study plots within the
biodiversity exploratories.
First, information on types of
habitat, soil and land use was
compiled in GIS. Then,
appropriate grid points on a
100 m grid overlaying the
landscape of the exploratory
were identified. Third, land
users and authorities were
asked for research
permissions. In each of the
three exploratories 1,000 plots
were selected, 500 in
grasslands and 500 in forests
(Fig. 29.6)
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(a) (b)

(c)

Fig. 29.6 Maps of the three
biodiversity exploratories (a)
‘Schorfheide-Chorin’, (b)
‘Hainich-Dün’ and (c)
‘Schwäbische Alb’ in
Germany. Maps show the
outline of each exploratory, its
forest (dark grey) and
grassland areas (light grey)
and the 1,000 study plots
(black dots)

such as repeated vegetation surveys, assessments of
bird, mammal and arthropod diversity, recordings
of climate data and for experiments such as seed
addition, topsoil disturbance and exclusion of certain
taxa. These plots are called Experimental Plots. The
main criterion for their selection was that they repre-
sent forests and grasslands of different land-use inten-
sity while other potentially confounding variables such
as soil type or situation in the topographic relief do not
differ between plots. Further criteria were within-plot
habitat homogeneity across a sufficiently large area to
allow for enough space for the planned monitoring and
experimental activities of 1 ha in forests and 0.25 ha in
grassland. To avoid potential bias in plot selection due
to environmental spatial autocorrelation, Experimental
Plots of all land-use types are spread over the whole
area of the exploratories and Experimental Plots of
similar land use are separated by at least 300 m. Each

Experimental Plot is being equipped with data loggers
recording temperatures and moisture and humidity of
soil and air. This equipment is operational since fall
2008. Out of the 100 Experimental Plots, 18 were
selected for particularly detailed research, which can
only be done with minimum replication.

29.11 Exploratories for Functional
Biodiversity Research: Initial
and Further Contributing Projects

The initial projects underway since July 2006 are
addressing species diversity of selected taxa (plants,
fungi, birds, bats and other mammals, selected insect
taxa and microorganisms), genetic diversity of selected
plant and microorganismal taxa and the proteomic
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diversity of soil water samples, which contain proteins
of all kinds of taxa, including many of those living
above ground (Schulze et al., 2005). The initial studies
also focus on selected relationships between land-use
intensity, diversity and associated ecosystem processes
including biomass and carbon pools and fluxes, pol-
lination services, predation, seed dispersal and com-
munity stability, which are assessed by monitoring and
experimentation. The initial projects serve for assess-
ing important biodiversity and ecosystem data and as
examples for research projects exploring relationships
between land use, biodiversity and ecosystem process
in an integrated way.

A call of the Deutsche Forschungsgemeinschaft
DFG for further projects contributing to the explorato-
ries in December 2006 resulted in 171 project outlines
and in almost half as many full research proposals.
These proposals were reviewed in fall 2007 and the
successful projects are addressing the diversity of fur-
ther taxa, ecosystem processes and experiments since
February 2008 (see www.biodiversity-exploratories.de
for a full list of projects). Another call for further
projects was issued in early 2008 and more projects
started in early 2009. A further call is issued in early
2010.

29.12 Role and Significance
of the Project

By funding the exploratories, the DFG is setting a sig-
nal for opening large-scale and long-term perspectives
that are so urgently needed in ecology. The explorato-
ries will pioneer the simultaneous assessments of
the diversity of different plant, animal, fungal and
microbial taxa combined with experimental manip-
ulations and modelling approaches at the landscape
level to unravel causal relationships and feedback
loops between biodiversity and ecosystem processes.
As these studies are done in well-replicated study plots
representing gradients of land-use intensity they will
allow us to understand biodiversity and ecosystem pro-
cesses at the relevant scales and to draw meaningful
conclusions for land management and conservation.
The combination of a grid-based survey on large con-
tiguous land areas with stratified Experimental Plots
allows for combining research on a geographically
large scale with investigations of processes which can

only be conducted on a small number of intensively
studied plots.

The exploratories are not meant to be mere research
projects analysing land use, biodiversity and ecosys-
tem processes across several spatial and temporal
scales. They will also contribute to merging a broad-
ranging and currently rather scattered scientific com-
munity of biodiversity and ecosystem researchers. This
will be achieved by integrating biodiversity research
at all levels of biological organisation, ranging from
the molecular, individual and population level to the
community level with ecosystem research in many
replicate study plots in the landscape. The explorato-
ries also integrate organismic and molecular research
to overcome the unnecessary and unproductive polar-
isation between the two. The integrative function of
the exploratories is furthered by supporting measures
including conferences, workshops and courses for
graduate students.

29.13 Conclusions
from the Exploratories
for the LTER Initiative

The national and international LTER initiatives aim at
bringing together researchers and insights of existing
and starting ecological research sites with a long-term
perspective, originally only in the USA, but now also
in Germany and globally (Kim, 2006). We all agree
that the necessity and value of long-term studies in
ecology cannot be overestimated. However, in Europe,
mainly due to historical and financial reasons, the indi-
vidual research sites in LTER constitute a patchwork
of sites regarding the scope, variety of ecological ques-
tions, taxa and ecosystem measures that are addressed
as well as in the statistical design of the projects includ-
ing the generally small number of replicate study plots.
In part these drawbacks can be overcome by joint anal-
yses across LTER sites, which is one of the major
advantages of creating an LTER network. Examples
could be analyses of the relationship between diver-
sity patterns of various taxa or associations between
land use, plant diversity and plant biomass produc-
tion because these variables are measured in many
sites. Clearly, if measured over a long time, this can
also serve for correlative studies of effects of global
change. However, such joint analyses require a number



29 Exploratories for Large-Scale and Long-Term Functional Biodiversity Research 441

of prerequisites. First, researchers of the different dis-
ciplines need to talk to and understand each other
in order to find common grounds for true interdisci-
plinary synthesis (Fischer, Schreier, & Larigauderie,
1997). Second, common research questions need to be
developed that are of fundamental ecological impor-
tance which cannot be addressed in single sites but
require cross-site comparison of several LTER (and
other) sites. Third, the analysis of these questions
needs to be put into practice by developing com-
mon databases and by applying meta-analysis tech-
niques or related approaches. Fourth, to increase the
value of cross-LTER-site comparisons the independent
environmental axis along which the LTER sites are
arranged needs to be identified and quantified, e.g. by
means of multivariate analyses of environmental and
land-use data. Once such an axis has been identified,
its relationship with variables describing ecosystem
processes and biodiversity can be examined. Fifth, a
standardised management, experimental and measure-
ment protocol needs to be developed to increase the
value of the LTER-site network by facilitating future
data synthesis. Sixth, the across-site analysis would
greatly benefit from a computer infrastructure linking
the sites and providing automatic collection of stan-
dard variables measured in all sites, as planned in
the NEON (National Ecological Observatory Network)
initiative in the USA (Schimel, Hargrove, Hoffman, &
MacMahon, 2007).

29.14 Concluding Remarks

We develop the biodiversity exploratories as an exem-
plary research platform for all scientists studying the
feedback loops between biodiversity patterns, its con-
sequences for ecosystem functioning and ecosystem
services and land use. By combining monitoring of
biodiversity and ecosystem measurements with exper-
imental approaches, the exploratories will overcome
the separation of disciplines that has hindered a com-
prehensive understanding of biodiversity and its func-
tional consequences in the past. Both the spatial scale
with sites across Germany and the temporal scale with
a designated duration of more than 10 years assure that
the results of the exploratories will uncover reliable
results on the effects of land-use gradients and climate

change on diversity patterns and ecosystem function-
ing in a real landscape. Much of the local and global
change is still to come!
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Chapter 30

On the Way to an Integrative Long-Term Ecosystem
Research – Milestones, Challenges, and some Conclusions

Felix Müller, Cornelia Baessler, Mark Frenzel, Stefan Klotz, and Hendrik Schubert

Long-Term Ecosystem Research has been success-
fully carried out for some decades now, but network-
ing, tuning, and harmonization at least in Europe
have just started. Several developmental targets have
been obtained and very interesting results have been
achieved. Regrettably, these milestones have been
reached in a few regional cases only, and, i.e.,
due to the relatively short-term existence of long-
term environmental investigations on the global scale,
many urgent questions – with existential problems of
mankind among them – could not be answered up to
now. In spite of the comprehensive demands for future
research including the global scale, some of the key
queries may be discussed constructively. Therefore, as
an attempt to summarize the complex information of
the previous papers, we might refer to the questions
which have been asked in the introduction of the book.

In Part II of the book The Significance of Ecological
Long-Term Processes has been discussed and the focal
questions have addressed (i) the basic processes suit-
able for long-term-research, (ii) the typical questions
arising from these LTER objects, and (iii) the motiva-
tions to investigate these interrelationships.

The targets of long-term environmental research of
course are widespread, but initially this branch of sci-
ence is based on the demand of better understanding
ecological systems and their behavior. While we know
a lot about annual cycles and change processes within
a small number of years, there are big gaps of knowl-
edge if we spread the viewpoint toward longer peri-
ods. In this situation we can easily observe that such
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long-term processes have already been affected and
altered by extreme environmental changes. As demon-
strated by Müller et al. we need long-term research
to understand ecosystem complexity, ecosystem self-
organization, the role of hierarchies and scales, and the
dynamics of large-scale variables which could func-
tion as strong constraints in the future. Theoretical
knowledge and environmental policy have meanwhile
accepted the inevitability of change, but to find opti-
mal adaptation strategies, we do not know enough
about the mechanisms of long-term dynamics, distur-
bances, rare events, and collapse in ecosystems and
human–environmental systems. Furthermore, as Fath
and Müller have worked out, even the constructive
and complexifying branch of ecosystem development
(e.g., orientor theory, succession theory) needs empiri-
cal tests which should be focal parts of LTER activities.
Special attention should be paid to slow processes,
episodic phenomena, rare events, and processes with
high variability and complex interactions. Also the reg-
ularity hypothesis of breakdown dynamics, which has
been depicted by the adaptive cycle of the resilience
alliance, should be investigated with more empha-
sis: During the temporal long-term development of all
systems (ecosystems as well as social and economic
systems) complexity rises steadily; therefore also the
support costs of the multiple individual interactions
rise and the overall system has to allocate increasing
portions of the captured energy into the maintenance
demands to make secure the long-term existence of the
entity. Due to the flow arrangements of mature ecosys-
tems, the system’s reserves for adaptation decrease
and therefore the risk of collapse due to a reduced
adaptability increases with what we would call devel-
opmental stage. Maybe, under several aspects, the
attractiveness of such mature states in environmental
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Table 30.1 The mission of the US-LTER Network encompasses six goals (from Chapter 5)

Understanding: To understand a diverse array of ecosystems at multiple spatial and temporal scales
Synthesis: To create general knowledge through long-term, interdisciplinary research, synthesis of information, and

development of theory
Information: To inform the US-LTER and broader scientific community by creating well-designed and well-documented

databases
Legacies: To create a legacy of well-designed and well-documented long-term observations, experiments, and archives of

samples and specimens for future generations
Education: To promote training, teaching, and learning about long-term ecological research and the Earth’s ecosystems and to

educate a new generation of scientists
Outreach: To reach out to the broader scientific community, natural resource managers, policymakers, and the general public

by providing decision support, information, recommendations, and the knowledge and capability to address complex
environmental challenges

management has to be reflected critically. Additionally
Schimming et al. have demonstrated the high value of
long-term data sets and the high potentials for sym-
biotic collaboration between long-term research and
monitoring. Thus, added values from LTER can be pro-
duced by jointly improving networks, indicators, and
methodologies to optimize the early warning poten-
tial of monitoring schemes. Vice versa the monitoring
data can be excellent sources for the test of hypothe-
ses related to long-term ecological processes. These
ideas have been explicated with reference to water
quality and forest integrity, and of course also the con-
sequences of climate change, the loss of ecosystem
services, and the analysis of human–environmental
interactions should be objects of monitoring and
research.

In Part III International Experience on Long-Term
Ecological Research is documented. While Gnauck
et al. and Hostert et al. demonstrate the high poten-
tial of mathematical, statistical, remote sensing, and
modeling techniques, Gosz et al. have provided a
report about 28 years of LTER in the United States,
describing the development of the program, its con-
tents, questions, and outreach (Table 30.1) as well
as the experience made throughout all of that time.
Besides the broad experience and knowledge that has
been accumulated in US-LTER, the value of organi-
zation and cooperation becomes extremely obvious by
looking at this national example. But it also became
obvious that long-term research on a national scale
does not allow answering the full set of open ques-
tions asked in the first section. Therefore broadening
the regional coverage by installation of an interna-
tional network was a logical consequence. As part
of the global LTER network (ILTER) the European
LTER network unites 18 formal national networks

and comprises a high number of existing ecologi-
cal research sites. Mirtl demonstrates that long-term
research across larger spatial scales allows for the
detection and quantification of processes of ecosys-
tems and socio-ecological systems that determine the
sustainable provision of ecosystem services. As multi-
functional network LTER-Europe has the potential to
optimize a distributed research infrastructure and to
stimulate the development of research projects meeting
societal needs.

Part IV has put emphasis on the presentation and
interpretation of research Concepts and Results con-
cerning Long-Term Ecological Processes. The focal
questions were related to the basic results of available
long-term research projects, the focal processes that
have been observed in different ecosystem and land-
scape types, and the question ‘How can those results
be used to link research and application?’

In Part IV, the focus is on the results of Aquatic
Long-Term Ecosystem Research. In the chapters of van
Beusekom et al., Stockmann et al., Schubert et al., and
Köhler and Poschlod et al. the recent development of
exemplary marine systems, brackish ecosystems, and
different freshwater systems has been described on the
base of long-term data sets. One result of these contri-
butions is a list of main anthropogenic pressures which
are provoking changes in the states of the ecosystems.
While the modifications of water temperatures, i.e.,
in winter have been leading to changes of the plank-
ton and benthos communities in most of the systems,
the situation concerning the consequences of eutroph-
ication is quite different. In the Wadden Sea reduced
nutrient inputs are already changing the ecological sit-
uation, e.g., to be indicated by a decreasing number
of phytoplankton blooms. The brackish systems do not
show a similar behavior: Increasing eutrophication is
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still a major pressure for the investigated ecosystems,
but the authors expect a future nutrient reduction also
in the Baltic Sea. Lakes and rivers still are strongly
influenced by high nutrient loads, and only in some
cases a change toward mesotrophic conditions might
have started. The data also show that lotic systems
have been impacted by consequences of acidification
processes. The development of all aquatic systems can
be characterized by a change in species composition,
whereby a ‘loss of the extremes’ in river flora can be
marked, while invasive species have played a major
role especially in marine ecosystems. The future trends
might be dominated by climate change processes; not
only the rise of water temperatures but also the sea
level rise might play a major role in the future.

Similar tendencies can be seen in Terrestrial Long-
Term Ecosystem Research, which are described in Part
V. Koehler and Melecis describe successional traits
of soil fauna over 20-year time slots. Biogeochemical
long-term data sets are explained and interpreted with
reference to ground water and stream water quality
in small catchments (Lischeid et al.). Schindler et al.
have demonstrated the consequences of different agri-
cultural land use regimes for the water and nitrate
behavior in agricultural landscapes. The flows and bud-
gets of nitrogen and sulfur have been observed in
the forest ecosystems of the Bornhöved Lakes Region
since 1989. Tavares et al. have shown some gen-
eral biogeochemical developmental tendencies for that
period. Baessler et al. demonstrated the influence of
regional and historical processes, as well as local and
present environmental factors on local plant commu-
nity and population structure. The authors disentangled
landscape-specific patterns from general relationships
consistent across landscapes as they extend both a
species diversity and a landscape genetic approach
to three agricultural landscapes in central Germany.
Ecosystem research concepts can also be applied on
broader scales. Respective approaches have been pre-
sented by Syrbe et al., who show results and study
designs of landscape change investigations. A modern
tool set for such landscape investigations is presented
by Hostert et al. who have been using remote sensing
methods in LTER investigations to investigate ecologi-
cal patterns and to provide spatial explicit information.
Enhancing the extent of investigations, Schmidt et al.
have presented GIS applications with reference to the
long-term development of airborne heavy metal inputs
in Germany.

The chapters of Part VI are related to the
Linkage between Research and Applications. The
case studies from Biosphere Reserves and National
Parks (Luthardt, Heurich et al., Diederichs) show an
optimistic picture about the potential interrelations
between research, monitoring, and environmental pol-
icy. This attitude is supported by Jones et al., who
report about modern networking designs for long-term
ecosystem research and application.

Part VII has been established to discuss Future
Demands and Challenges of Long-Term Ecosystem
Research. In four chapters ideas and conceptions for
future research and application of long-term inves-
tigations are outlined and designed: Singh et al. as
well as Ohl and Swinton argue for a better linkage
between regional socio-economic investigations and
long-term ecological research. They illustrate their
requirements with materials about the actual foun-
dation of the Long-Term Socio-Ecological Research
Program. Other challenges are described by Dilly
et al.: From their perspective long-term ecological
research results directly flow into the development
of principles and management strategies of restora-
tion measures. In this case, long-term observations are
necessary to control the potential success of restora-
tion activities as well as artificial ecosystem creations.
Finally, Fischer et al. have reported their program for
a long-term research project focusing on the develop-
ment of biodiversity items in different investigation
areas which will be a guiding component of future
LTER research in Germany.

Summarizing the strategic backbones of the inter-
esting chapters ahead, it can be stated that long-term
ecological research has been developed in different
regional situations, representing an acknowledged and
highly supported science which is reflected in found-
ing measures and programs on the EU and the national
level. Of course, all of these stages have to continue
working on the long-term research questions, thus
developing toward more mature stages in all regional
and national divisions. Within the respective develop-
mental process, we see one focal necessity for long-
term research: That is Integration, and we understand
this requirement as an emerging system of several
linked components:

– The integration of different temporal and spatial
scales can be understood as the basic motivation
of all LTER activities. In this context we should
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not be exclusive (e.g., considering only tempo-
ral periods between decades and centuries) but be
aware that also short-term processes influence long-
term behavior: In many cases long-term dynamics
are created due to the emergent connectivity of
short-term processes. For example, contrasting the
generation time of microbes and trees it is evident
that long-term research might cover completely dif-
ferent temporal scales. All discussed developments
are constrained by those structures and processes
which have turnover and change rates longer than
100 years.

– The integration of structural and functional items in
ecosystems and their linkage in self-organized enti-
ties: Ecosystem research is based on the attempt to
link structural and functional items that are com-
positions of system components on the one hand
and the flows between these structural items on the
other. If we take a hierarchical view on this dual-
ity, it fades, because the only remaining difference
will be the frequency of change. Therefore the ques-
tions how these different frequencies interact and
how their development is organized will remain a
focal objective of long-term ecosystem research.

– The integration of different disciplinary process
classes in ecosystems: The subsequent require-
ment of course has to be understood as a cross-
disciplinary thesis. Ecosystem integration needs
disciplinary competence for all components, but
most important is the motivation of the disciplinary
actors to cooperate.

– The integration of different processes between
ecosystems: If the target of LTER is a hierarchical
analysis of processes on different temporal scales
it has to be acknowledged that they generally are
related to different spatial scales as well. There is
a functional continuum from small and fast sub-
systems to large and slow items. Understanding
this structure requires to take into account patches,
ecosystems, landscapes, and landscape complexes
in order to understand ecological organization.

– The integration of emergent properties that are cre-
ated in ecosystem development consequently must
be the focal target of theoretical long-term pro-
cess analysis. There are several future tasks and
challenges arising from this idea, such as

• Testing orientor theory and the respective
hypotheses on the base of long-term data sets;

• Relativization of the stability concept, as long-
term analyses demonstrate that stability per se
does not exist, although it is still used as a
political target;

• Quantifying resilience, which has become more
and more prominent, taking the place of a rela-
tively ‘tolerant’ stability concept; in spite of many
theoretical and conceptual discussions in the lit-
erature, data-based interpretations are extremely
rare;

• Assessing ecosystem adaptability which is
demanded in an increasing degree due to the
practical demands of global change impacts.

– The integration of natural sciences and social sci-
ences seems to be a central target of LTER activ-
ities, and the LTSER concepts and the increasing
numbers of LTSER platforms under construction in
Europe underline the importance to integrate human
and environmental systems.

– The development of an integrated methodology of
long-term ecological research should be another
future task. Due to the time-related starting point,
temporal elements should be investigated with a
much higher degree, indicators of temporal char-
acteristics should be derived, and the hierarchical
nature of interacting timescales should be investi-
gated with much more emphasis than before, lead-
ing to an ecological theory of time which should be
based on well-elaborated statistical, simulation, and
data handling tools.

– The integration of organizational units is a focal
activity of all national and international units of
LTER and ILTER. This consists predominantly
of capacity and network-building and the devel-
opment of ‘networking goods and services.’ The
whole process has a strong social component which
makes intensive and meaningful communication
inevitable. Put into practice this means that peo-
ple of the different levels of LTER and between
the levels have to meet regularly to be motivated
by participation. Besides theoretical umbrellas like
a common research strategy on the level of ILTER
or LTER-Europe the practical issues and bene-
fits are most important. One of these is, e.g., the
commitment of national networks, institutions, and
persons to the criteria necessary for networking
in LTER. Especially important is and will be the
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framework for information management as the cru-
cial basis for standards in storing data and work-
ing with distributed databases. Moreover tangible
products like the meta-data database available for
LTER-Europe play an essential role for the identity
and the self-organization of the LTER commu-
nity. The main outcome of this network-building
should be adjusted basic programs and rules to
enable comparisons and research projects on bio-
geographical scales rather than on local or national
scales.

– The integration of ecosystem science and moni-
toring: For the scientific mainstream innovation
is the focal target. Therefore ‘monitoring’ is a
word which makes several scientists shiver, because
many (small-scale) repetitions are necessary to find
a (broad-scale) proposition. But the related fear
seems to be unauthorized because in spite of the
potentially minor methodological thrill, long-term
series provide exciting results, which are not only
very interesting but also very important for an over-
all understanding of ecosystem function. Therefore,
scientists and practitioners should interact much

better to demonstrate that all parties can benefit
from joint monitoring schemes.

– The integration of theory and application, as stated
in the title of this book, must be one significant
target of the future development of long-term eco-
logical science. Only if this component is fulfilled
can we guarantee an increasing provision of new
scientific knowledge for the improvement of envi-
ronmental practice and policy. Therefore new con-
cepts of long-term ecosystem management should
be developing hand in hand with the development
of respective research strategies.

Reading the list above it becomes obvious that the
success of our recent attempts of integration is crucial
for the output of all the long-term research activi-
ties. Missing integration, on what of the above points
ever, may reduce the output of decades of individual
effort to monitoring lists sleeping for further decades
in drawers. On the other hand, as demonstrated by
the examples presented here, many of the integration
tasks are already well developed and showing fruits
encouraging further efforts.
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