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Editorial

Dirk Helbing1,2

1 Chair of Sociology, in particular of Modeling & Simulation, ETH Zurich UNO
D11, Universitätstrasse 41, 8092 Zurich, Switzerland dhelbing@ethz.ch

2 Collegium Budapest – Institute for Advanced Study
Szentháromság utca 2, H-1014 Budapest, Hungary

As promising as the recent discoveries regarding the functioning, adaptiveness
and robustness of complex physical, biological, and socio-economic systems
may be, their potential has not yet been broadly recognized in business, in-
dustry, public organizations, administrations, and governments. This is mostly
because these findings have not yet entered curricula of standard study direc-
tions and due to the scarcity of real-world applications, at least published
ones.

Therefore, this book aims at increasing the awareness for the relevance of
the science of complex systems for

• collective decision making and cooperation in social networks,
• disaster, crisis and risk management,
• the operation of information and traffic systems,
• the resilience of supply systems,
• counter-intuitive effects of management strategies,
• the prediction and control of systems with non-linearities, delays, and im-

perfect information,
• the interaction of boundedly rational agents, and many more problems.

This book presents the most interesting contributions to the international
workshop on “Potentials of Complexity Science for Business, Governments,
and the Media” held at the Collegium Budapest—Institute for Advanced
Study from August 3–5, 2006. It was further enriched by contributions re-
flecting other important activities in the field that could not be covered in
Budapest. Altogether, this volume intends to tranfer the recent knowledge of
the behavior of complex systems to various fields of practical applications. At
the same time, it intends to stimulate more intensive research in this promising
and important area of science in the future. The presentation is oriented at a
general, scientifically interested audience in order fascinate and inspire both,
newcomers and experts by the large variety of concepts and ideas presented.

Budapest, July 19, 2006 Dirk Helbing
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Managing Complexity: An Introduction

Dirk Helbing1,2, Stefan Lämmer3

1 Chair of Sociology, in particular of Modeling & Simulation, ETH Zurich, UNO
D11, Universitätstrasse 41, 8092 Zurich, Switzerland dhelbing@ethz.ch

2 Collegium Budapest – Institute for Advanced Study
Szentháromság utca 2, H-1014 Budapest, Hungary

3 Institute for Transport & Economics, TU Dresden, Andreas-Schubert-Str. 23,
01062 Dresden, Germany laemmer@vwi.tu-dresden.de

1 What Is Special About Complex Systems?

Many of us have been raised with the idea of cause and effect, i.e. some
stimulus-response theory of the world. Particularly, small causes would have
small effects and large causes would have large effects. This is, in fact, true
for “linear systems”, where cause and effect are proportional to each other.
Such behavior is often found close to the equilibrium state of a system. How-
ever, when complex systems are driven far from equilibrium, non-linearities
dominate, which can cause many kinds of “strange” and counter-intuitive be-
haviors. In the following, we will mention a few. We all have been surprised
by these behaviors many times.

While linear system have no more than one stationary state (equilibrium)
or one optimal solution, the situation for non-linear systems is different. They
can have multiple stationary solutions or optima (see Fig. 1), which has several
important implications:

• The resulting state is history-dependent. Different initial conditions will
not automatically end up in the same state [1]. This is sometimes called
“hysteresis”.

• It may be hard to find the best, i.e. the “global” optimum in the potentially
very large set of local optima. Many non-linear optimization problems are
“NP hard”, i.e. the computational time needed to determine the best state
tends to explode with the size of the system [2]. In fact, many optimization
problems are “combinatorially complex”.

1.1 Chaotic Dynamics and Butterfly Effect

It may also happen that the stationary solutions are unstable, i.e. any small
perturbation will drive the system away from the stationary state until it
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Fig. 1. Illustration of linear and non-linear functions. While linear functions have
one maximum in a limited area (left), non-linear functions may have many (local)
maxima (right)

is attracted by another state (a so-called “attractor”). Such attractors may
be other stationary solutions, but in many cases, they can be of oscillatory
nature (e.g. “limit cycles”). Chaotically behaving systems [3] are characterized
by “strange attractors”, which are non-periodic (see Fig. 2). Furthermore,
the slightest change in the trajectory of a chaotic system (“the beat of a
butterfly’s wing”) will eventually lead to a completely different dynamics.
This is often called the “butterfly effect” and makes the behavior of chaotic
systems unpredictable (beyond a certain time horizon), see Fig. 3.

1.2 Self-Organization, Competition, and Cooperation

Systems with non-linear interactions do not necessarily behave chaotically.
Often, they are characterized by “emergent”, i.e. spontaneous coordination or
synchronization [4, 5, 6]. Even coordinated states, however, may sometimes be
undesired. A typical example for this are stop-and-go waves in freeway traffic
[13], which are a results of an instability of the traffic flow due to the delayed
velocity adjustments of vehicles.

Fig. 2. Illustration of trajectories that converge towards (a) a stable stationary
point, (b) a limit cycle, and (c) a strange attractor
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Fig. 3. Illustration of the “butterfly effect”, i.e. the separation of neighboring tra-
jectories in the course of time

Self-organization is typical in driven many-component systems [13] such as
traffic, crowds, organizations, companies, or production plants. Such systems
have been successfully modeled as many-particle or multi-agent systems. De-
pending on the respective system, the components are vehicles, individuals,
workers, or products (or their parts). In these systems, the energy input is ab-
sorbed by frictional effects. However, the frictional effect is not homogeneous,
i.e. it is not the same everywhere. It rather depends on the local interactions
among the different components of the system, which leads to spatio-temporal
pattern formation.

The example of social insects like ants, bees, or termites shows that sim-
ple interactions can lead to complex structures and impressive functions. This
is often called “swarm intelligence” [8]. Swarm intelligence is based on local
(i.e. decentralized) interactions and can be used for the self-organization and
self-steering of complex systems. Some recent examples are traffic assistance
[9] systems or self-organized traffic light control [9, 19]. However, if the in-
teractions are not appropriate, the system may be characterized by unstable
dynamics, breakdowns and jamming, or it may be trapped in a local optimum
(a “frustrated state”).

Many systems are characterized by a competition for scarce resources.
Then, the question whether and how a system optimum is reached is often
studied with methods from “game theory” [11, 12, 13]. Instead of reaching the
state that maximizes the overall success, the system may instead converge to
a user equilibrium, where the success (“payoff”) of every system component
is the same, but lower than it could be. This happens, for example, in traf-
fic systems with the consequence of excess travel times [14]. In conclusion,
if everybody tries to reach the best outcome for him- or herself, this may
lead to overall bad results and social dilemmas [15] (the “tragedy of the com-
mons” [16]). Sometimes, however, the system optimum can only be reached by
complicated coordination in space and/or time, e.g. by suitable turn-taking
behavior (see Fig. 4). We will return to this issue in Sec. 2.4, when we discuss
the “faster-is-slower” effect.



4 D. Helbing and S. Lämmer

1

2

250200150100500

D
ec

is
io

ns1

2

2
1

ci
pa

nt
P

ar
ti−

Time period t

1

2

250200150100500

D
ec

is
io

ns1

2

2
1

ci
pa

nt
P

ar
ti−

Time period t

Fig. 4. Emergence of turn-taking behavior: After some time, individuals may learn
to improve their average success by choosing both possible options in an alternating
and coordinated way (see Ref. [14] for details)

1.3 Phase Transitions and Catastrophe Theory

One typical feature of complex systems is their robustness with respect to per-
turbations, because the system tends to get back to its “natural state”, the
attractor. However, as mentioned above, many complex system can assume
different states. For this reason, we may have transitions from one system
state (“phase” or attractor) to another one. These phase transitions occur at
so-called “critical points” that are reached by changes of the system parame-
ters (which are often slowly changing variables of the system). When system
parameters come close to critical points, small fluctuations may become a
dominating influence and determine the future fate of the system. Therefore,
one speaks of “critical fluctuations” [1].

In other words, large fluctuations are a sign of a system entering an unsta-
ble regime, indicating its potential transition to another system state, which
may be hard to anticipate. Another indicator of potential instability is “criti-
cal slowing down”. However, once the critical point is passed, the system state
may change quite rapidly. The relatively abrupt change from one system state
to an often completely different one is studied by “catastrophe theory” [17].
One can distinguish a variety of different types of catastrophes, but we cannot
go into all these details, here.

1.4 Self-Organized Criticality, Power Laws, and Cascading Effects

At the critical point itself, fluctuations are not only dominating, they may even
become arbitrarily large. Therefore, one often speaks of “scale-free” behavior,
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which is typically characterized by power laws [21, 19]. Note that, for power
laws, the variance and the expected value (the average) of a variable may be
undefined!

One possible implication of power laws are cascading effects. The classi-
cal example is a sand pile, where more and more grains are added on top
[21]. Eventually, when the critical “angle of repose” is reached, one observes
avalanches of sand grains of all possible sizes, and the avalanche size distribu-
tion is given by a power law. The angle of repose, by the way, even determines
the stability of the famous pyramids in Egypt.

Cascading effects are the underlying reason for many disasters, where the
failure of one element of a system causes the failure of another one (see Fig. 5).
Typical examples for this dynamics are blackouts of electrical power grids and
the spreading of epidemics, rumors, bankruptcies or congestion patterns. This
spreading is often along the links of the underlying causality or interaction
networks [20].

“Self-organized criticality” [21, 22] is a particularly interesting phenomenon,
where a system is driven towards a critical point. This is not uncommon for
economic systems or critical infrastructures: Due to the need to minimize
costs, safety margins will not be chosen higher than necessary. For example,
they will be adjusted to the largest system perturbation that has occurred in
the last so-and-so many years. As a consequence, there will be no failures in a
long time. But then, controllers start to argue that one could safe money by
reducing the standards. Eventually, the safety margins will be low enough to
be exceeded by some perturbation, which may finally trigger a disaster.
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Fig. 5. Illustration of the interaction network in athropogenic systems. When the
system is seriously challenged, this is likely to cause cascading failures along the
arrows of this network (after [20])
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Waves of bankruptcies [23, 24] are not much different. The competition for
customers forces companies to make better and better offers, until the profits
have reached a critical value and some companies will die. This will reduce
the competitive pressure among the remaining companies and increase the
profits again. As a consequence, new competitors will enter the market, which
eventually drives the system back to the critical point.

2 Some Common Mistakes in the Mangement
of Complex Systems

The particular features of complex systems have important implications for
organizations, companies, and societies, which are complex multi-component
systems themselves. Their counter-intuitive behaviors result from often very
complicated feedback loops in the system, which cause many management
mistakes and undesired side effects. Such effects are particularly well-known
from failing political attempts to improve the social or economic conditions.

2.1 The System Does Not Do What You Want It to Do

One of the consequences of the non-linear interactions between the compo-
nents of a complex system is that the internal interactions often dominate
the external control attempts (or boundary conditions). This is particularly
obvious for group dynamics [25, 26].

It is quite typical for complex systems that, many times, large efforts have
no significant effect, while sometimes, the slightest change (even a “wrong
word”) has a “revolutionary” impact. This all depends on whether a system
is close to a critical state (which will lead to the latter situation) or not
(then, many efforts to change the system will be in vain). In fact, complex
systems often counteract the action. In chemical systems, this is known as
Le Chatelier’s principle.4 Therefore, if it is necessary to change a system, the
right strategy is to drive it to a critical point first. Then, it will be easy to
drive it into a new state, but the potential problem is that the resulting state
is often hard to predict.

Regarding such predictions, classical time series analysis will normally
provide bad forecasts. The problem of opinion polls to anticipate election
results when the mood in the population is changing, is well-known. In many
cases, the expectations of a large number of individuals, as expressed by the
stock prices at real or virtual stock markets, is more indicative than results
of classical extrapolation. Therefore, auction-based mechanisms have been
proposed as a new prediction tool. Recently, there are even techniques to

4 Specifically, Le Chatelier’s principle says: “If a chemical system at equilibrium
experiences a change in concentration, temperature, or total pressure, the equi-
librium will shift in order to minimize that change.”
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forecast the future with small groups [27]. This, however, requires to correct
for individual biases by fitting certain personality parameters. These reflect,
for example, the degree of risk aversion.

2.2 Guided Self-Organization is Better than Control

The previous section questions the classical control approach, which is, for ex-
ample, used to control machines. But it is also frequently applied to business
and societies, when decision-makers attempt to regulate all details by legis-
lation, administrative procedures, project definitions, etc. These procedures
are very complicated and time-consuming, sensitive to gaps, prone to failures,
and they often go along with unanticipated side effects and costs. However,
a complex system cannot be controlled like a bus, i.e. steering it somewhere
may drive it to some unexpected state.

Biological systems are very differently designed. They do not specify
all procedures in detail. Otherwise cells would be much too small to con-
tain all construction plans in their genetic code, and the brain would be too
small to perform its incredible tasks. Rather than trying to control all details
of the system behavior, biology makes use of the self-organization of complex
systems rather than “fighting” it. It guides self-organization, while forceful
control would destroy it [28].

Detailed control would require a large amount of energy, and would need
further resources to put and keep the components of an artificial system to-
gether. That means, overriding the self-organization in the system is costly
and inefficient. Instead, one could use self-organization principles as part of
the management plan. But this requires a better understanding of the natural
behavior of complex systems like companies and societies.

2.3 Self-Organized Networks and Hierarchies

Hierarchies are a classical way to control systems. However, strict hierar-
chies are only optimal under certain conditions. Particularly, they require
a high reliability of the nodes (the staff members) and the links (their ex-
change).

Experimental results on the problem solving performance of groups [29]
show that small groups can find solutions to difficult problems faster than any
of their constituting individuals, because groups profit from complementary
knowledge and ideas. The actual performance, however, sensitively depends
on the organization of information flows, i.e. on who can communicate with
whom. If communication is unidirectional, for example, this can reduce per-
formance. However, it may also be inefficient if everybody can talk to everyone
else. This is, because the number of potential (bidirectional) communicative
links grows like N(N − 1)/2, where N denotes the number of group mem-
bers. The number of communicative or group-dynamical constellations even
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grows as (3N − 2N+1 + 1)/2. Consequently, the number of possible infor-
mation flows explodes with the group size, which may easily overwhelm the
communication and information processing capacity of individuals. This ex-
plains the slow speed of group decision making, i.e. the inefficiency of large
committees. It is also responsible for the fact that, after some transient time,
(communication) activities in large (discussion) groups often concentrate on
a few members only, which is due to a self-organized information bundling
and differentiation (role formation) process. A similar effect is even observed
in insect societies such as bee hives: When a critical colony size is exceeded,
a few members develop hyperactivity, while most colony members become
lazy [30].

This illustrates the tendency of bundling and compressing information
flows, which is most pronounced in strict hierarchies. But the performance of
strictly hierarchical organizations (see Fig. 6) is vulnerable for the following
reasons:

• Hierarchical organizations are are not robust with respect to failure of
nodes (due ot illness of staff members, holidays, quitting the job) or links
(due to difficult personal relationships).

• They often do not connect interrelated activities in different departments
well.

• Important information may get lost due to the filtering of information
implied by the bundling process.

• Important information may arrive late, as it takes time to be communi-
cated over various hierarchical levels.

Therefore, hierarchical networks with short-cuts are expected to be superior
to strictly hierarchical networks [31, 32, 33]. They can profit from alternative
information paths and “small-world” effects [34].

Note that the spontaneous formation of hierarchical structures is not un-
typical in social systems: Individuals form groups, which form companies,

(a) (b) (c)

Fig. 6. Illustration of different kinds of hierarchical organization (after [31]). As
there are no alternative communication links, strict hierarchies are vulnerable to
the failure of nodes or links
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organizations, and parties, which make up a society or nation. A similar
situation can be found in biology, where organelles form cells, cells form or-
gans, and organs form bodies. Another example is well-known from physics,
where elementary particles form nuclei, which combine to atoms with elec-
trons. The atoms form chemical molecules, which organize themselves as
solids. These make up cellestial bodies, which form solar systems, which again
establish galaxies.

Obviously, the non-linear interactions between the different elements of
the system give rise to a formation of different levels, which are hierarchically
ordered one below another. While changes on the lowest hierarchical level are
fastest, changes on the highest level are slow.

On the lowest level, we find the strongest interactions among its elements.
This is obviously the reason for the fast changes on the lowest hierarchi-
cal level. If the interactions are attractive, bonds will arise. These cause the
elements to behave no longer completely individually, but to form units rep-
resenting the elements of the next level. Since the attractive interactions are
more or less ‘saturated’ by the bonds, the interactions within these units are
stronger than the interactions between them. The relatively weak residual
interactions between the formed units induce their relatively slow dynam-
ics [35].

In summary, a general interdependence between the interaction strength,
the changing rate, and the formation of hierarchical levels can be found,
and the existence of different hierarchical levels implies a “separation of time
scales”.

The management of organizations, production processes, companies, and
political changes seems to be quite different today: The highest hierarchy lev-
els appear to take a strong influence on the system on a relatively short time
scale. This does not only require a large amount of resources (administra-
tive overhead). It also makes it difficult for the lower, less central levels of
organization to adjust themselves to a changing environment. This compli-
cates large-scale coordination in the system and makes it more costly. Strong
interference in the system may even destroy self-organization in the system
instead of using its potentials. Therefore, the re-structuring of companies can
easily fail, in particularly if it is applied too often. A good example is given
in Ref. [36].

Governments would be advised to focus their activities on coordination
functions, and on adaptations that are relevant for long time scales, i.e. ap-
plicable for 100 years or so. Otherwise the individuals will not be able to
adjust to the boundary conditions set by the government. If the government
tries to adjust to the population and the people try to adjust to the socio-
economic conditions on the same time scale of months or years, the control
attempts are expected to cause a potentially chaotic dynamics and a failure
of control.

Anyway, detailed regulations hardly ever reach more fairness. They rather
reduce flexibility, and make the anyway required processes inefficient, slow,
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complicated, and expensive. As a consequence, many people will not be able
to utilize their rights without external help, while a specialized minority will
be able to profit from the regulations or exploit them.

2.4 Faster Is Often Slower

Another common mistake is to push team members to their limits and have
machines run at maximum speed. In many cases, this will not maximize pro-
ductivity and throughput, but rather frustration. Most systems require some
spare capacity to run smoothly. This is well illustrated by queuing systems:
If the arrival rate reaches the service rate, the average waiting time will grow
enormously. The same applies to the variation of the waiting time. Jamming
and full buffers will be an unfavorable, but likely side effect. And there will
be little reserves in case of additional demand.

The situation becomes even more difficult by dynamic interaction effects,
when a system is driven to its limits. In traffic systems, for example, this
leads to a “capacity drop”. Such a capacity drop occurs often unexpectedly
and is a sign of inefficiencies due to dynamical friction or obstruction ef-
fects. It results from increasing coordination problems when sufficient space
or time are lacking. The consequence is often a “faster-is-slower effect” [38]
(see Fig. 7). This effect has been observed in many traffic, production, and
logistic systems. Consequently, it is often not good if everybody is doing his
or her best. It is more important to adjust to the other activities and pro-
cesses in order to reach a harmonic and well coordinated overall dynamics.
Otherwise, more and more conflicts, inefficiencies and mistakes will ruin the
overall performance.

2.5 The Role of Fluctuations and Heterogeneity

Let us finally discuss the role of fluctuations and heterogeneity. Fluctuations
are often considered unfavorable, as they are thought to produce disorder.
They can also trigger instabilities and breakdowns, as is known from traffic
flows. But in some systems, fluctuations can also have positive effects.

While a large fluctuation strength, in fact, tends to distroy order, medium
fluctuation levels may even cause a noise-induced ordering (see Fig. 8). An
eventual increase in the degree of order in the system is particularly expected
if the system tends to be trapped in local minima (“frustrated states”). Only
by means of fluctuations, it is possible to escape these traps and to eventually
find better solutions.

Fluctuations are also needed to develop different behavioral roles under
initially identical conditions. This eventually leads to a differentiation and
specialization (heterogeneity), which often helps to reach a better group per-
formance [40] (see Fig. 9).
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Fig. 7. Top: Schematic representation of the successive processes of a wet bench,
i.e a particular supply chain in semiconductor production. Middle: The Gantt di-
agramms illustrate the treatment times of the first four of several more processes,
where we have used the same colors for processes belonging to the same run, i.e. the
same set of wafers. The left diagram shows the original schedule, while the right one
shows an optimized schedule based on the “slower-is-faster effect”. Bottom: The
increase in the throughput of a wet bench by switching from the original produc-
tion schedule to the optimized one was found to be 33%, in some cases even higher
(after [37])
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Fig. 8. Illustration of frequency distributions of behaviors in space (after [39]). Top:
Separation of oppositely moving pedestrians perpendicularly to their walking direc-
tion for a low fluctuation strength. Bottom: Noise-induced ordering for medium
fluctuation levels leads to a clear separation into two spatial areas. This reduces
frictional effects and increases the efficiency of motion

Furthermore, the speed of evolution also profits from variety and fluctu-
ations (“mutations”). Uniformity, i.e. if everybody behaves and thinks the
same, will lead to a poor adaptation to changing environmental or market
conditions. In contrast, a large variety of different approaches (i.e. a heteroge-
neous population) will imply a large innovation rate [41]. The innovation rate
is actually expected to be proportional to the variance of individual solutions.
Therefore, strong norms, “monocultures”, and the application of identical
strategies all over the world due to the trend towards globalization implies
dangers.

This trend is re-inforced by “herding effects” [13]. Whenever the future
is hard to predict, people tend to orient at the behavior of others. This may
easily lead to wrong collective decisions, even of highly intelligent people.
This danger can be only reduced by supporting and maintaining a plurality
of opinions and solutions.
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strategies (“roles”) in favour of a good group performance (after [40])

3 Summary and Outlook

In this contribution, we have given a short overview of some properties and
particularities of complex systems. Many of their behaviors may occur un-
expectedly (due to “catastrophies” or phase transitions), and they are often
counter-intuitive, e.g. due to feedback loops and side effects. Therefore, the
response of complex systems to control attempts can be very different from
the intended or predicted one.

Complex behavior in space and time is found for many multi-component
systems with non-linear interactions. Typical examples are companies, organi-
zations, administrations, or societies. This has serious implications regarding
suitable control approaches. In fact, most control attempts are destined to
fail. It would, however, be the wrong conclusion that one would just have
to apply more force to get control over the system. This would destroy the
self-organization in the system, on which social systems are based.

Obtaining a better understanding of to make use of the natural tendencies
and behaviors at work. A management that supports and guides the natu-
ral self-organization in the system would perform much more efficiently than
an artificially constructed system that requires continuous forcing. Compa-
nies and countries that manage to successfully apply the principle of self-
organization will be the future winners of the on-going global competition.



14 D. Helbing and S. Lämmer

In conclusion, we are currently facing a paradigm shift in the manage-
ment of complex systems, and investments into complexity research will be of
competitive advantage.
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1 Introduction

The internet has changed the way a large number of people communicate,
work and do business. A small number of enterprises have had enormous
economical success in a very short time span, others have gone bankrupt
only shortly after they were established and many are struggling for survival.
The sheer ease by which new players may enter the market and establish a
business is one of the reasons why the dot-com economy is so dynamic. One
of the largest internet enterprises grounds its success in facilitating just the
very establishment of online businesses: eBay. By providing one large online
platform over which private persons and small firms can trade goods, eBay
brings together supply and demand for almost everything one can think of.
From large industrial machinery, over gourmet food to every day cosmetics,
there is virtually nothing one cannot find on eBay. Today, eBay figures more
than 150 million registered users world wide, only 4% are active though, having
bid or listed items in the past year [1]. Another aspect of eBay’s success is its
transparency. Buyers and sellers leave mutual feedback about how satisfied
they were with the quality of the articles sold, but also the speed of payment.
Ebay keeps track of this feedback data and users hence can establish an online
reputation. At the same time, this makes the market fully transparent as the
trading history of every user is disclosed to everyone on the internet. Details
about individual transactions are available for three months after the end of
the auction. Obviously, this opens the way for extended both cross-sectional,
and longitudinal studies of the structure of this giant market place.

Figure 1 explains the principle after which eBay operates. Users may of-
fer goods through the eBay platform and set a deadline when their auction
ends. Articles are listed under a certain taxonomic product category by the
seller and are searchable platform wide. Users with a particular demand either
browse through the articles listed in an appropriate category or search for ar-
ticles directly. Until the end of the auction they may bid on the article. The
user with the highest bid at the end of the auction wins (so called hard-close)
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Fig. 1. Structure of a single auction. Users express their common interest in a
particular article by bidding. The user with the highest bid wins the auction and
exchanges money and the article with the seller. EBay earns a fee with every trans-
action. Users of the auction site, i.e. bidders, buyers or sellers, may change their
role in a different auction of another article

and buys the article. In every new auction, users may assume different new
roles as sellers, bidders or buyers. The market can be represented as a large
graph with the users and/or articles as the nodes and the links denoting their
interactions as shown in Figure 1.

A number of researchers have presented statistical studies of trading [2]
or analysis of bidding strategies and auction ending rules [3, 4]. In this con-
tribution we focus on the market segmentation of the eBay auction site. Our
approach is based on the hypothesis that at a certain level of abstraction
the population of consumers can be separated into relatively clear cut and
homogenous sub-groups corresponding to certain customer milieus or market
segments [5]. We further hypothesize that customers of the same type are
described by a common pattern in their consumer interests which leads to a
higher probability of bidding for the same article [6].

In particular, we perform a cluster analysis [7, 8] of the bidding behavior
of almost one million users. Groups of eBay users with common interest or
demand are found exploiting only the information of which users competed
in the same auction. The classification is based on a very sparse and very
high dimensional data set [9] with only slightly more than 3 auctions per
bidder on average (out of 1.6 million possible auctions) and we can say that in
principle every article exists only once. Conventional analysis techniques such
as correspondence analysis [5, 10] have to use of a similarity measure between
articles in order to coarse grain the data, such as exploiting the annotation
of articles into product categories. However, this bears several pitfalls. First,
the annotations are defined by the seller who lists the article such that the
article can be found effectively, hence, the categorization is mainly a taxonomy.
Using this to coarse grain the data would introduce a bias in the analysis.
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Second, eBay categories differ largely in size, both when counting the number
of articles in the category as the number of sub-categories and one would
have to correct for this, which again may introduce a bias. Third, using the
category taxonomy for coarse graining induces a hierarchy in the data, as
all articles below the cut in the taxonomy tree are subsumed. Fourth and
most importantly, it is not clear at which level in the category tree a coarse
graining should be performed and if this level should be the same for all of
the 32 available main categories. The analysis we present is based on the level
of individual articles and independent of taxonomic categories and hence does
not suffer from any bias introduced by coarse graining the data. It allows both
hierarchical and overlapping cluster structures and we find evidence for both.
The product categories are only used to interpret the results of our study, i.e.
provide interest profiles of the user groups found in terms of this taxonomy.

By clustering users directly according to a common demand spectrum, we
also circumvent problems of conventional basket analysis done by frequent
item sets [11, 12, 13, 14, 15]. The latter asks which articles are frequently
demanded by a single person. This analysis is performed for all articles and
averaging over the entire population of consumers. The result are sets of items
of common demand which may then be bundled together and marketed to-
gether to the whole population of customers. This analysis yields information
about articles. In a market of diverse user demands, they represent the com-
mon denominator of user interests. The same is true for cluster analysis of
eBay categories [4]. Clustering customers directly, however, reveals informa-
tion about people and their diverse and maybe very special interests. In order
to perform targeted marketing on a particular customer milieu, this kind of
information is indispensable.

We obtain a classification for bidders observed during a short time span be-
fore Christmas 2004 according to their bidding activity. In September 2005,
we checked what users classified at Christmas according to their bids had
bought between June and September. A striking resemblance of the classifi-
cation from Christmas and the buying pattern during the summer was found
with only slight adjustments in the relative strengths of user interests within
each profile.

The proposed network cluster analysis at the level of individual articles is
able to precisely discover meaningful groups of users with common interest
and these interest profiles remain relatively stable over a long period of time
for each user group. We conclude with a discussion of the implications of these
findings for the growth potential of online vendors.

2 Dataset

A dataset consisting of over 1.59 million auctions was obtained from the
German eBay site www.ebay.de ending during the pre-Christmas season be-
tween December 6th and 20th 2004. Considering only articles with locations in
Germany, we recorded the user-id of seller, buyer, and all bidders competing
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Table 1. Divisions of users into their roles on eBay as observed between Dec. 6th

and 20th 2004. Numbers in millions

auctions observed: 1.59
users acting as buyer: 0.95
users acting as seller: 0.37
users acting as bidder: 1.91
users acting as seller and bidder: 0.14
users acting as seller and buyers: 0.08

in each auction, as well as the individual bids and the product category in
which the article was listed (excluding articles listed in the real estate cat-
egory which was in a beta testing phase at the time). Since auctions last
between 7 and 10 days depending on the choice of the seller, we thus cover
a bidding period of up to 25 days. We believe the pre-Christmas time is a
suitable time for analysis for the following reasons: First, traffic is very high.
In fact, there was a broad advertising campaign in Germany advertising to
shop for Christmas presents on eBay. Second, we only considered auctions
and expect that users are unlikely to bid for articles for which they cannot
assess a fair price. Third, if users shop for presents, then we can gain some
information about their family background, e.g. people shopping for toys will
most likely have a child themselves or among their closer relatives. Our find-
ings indicate that this is indeed the case. Table 1 summarizes the dataset in
its basic parameters.

3 User Activity and User Networks

The activity of the users is measured via the probability mass distributions
of the number of articles sold p(s), bought (auctions won) p(w), and bid on
p(a). Though it is possible to bid multiply in a single auction, we neglect this
fact and use “bid” and “take part in an auction” synonymously. Similar to
previous studies [2], we find fat tailed distributions of the user activity, i.e. we
find very broad distributions without a characteristic peak around the mean
value or in other works activity at all scales, ranging from only a single bid or
article sold to several hundreds of objects, bought, sold or bid for. Due to the
short time span observed and a constant growth of the market, one cannot
regard these distributions as representing a steady state. Nevertheless, some
insight can be obtained.

The distribution of the number of articles sold per seller falls off slowest,
followed by the number of articles bid on and the number of articles bought.
Here, we may observe the professionalization on the seller side of the market.
There are “power-sellers” making a living from selling via eBay, but there are
hardly any “power-buyers” professionally buying on eBay. This shows that
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eBay is more of a selling platform than an actual trading site, where selling
and buying activities would be more balanced.

The fat tails of the distribution are striking given the short time span
observed. Consider the most active bidder taking part in over 800 auctions!
This user seems to follow a gambling strategy bidding only minimal amounts
as he/she wins only a few of these auctions. The most successful buyer who
won 201 auctions on the other hand took part in only 208 auctions. This
hints at a diversity of strategies employed by users of the online auction site.
Curiously, the article most desired and attracting 39 different bidders was a
ride in a red Coca-Cola-Truck. The fat tails of the distribution also show that
there is no “typical” user activity, rather, one observes activities at all scales.

From the original data a number of market networks can be constructed,
such as the network of users connected by actual transactions, or the network
of sellers that are connected if they have sold to (or received bids from) the
same user. Then, the links in the network would represent competition or a
possibility for cooperation, depending on the portfolio of articles offered by
these sellers.

Here, we focus only on the bidder network based on single articles. Two
bidders are linked if they have competed in an auction. Since all users who bid
in a single auction are connected, this network results from overlaying fully
connected cliques of bidders that result from each auction. Such graphs are
also known as affiliation networks [16, 17, 18].

Prior to a cluster analysis in this bidder network, we study its general sta-
tistical properties looking for indications of cluster structure [19]. We compare
the results to a randomized null model (RNM) obtained from reshuffling the
original data, i.e. keeping the attractiveness of each auction and the activity
of each bidder constant, but randomizing which bidders take part in which
auction.

The shapes of the cumulative degree distributions agree quite well between
the RNM and the original data. However, for higher values of k, the distri-
bution of the empirical data lies below that of the RNM. Since meeting the
same competitor twice in different auctions does not lead to an increase in
the number of neighbors in the network, this shows that competitors meet
more often in the real world than expected from the random null model. A
theoretical expectation for the average number of neighbors in the bidder net-
work is given by 〈k〉 = 2(〈b〉 − 1)〈a〉 = 14 where 〈b〉 is the average number of
bidders per auction and 〈a〉 is the average number of auctions taken part in
by a bidder. This estimate is in excellent agreement with the result from the
RNM (〈k〉 = 13.9), but larger than in the actual data (〈k〉 = 12.9) confirming
our expectation. See Table 2 for a summary of the basic parameters of the
empirical data and the RNM.

Comparing the cumulative distribution of the link weights, i.e. the number
of times two bidders have met in different auctions, we find a much more
prominent difference between the data and the RNM. The weights of the links
in the bidder network are distributed with a power law tail. Approximately
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Table 2. Summary of basic parameters for the bidder network with two bidders
linked, if they have competed in an auction. Shown are the actual data, the parame-
ters for a random null model (RNM) obtained by reshuffling the bidders in different
auctions and the reduced version of the network used for cluster analysis containing
only those bidders having taken part in more than one auction

data RNM reduced

number of nodes: 1.8 × 106 1.8 × 106 0.9 × 106

number of links: 11.6 × 106 12.6 × 106 7.4 × 106

average degree: 12.9 13.9 16.4

6% of all links correspond to pairs of bidders who have met more than once. If
there would be no common interest among bidders, practically all links would
have weight 1 as is indeed the case for the RNM.

Additionally to the distribution of degrees and link weights, we compare
the distribution of the clustering coefficient as a function of the degree of a
node. The clustering coefficient c(k) denotes the average link density among
the neighbors of a node of degree k. Due to the construction process of the net-
work as an affiliation network, we expect that for large numbers of neighbors
k the clustering coefficient c(k) scales as k−1 in case of random assignment of
bidders to auctions [17]. This is indeed the case for the RNM, but the actual
data deviates strongly for bidders with a large number of neighbors and shows
higher clustering. This effect can arise from two processes: either bidders with
whom one competes in two different auctions also meet independently in a
third auction, or that there is an increased probability that one will compete
again with a bidder one has already met once in an auction. Both explana-
tions support our assumption of the presence of clusters of users with common
interest.

With these comparisons, we have shown that the probability to meet a
given bidder twice in an auction is higher for the empirical bidder network
than for RNM. Naturally, we attribute this to an overlap in the interests of
users and we will proceed by studying this overlap of interests for which we
have found indirect evidence already.

4 Market Segmentation

4.1 Network Clustering

The analysis of the user interests in the eBay market is based on the bidder
network as constructed in the previous section. The links in this network rep-
resent articles the connected bidders (nodes) have a common interest in. Since
we are eventually interested in the overlap of user interests, we reduced the full
network to only those bidders having taken part in at least two auctions and
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considered only auctions with a final price below 1, 000 Euro, a price range
in which we expect users to consider bidding on and buying several items.
Though this reduction takes out the least active bidders from the data set,
we believe that in order to sensibly classify a user according to its bidding
interests during a certain time span, there should be a minimum number of
observations of bidding activity. See Table 2 for the basic parameters of this
reduced network.

If we now find groups of users (clusters or communities [20, 21, 22]) with a
high density of links among themselves and a low density of links to the rest
of the network, the total set of links within such a group of users can be inter-
preted as a unifying common interest of this group. We assign a community or
cluster index to each bidder as to maximize a well established quality function
known as network modularity Q defined by Girvan and Newman (GN) [23].
The definition of Q can also be written as [24]:

Q =
1
M

q∑

s

(mss − γ[mss])︸ ︷︷ ︸
css

= − 1
M

q∑

s<r

(mrs − γ[mrs])︸ ︷︷ ︸
ars

. (1)

Here, the first sum runs over all group indices s, while the second over all
pairs of different group indices s > r, mss is the number of internal links in
group s, i.e. connecting bidders with the same group index s. Accordingly,
[mss] is an expectation value for this quantity assuming a random assignment
of bidders into groups of the same size and degree distribution and is given
by [mss] = K2

s /4M . By Ks we denote the total number of links emanating
from members of group s, while M is the total number of links in the network.
Equivalently, mrs is the number of links between members of group r and s
and [mrs] is the corresponding expectation values given by [mrs] = KsKr/2M
[24]. Q is maximal, when the sum of cohesions css, defined as the difference
between the actual and expected number of within group links, is maximal.
Equivalently, Q is maximal when there are many links less between different
groups than expected for a random assignment of nodes into communities, i.e.
the sum of adhesions ars is minimal. Note that any assignment of bidders into
groups which maximizes Q will be characterized by both, maximum cohesion
of groups, and minimal adhesion between groups. If Q is maximal, every node
is classified in that group to which it has the largest adhesion, otherwise
it could be moved to a different group to increase Q. Additionally to the
original definition of Q by GN, we have introduced a parameter γ which
allows to adjust the relative influence of actually present and expected links
in the definition (setting γ = 1 recovers the original definition of GN). At
any (local) maximum of Q, the cohesion css of a group is never negative and
the adhesion between different groups ars is never positive. Hence, values of γ
smaller or greater than one lead to larger or smaller communities, respectively.
Comparing classifications obtained at different values of γ allows the detection
of hierarchy and overlap in the cluster structure. See Ref. [25, 24] for examples
and further details of this variation.
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The technical details of how the bidders can be assigned into groups such
that Q is maximized using simulated annealing are given in Refs. [24, 21, 26,
27]. Note that the optimization routine exploits the sparsity of the data as it
only operates on the links of the network. We allowed for maximally q = 500
different groups of bidders in our analysis which gives a sufficient level of
detail.

The left part of Figure 2 compares the results obtained with γ = 0.5
and γ = 1. Shown are the adjacency matrices Aij of the largest connected
component of the bidder network. A black pixel at position (i, j) and (j, i)
is shown on an 889828 × 889828 square if bidders i and j have competed in
an auction and hence Aij = 1, otherwise the pixel is left white corresponding
to Aij = 0. The rows and columns are ordered such that bidders who are
classified as being in the same group are next to each other. The internal
order of bidders within groups is random. The order of the groups was chosen
to optimally show the correspondence between the ordering resulting from
the γ = 0.5 and the γ = 1 ordering. In this representation, link densities
correspond to pixel densities and thus to grey levels in Figure 2. Information
about the exact size and link density contrast of the clusters is given in Table
3. Note the high contrast between internal and external link density.

At the top of Figure 2, we show the adjacency matrix ordered according
to an optimal assignment of bidders into groups with γ = 0.5. Clearly, a small
number of major clusters of bidders and a large number of smaller clusters are
identified, strongly connected internally and well separated from one another.
The largest 8 clusters are marked with letters A through H. Of all bidders in
the network, 85% are classified in these 8 clusters. At the bottom of Figure 2,
we show the same adjacency matrix, but now rows and columns are ordered
according to an optimal assignment of bidders into groups with γ = 1. As
expected, we find a larger number of smaller, denser clusters, the largest of
which are numbered 1 through 13. In order to analyse whether the network has
a hierarchical or overlapping cluster structure, we define a consensus ordering
of the bidders from the γ = 0.5 and γ = 1 ordering by reshuffling the internal
order of the γ = 0.5 clusters according to the γ = 1 clustering. Remember the
orderings for the two values of γ were obtained independently. If the network
possesses a hierarchical structure in the sense that the clusters obtained at
higher values of γ lie completely within those obtained at lower values of γ,
then the consensus ordering would not differ from the ordering at γ = 1.
If, however, clusters at lower values of γ overlap and this overlap forms its
proper cluster at higher values of γ, the network is not entirely hierarchical.
These aspects will become immediately clear by looking at the middle part of
Figure 2. For clarity, we have marked the borders of the γ = 0.5 clustering.
Clusters 1 and 2 fall entirely within cluster A giving an example of a cluster
hierarchy. Cluster 3, however, is split by the consensus ordering into one part
A3 belonging to A, and B3 belonging to B (see arrows in figure). It is now
clear that clusters A and B actually have some overlap which was not visible
in the γ = 0.5 ordering due to the random order of all bidders with the
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Fig. 2. Left: N×N adjacency matrix of the bidder network in three different or-
derings. A pixel in row i, column j corresponds to an auction in which bidder i
and j have competed. Shown are N = 889, 828 bidders (nodes) and M = 7, 373, 008
pairwise competitions (links). Grey levels correspond directly to link density in this
network and hence to the probability of competing in an auction. Top: γ = 0.5 or-
dering, bottom: γ = 1 ordering and middle: consensus ordering of top and bottom.
Right: Odds ratios of bidding in one of the 32 main eBay product categories for
classified users (normalized to maximum value for each cluster). Top: from γ = 0.5
classification, bottom: from γ = 1 classification. Spectra with a dashed background
(cluster id in parenthesis) show customer purchases 6−9 months after original clas-
sification. See text for details
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same cluster index. This overlap is concentrated in cluster 3, parts of which
belong stronger to either A or B. Clusters 4 and 5 then fall again completely
within cluster B. Clusters 6 and C are practically identical. Cluster D has a
number of sub-clusters, the largest of which is 7 and overlaps with cluster E
through cluster 8 as before (see arrows again). Group E has two more sub-
groups 9 and 10 while clusters 11, 12 and 13 fall entirely within clusters F, G
and H, respectively. More details about hierarchical and overlapping cluster
structures including some toy examples can be found in [24].

4.2 Cluster Validation, Interpretation and Time Development

To validate the statistical significance and to rule out the possibility the ob-
served cluster structure is merely a product of the clustering algorithm or
the particular method of constructing the network from overlapping cliques
of bidders, we need to compare the results to those obtained for appropriate
random null models [28].

Luckily for us, the type of quality function of (1) is well known to statis-
tical physicists. The modularity Q can be interpreted as the negative of the
ground state energy of a physical system called spin glass [29]. It is long known
that an intimate relation exists between finding the optimal solution of hard
optimization problems such as the Travelling Salesman, Graph Partitioning
or, as in our case, graph clustering, and finding the ground state of a spin glass
[29]. In particular, with methods from the statistical physics of spin glasses, it
is possible to calculate expectation values for the optimal solution of hard op-
timization problems [30, 31]. Using such results, we can also show that purely
random graphs will cluster into equal sized communities and calculate that
a random graph with the same number of nodes and links, i.e. disregarding
the scale free degree distribution and the affiliation network structure of the
graph, would yield only Q = 0.23 [24]. Additionally, we repeated the maxi-
mization of Q also for the RNM version of the bidder network, again taking
into account those bidders who took part in at least two auctions. We find a
value of Q = 0.28 at γ = 1.

Both values are significantly less than the value of Q = 0.64 for the empir-
ical data. Furthermore, as expected, the RNM shows all equal sized clusters,
while the real network clearly possesses major and minor clusters. Though this
analysis does not yet give a quantitative measure of the statistical significance
of the cluster analysis it certainly indicates a strong deviation from the RNM.
However, more refined calculations in principle also allow the calculation of
the cluster detection accuracy. Instead, here the analysis of the temporal de-
velopment of the user interests below will provide additional validation.

Until now we have only found groups of bidders that have an increased
probability to meet other members of their groups in the auctions they take
part in. The eBay product categories are now used in order to find an inter-
pretation for the common interests that lead to the emergence of the cluster
structure of the bidder network. Since cluster sizes vary and the number of
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articles in the individual categories is very diverse, we calculate the odds ratios
(OR) for bidding in one of the 32 main categories. This odds ratio is defined as

ORCs =
P (bidding in C|member of cluster s)

P (bidding in C|not member of cluster s)
, (2)

i.e. the ratio of the odds of bidding in category C, given a bidder is member
of group s vs. the odds of bidding in category C given the bidder is member
of any group r �= s. The right hand side of Figure 2 shows a graphical repre-
sentation of the odds ratios for clusters A through H and most of the clusters
1 through 13. All spectra are normalized to their maximum value. The exact
non normalized numerical values can be found in Table 4. Clusters from the
γ = 1 assignment are more specific with less entries in the category spectrum
and larger ORs.

Cluster A unites bidders interested in articles listed in the baby, beauty,
fashion, books, movies and music category. Cluster 1 then represents a more
specifically content oriented user group mainly interested in books, movies
and music. As we have seen, cluster 1 is an almost complete sub-cluster of A.
Cluster 2 is also a complete sub-cluster of A and encompasses bidders mainly
interested in cosmetics and fashion.

Cluster B contains two sub-clusters 4 and 5, both annotated in the toy
model category. Closer inspection, however, reveals that cluster 4 is mainly
characterized by its interest in model railways while the bidders in cluster 5
have a passion for model cars, radio controlled models, slot cars and the like.
Note the advantage of clustering based on single articles. The clusters we find
with one simple unbiased method combine top level categories as in the case
of cluster 1 or can only be described be resorting to sub-categories as in the
case of clusters 4 and 5. From the left part of Figure 2, we had observed that
cluster 3 is responsible for a large part of the overlap between clusters A and
B. We see that users in this group 3 have their main interests in the baby
and toy category. The overlap of cluster A and B is hence mediated via the
toy category. Members of cluster A and B mainly meet in toy auctions. The
interpretation of the other clusters is then equally straightforward.

Bidders in clusters C and the practically identical cluster 6 take interest in
audio equipment and instruments. Cluster D represents bidders with an incli-
nation to collecting, their bids being placed in the antiques, jewelry, stamps
and coins category (cluster 7). The bidders in cluster E are mainly shopping
for technological gadgets, computers, consumer electronics, software, mobile
phones, PDAs etc. (clusters 9 and 10). Their overlapping interest with bid-
ders from cluster D is in items from the photo category (cluster 8). In groups
F and 11, we find predominantly practically oriented users who place their
bids mainly in the categories of automotive spare parts, business and industry
(where a lot of tools and machinery are auctioned) and do-it-yourself. Finally,
in groups G and 12 we find event oriented customers with strong bidding ac-
tivity in the tickets and travel category and in group H and 13, we find people
bidding on sports equipment.
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Let us now focus on the time development of the user interests. The data
for our analysis was collected during only a relatively short time span (25
days) and we base our results on an extremely sparse data set. Remember
that every bidder in the network took part in only 3 auctions on average.
Is it really possible to predict meaningful patterns of consumer interest from
such sparse data? One could further argue that the few most active bidders
account for a large portion of the bids, thus holding the network together
and “defining” the clusters of interest, because they also contribute a large
number of links. In order to address this question, we revisited the data set
in the beginning of September 2005, more than nine months after our original
study. From the 6 largest clusters of the γ = 1 ordering, we uniformly and
randomly sampled 10, 000 users each. Note that this removes possible bias
towards very active users, they are now represented in the data according
to their proportion in the population. Then we looked at the trading history
of these users as far back as eBay permits - 90 days. For these 60, 000 users,
we determined the product categories of the articles they had bought between
June and September. Again, we calculated the odds ratios, this time of buying,
i.e. winning an auction, from a particular category and with the new sample
of users as basic population. The results are shown on the right hand side of
Figure 2 with a dashed background and the cluster id from which the users
were sampled in parenthesis. The stability of the interest profiles is quite
remarkable. The main interests have remained unchanged as compared to the
initial study though in some cases the spectrum has become more diverse.
For instance the content oriented bidders of cluster 1 now also show increased
buying activity in the PC-games and tickets category. At the same time the
main interest has shifted from movies to music. The largest number of product
categories with increased odds of bidding in this category is found for cluster
9, the members of which are the most technology affine users anyway and
which would be expected to satisfy a very broad range of consumer needs
from online vendors. The members of cluster 7 (the collectors) and cluster
4 (the toy model builders) are much more conservative and almost do not
change their profile at all. Without second hand data about the age structure
of the bidders classified, we can only speculate that these clusters are formed
by older customers who tend to stick to particular categories.

5 Conclusion

Employing a recently developed network clustering technique, we have pre-
sented a detailed study of the user behavior on the online auction site
www.ebay.de during the pre-Christmas season of 2004. Fat tailed distribu-
tions of user activity in terms of the number of articles sold, bought, and bid
on were found. The attractiveness of articles, measured in terms of the num-
ber of bidders participating in an auction, shows an exponentially decaying
distribution. Focussing on the bidding behavior, we constructed a network
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of bidders from their competition for single articles. Nodes in the network
correspond to bidders and links to the fact that these bidders have expressed
a common interest in at least one article. Studying the general statistical prop-
erties and comparing to appropriate random models, we find clear indications
for a non trivial cluster structure. This cluster structure, its hierarchy and
overlap was studied using a community detection algorithm. Our analysis did
not need the definition of any kind of similarity measure between articles or
product categories. Rather, we solely used the taxonomic information about
articles provided by eBay to interpret our results. We can classify 85% of the
users into only a small number of well separated, large clusters, all of which
have a distinct profile of only a few main interests as revealed by annotating
the articles in the taxonomy of product categories. Some of the clusters show
sub-clusters or overlap with other clusters. The interest profiles we identified
are remarkably stable. Sampling randomly from the clusters and checking,
what these users bought during a three month period in the summer 2005, we
found that the profiles of articles bought were almost identical to those from
the classification 6 months earlier.

This is striking because virtually everything is offered on eBay and one
would expect users to satisfy a much broader range of shopping interests.
However, it appears that the major clusters mainly correspond to people’s
favorite spare time activities. We believe the apparent stability of users’ buying
and bidding behavior reflects the permanence of their interests which is also
stabilized by their social environment and activities. The clear signature in
the market data may stem from the fact that users tend to buy online only
articles where they have some experience and expertise in. Users seem hesitant
to bid on articles from categories in which they have not previously bid in.
This may be due to the fact that inexperienced users cannot judge what is
a fair price for an article in an auction and they have difficulty assessing to
what extent the article offered really suits their needs. At the same time, user
interests are reinforced by online recommender systems [32, 33], which suggest
similar articles to those already bought by the user. Here lies enormous growth
potential for the auction site by extending the way in which people use the
site, i.e. to facilitate buying goods the user has no experience with and the
introduction of “eBay Express” or the “Buy it now” option are developments
in this direction. It would be interesting to study how the interest profiles differ
between auctioned items and those acquired via the “Buy it now” option.

The analysis presented also shows a way of how to detect possible routes
for extending the way people use the online auction site. As we have seen,
people mainly interested in collectors items such as stamps or coins tend to
buy from the photo equipment category where they compete with those users
interested primarily in electronics equipment. Hence, it may make sense to
try to also market technological gadgets to users classified as collectors and
vice versa.

Clearly, the present investigation can yield valuable information for the de-
sign of targeted marketing campaigns. We note that the proposed clustering
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algorithms may be implemented easily in a distributed way and allows an on-
line monitoring of cluster structures which further allows to study the growth
or shrinkage of individual interest groups while the trading progresses. How-
ever, such analysis would necessarily have to be installed at the back end of
an online vendor. Careful analysis of possible time patterns may also be used
to detect trends in the market at an early stage.

One of the major questions that remain is whether the interest profiles
found change on a larger time scale as users get older or whether the profiles
remain relatively stable and users undergo several transitions of interest over
time. Our everyday experience provides evidence for both, but to what extent
the two mechanisms are present could only be quantified through a long time
study on data sets available form online vendors.

On the other hand, the profiles found and their temporal stability corrob-
orate the hypothesis that the presence of latent interest profiles in the society
per se leads to the emergence of user groups with common interest. Transpar-
ent markets such as online auction sites in which users act independently and
anonymously are perfect starting points to tap into this collective behavior
and methods from physics can provide the tools leading to its understanding.
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A Cluster Parameters

Table 3. Summary of basic parameters for the major communities found in the
bidder network (annotated as in Figure 3). N denotes the number of bidders in
the cluster, 〈kin〉 and 〈kout〉 the average numbers of neighbors within the cluster
an in the rest of the network, respectively. By pin and pout we denote the internal
and external link density, respectively. The average link density in the network is
〈p〉 = 1.9 × 10−5

Cluster N 〈kin〉 〈kout〉 pin pout

A 200630 10.2 3.4 5.1E-05 5.0E-06

1 84699 10.3 4.0 1.2E-04 5.0E-06

2 29323 9.0 5.2 3.1E-04 6.0E-06

3 76182 10.1 4.1 1.3E-04 5.0E-06

B 102188 18.6 3.9 1.8E-04 5.0E-06

4 44830 24.6 4.2 5.5E-04 5.0E-06

5 26325 14.2 5.2 5.4E-04 6.0E-06

C 19915 14.1 4.3 7.1E-04 5.0E-06

6 20020 14.5 4.3 7.3E-04 5.0E-06

D 124702 16.5 3.8 1.3E-04 5.0E-06

7 74913 17.2 4.1 2.3E-04 5.0E-06

8 41359 16.8 5.9 4.1E-04 7.0E-06

E 183313 15.4 4.2 8.4E-05 6.0E-06

9 73722 13.4 6.5 1.8E-04 8.0E-06

10 47937 17.5 5.9 3.7E-04 7.0E-06

F 74657 10.5 4.9 1.4E-04 6.0E-06

11 62115 11.1 5.0 1.8E-04 6.0E-06

G 31337 11.0 6.0 3.5E-04 7.0E-06

12 18835 11.8 6.1 6.3E-04 7.0E-06

H 19620 10.0 4.4 5.1E-04 5.0E-06

13 18286 9.9 4.4 5.4E-04 5.0E-06
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1 The Management of Economic Systems

The Problem. Management is the process in which specified persons in an
economic system guide, direct and influence people’s activities and processes,
with the aim of efficiently reaching predefined goals. This general notion
of “management” is applicable to both microeconomic (e.g. companies) and
macroeconomic (e.g. a national economy) systems, although the modalities,
under which goals are formulated and managers are selected, certainly differ.
Companies may aim at developing new markets based on the company owner’s
or director’s decision, whereas a national economy defines its goals by means
of a political process – but both systems rely on organizational structures
(e.g. an organizational chart or a legal system) and designated persons (e.g. a
team leader or the head of the central bank) in order to influence human,
financial, material, intellectual or intangible resources so that the specified
goals can be achieved. The embodiment of this process of management is
basically a control task.

In modern western societies, the design of this control task has to be bal-
anced with a core value that is deeply interweaved with our concept of state
and social organization: autonomy, the idea of self-government and a per-
son’s or an organization’s ability to make independent choices. Looking back
upon the history of economic reasoning [21] and management [34], wee see
that in the western world the principles of autonomy have continuously in-
creased their influence and changed the paradigms of control. Although the



38 M. Christen et al.

embodiment of autonomy and control on both the microeconomic and the
macroeconomic level certainly is controversial in the fields of political phi-
losophy [7], national economics [35] and management theory [34], we suggest
to understand management as the problem of finding appropriate definitions
and implementations of autonomy and control, on both the microeconomic
and the macroeconomic scale.

A Historical Illustration – Autonomy in Management. We briefly sketch the
increased importance of autonomy in the management of economic systems
on the microeconomic scale. In western societies, the industrial revolution
brought about the emergence of large-scale business with its need of profes-
sional managers. Although military, church and governmental organizations
provided models of management, the specific economic focus of businesses
led in the late 19th century to the development of so-called scientific man-
agement, that focussed on worker and machine relationships. The task was
to economize time, human energy, and other productive resources. The most
prominent management model of that time was formulated by Frederick Tay-
lor [28] and Henri Fayol [10]. Their model applied a strict control regime upon
procedures and methods on each job of the production chain, which led to
a tremendous increase in productivity, up to a factor four in the examples
provided by Taylor. This optimization of the “human motor” [22] by means
of a strict control regime was for a long time the paradigmatic view towards
management in the industrialized production society.

This early concept of management was later challenged. Not only the con-
flict of this model with basic notions of humanity – brilliantly exhibited by
Charlie Chaplin’s movie “Modern Times” (1936) – was the cause for this
change. Also the need of a post-industrialized “knowledge society” to exploit
the creative potential of its members in order to be able to faster adopt the
production processes, was incompatible with such a strict control regime. Con-
sequently, new behavioral [23], systemic [8] and context-related management
approaches were developed – to name just a few. This diversification of the
theory of management can be seen as the result of balancing autonomy versus
control of individual units within economic systems.

Outline of this Contribution. We intend to demonstrate the interplay of au-
tonomy and control on both the microeconomic and the macroeconomic level,
by means of two case studies. We first define our notions of “autonomy”,
“control” and “economic system”. On the microeconomic level, we interpret
reorganizations as a tool for setting up new control regimes upon productive
teams (business units) of large companies. We analyze the influence of a re-
organization upon the information-flow network of a business unit, as this
network basically underlies the productive power in knowledge-based com-
panies. On the macroeconomic level, we feel that the ability to formulate
and communicate a sufficiently simple control optimality is a core problem
in order to formulate and enforce an economic policy within democratic so-
cieties. We investigate this problem merely from a modeling perspective, by
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demonstrating the effect of a simple control mechanism, the properties of
which have recently been fully analyzed [26], in the context of a basic model
of an economic system. For both levels of economics, we will demonstrate the
superiority of simple control mechanisms that allow for a maximal autonomy
within the boundaries set by the control.

2 Autonomy and Control

The Nature of Autonomy. The concept of “autonomy” in the sense of self-
governance was originally formulated by the antique Greek city states, as-
piring independence from the Persian empire. In the age of Enlightenment,
however, autonomy was seen as the ability for self-governance in combination
with the commitment of responsibility [14]. In this way, autonomy became
a fundamental concept of moral philosophy. Contemporary philosophers dif-
fer in their notion of autonomy, depending on whether the individual person
(personal autonomy [29]), morality (moral autonomy [24]) or political sys-
tems (social autonomy [7]) are the focus of discussion. Although this context-
dependency led to a rich differentiation of the concept, it is undisputed that
– in the western tradition – autonomy is a basic moral and political value, af-
fecting how individuals interact, and the rights they are provided with. Thus,
the discussion on the nature of autonomy is not a mere philosophical debate,
but has a large impact on how society is organized. A prominent example
is medicine where the bioethical “principle of autonomy” [2] reflects a fun-
damental change in the relation between doctors and patients, on both the
social and the legal sides.

In an economic context, several aspects reflect the importance of this
paradigm of autonomy (see Fig. 1): On the macroeconomic level, the idea
of a “free market” – i.e. the organizational principle that supply and demand
of economic goods should be unregulated except for the country’s competition
policy – may serve as the most prominent example. Implicitly, the concept of
a free market assumes that the agents of a market (individuals, organized
structures like companies etc.) know best of their needs and goals, and how
to satisfy and achieve them. Free trade – a principle that addresses the in-
teraction of national economies – is a second, prominent characteristic of this
paradigm. The need of a regulatory framework that protects the practical
implementation of these principles – e.g. by property rights – is a third, im-
portant characteristic. We are well aware of the fact that these embodiments
of the autonomy paradigm are subject to intense discussions, which basi-
cally reflects that a control problem lurks behind (see the next paragraph).
Nevertheless, we consider free market and free trade in combination with a
regulatory framework protecting these types of interactions as the main spec-
ifications of autonomy on the macroeconomic scale.

On the microeconomic scale, the autonomy paradigm is basically reflected
by personal autonomy. This includes “free will” (the power and ability of
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Macroeconomic level

Microeconomic level

 � Economic policy
 � Central bank inter-
         ventions
 � Legislation
 � ...

 � Organisational 
         structures
 � Management decisions
 � Internal rules 
 � ...

Autonomy 
Paradigm

Control
Paradigm

� Free market
� Free trade 
� Regulatory framework
    (property rights etc.)
� ...

� Free will
� Individual rights
� Ethical concept of auto- 
    nomy and responsibility
� ...

Agents:  Companies,  central bank  etc.
Interactions:  Exchange of products, capital, services

Agents:  Individual persons
Interactions:  Exchange of information, resources

Fig. 1. Autonomy and control paradigms (not concluding lists) on both the microe-
conomic and the macroeconomic level of social organization

making free choices unconstrained by external agencies), the ethical concept
of autonomy (the feature of the person by virtue of which he or she is morally
obligated), and a set of basic personal rights (usually implemented on a consti-
tutional level). We will not dwell into the various discussions that accompany
these terms. We rather exhibit the basic ingredients that are used in economic
systems to implement autonomy on the microeconomic scales (in particular
by companies). This non-exhaustive list includes:

• Interaction autonomy : Employees are able to freely exchange information
in order to solve business-related problems within the boundaries given by
the organizational chart.

• Profit-center organization: Sub-units within a company may act autono-
mously in terms of client-relations, budgeting and accounting.

• Global budgeting : Central control is only enforced by strategic allocation
of financial resources, whereas the allocation within the unit is led to local
management.

New Public Management (NPM, [30]) is a prominent example of this new
management philosophy. However, NPM is not unchallenged [25], where the
deeper reasons for this are again related to the control problem. We thus
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stress that the requirement to control is the main aspect that shapes the
implementation of autonomy in social systems.
The Nature of Control. We suggest to define control as the deliberate use
of constraints in order to influence the dynamics of a system such that de-
fined goals are reached. This working definition inspired by control theory
[36] certainly has its pitfalls when applied to social system, but it neverthe-
less outlines major ingredients of the general concept of control. First, control
is deliberate, i.e. based on some written or verbally manifested decision that
includes the goal of the control, naming the system that has to be controlled
and the means that are used or acceptable for control. Second, control affects
the dynamics of a system, i.e. those system variables that have been chosen as
relevant for measuring the fulfillment of the control goal. In a macroeconomic
system, this could be the money supply controlled by the central bank, in a
microeconomic system the output of a production unit. Third, control is im-
plemented in the process characterizing the system dynamics by a constraint
that requires a certain control effort, as, without the control, the “natural”
dynamics would be different. However, we suggest a “liberal” understand-
ing of constraint, which includes, for example, the choice of a certain train-
ing program in order to encourage certain goals. Fourth, in order to be able
to implement a goal-oriented control, a certain degree of “predictive under-
standing” of the system is required. In economic systems, this requirement
is notoriously hard to fulfill, which leads to undesired effects of control due
to incomplete system knowledge. We will demonstrate that already in micro-
economic systems, the understanding of the system dealt with might focus on
wrong aspects leading to undesired control results. The dynamics of macro-
economic systems is even harder to predict. Therefore, we will concentrate our
analysis on the application and consequences of control, applied to a model
of a chaotic macroeconomics.

We will also not discuss the question of how to find a (good) control goal.
In economic systems, however, it is convenient to relate this goal to an effi-
cient use of relevant resources – time, capital or material – in relation to the
product or service provided. At the macroeconomic level, the same basic pa-
rameters are the objects of discussion. Examples are the reduction of working
hours, the foreign trade deficit problem or the efficient use of commodities
due to ecological reasoning. The control tools appropriate on the two eco-
nomic levels however, differ. The classic control tools on the macroeconomic
level are legislations in order to guarantee certain minimal constraints for the
system (e.g. minimum wages), short-term economic policies in order to ad-
dress current problems (e.g. prize limiters) or monetary interventions of the
central bank.

On the microeconomic level, control can be much more sophisticated,
which actually powers a tremendous industry of management consultants.
This discussion we will basically avoid; we only sketch the main aspects of
embodied control. The first control tool of managers is to constraint the in-
teraction of employees through a specified organization chart. This important
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aspect is the main focus of our first case study in the next section. The second
control tool is the amount of allowed resources like capital, material, space,
or time of collaborators (input control). The third tool is real-time control
(process control) – either by detailed rule-sets (in the tradition of Taylor’s
scientific management) or by several means of supervision (which could be
perverted into a kind of “big brother” control). Finally, control can be im-
plemented by measuring specific results of the sub-unit (output control) and
followed by a re-arrangement of processes, resources etc., within the unit. In
practical life, control by management is usually implemented as a mixture of
all four instances of control.

Microeconomic Systems – Business Units. Large companies perform business
processes within specified organizational units – business units – in order to
create products or services that are supplied to the market. The business
processes are mapped to the units such that the organizational structure of
the business unit optimizes production. The adaptation of the organizational
structure of companies through reorganizations is a widely used control tool
used by management. The measure to evaluate the effectiveness of a reorgani-
zation is efficiency in terms of the time needed to perform business processes
[31]. Customarily, the organizational structure of the business unit is grasped
by the organization chart, where several different forms can be distinguished
(e.g. line organization or matrix organization [17]). The coaction of the steps
associated with a business process is described by the operational structure –
e.g. in the form of a flow chart. As a business unit usually performs more than
one business process, it is the task of the manager to find a organizational
structure that can be mapped in an optimal way to the different operational
structures. Thus, we define a reorganization as the adaptation of the organi-
zational structure to a new set of operational structures.

Reorganizations result in new constraints for the interaction of the em-
ployees of a business unit. In knowledge-based companies, these interactions
basically consists of information transfer – text, e-mail, program-code etc. –
that form the edges of a social network [33]. The structure of this network
is crucially dependent of the interaction autonomy the employees have. The
structure is also informal in the sense that the personality of the individuals
involved lead to implicit optimizations of the operational structure that may
not be recognized by members of the senior management. This makes reor-
ganizations a challenging task, as they may influence the social network of
business units in an unforeseen way [27]. For example, a person A could have
important knowledge in order that person B can perform a specific step of
a business process, leading to information exchange (i.e. an edge) between A
and B. A reorganization could transfer B to another unit with a less satisfying
work, such that B refuses to further collaborate informally with A (as it is
“no more his or her business”). In our case study, we will demonstrate how
this effect can be quantified in terms of “robustness” of the network and how
it leads to unforeseen, negative results due to a wrong control approach.
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Macroeconomic Systems – Economic Cycles. Economic booms and bouts
affect modern societies strongly, with a direct impact on individuals biogra-
phies. In western economies, cycles have been an ubiquitous and undesired
observation. Among the most remarkable,Kitchin cycles emerged [16]. These
macroscopic variables are the target of control when the economic system is
object of investigation. Until the 1970s, as the legacy of John Maynard Keynes
[15], cycles were regarded as primarily due to variations in demand (company
investments and household consumption). As a consequence, economic analy-
sis focused on monetary and fiscal measures to offset demand shocks. During
the 1970s, it became obvious that stabilization policies based on this theory
failed. Shocks on the supply side, in the form of rising oil prices and declining
productivity growth, emerged as equally crucial for the generation of cycles.
In a paper published in 1982, Finn Kydland and Edward Prescott [18] offered
new approaches to the control of macroeconomic developments. One of their
conclusions was that the control should be kept constant throughout a cycle,
in order to minimize negative effects.

Cycles and crises may be inherent to the principles on which our economics
is based. However, if they could be predicted and their origin understood, they
might be engineered to take a softer course. An extreme form of this control
approach was taken in the centrally planned economies in the former socialist
countries. This approach failed, as it was not able to aggregate sufficient and
reliable information about supply capacities and demand needs, which is nec-
essary for efficient control. Furthermore, in the western tradition, the strong
and ubiquitous control approach of socialistic economies is not compatible
with our basic notion of autonomy on the personal as well as on the social
level. In order to deal with the control problem of macroeconomic systems
in western democratic societies, it is necessary to be able to communicate a
sufficiently simple optimality policy. For obtaining it, the understanding of
the response to control in simple economical models may provide important
guidelines. As the number of variables that govern a macroeconomic system is
vast, one is confronted with a hard prediction problem. We suggest, that the
prediction problem of macroeconomics is related to the one in chaotic pro-
cesses, where strategies for overcoming it have been developed. Although the
question of to what extent real economies are classified as chaotic can readily
be disputed, low-dimensional chaotic models yield insight into the mechanisms
that govern the response of economics to control policies.

3 Control in Toy Models

3.1 Microeconomic Level: Reorganization and Robustness

Definitions We use the social network paradigm in order to understand the
effect of reorganizations. Thus, we describe a business unit as a network, where
the nodes represent employees and the edges represent information transfer.
The main concepts are defined as follows:
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• Business process P : A sequence {p1 . . . pn} of n processing steps associated
with a specific product.

• Business unit B(k): A social network of k nodes associated with a class
{P} of business processes. The part of B(k) that performs processing step
pi is called process unit Bpi

.
• Process operating expense EP =

∑
i e(pi): The sum of the times e(pi),

associated which each pi, needed to perform P .
• Process runtime TP : The total time from initiation to completion of P .
• Robustness R(l): Defined as R(l) = 1−IP (l), where IP (l) is the probability

of process interruption in dependence of the relative fraction of node outage
of a business unit B (l/k, where l is the number of nodes that turned out).

Note that we distinguish EP and TP , because employees can be absent
(due to illness etc.), possibly leading to an interruption of P if no redundance
is implemented in the network. TP is an estimate of the efficiency of P . We
have TP ≥ EP , as a temporary outage of a Bpi

increases TP .

Defining Robustness. Robustness refers to the ability of a network to avoid
malfunctioning when a fraction of its constituents is damaged [4]. One differs
between static robustness, the influence of deleting nodes without redistribu-
tion of information flow, and dynamical robustness, which takes the latter into
account. In our case study, dynamic robustness basically reflects the degree
of interaction autonomy the employees have. Thus, it is related to the in-
formal networks that are formed in the business unit within the boundaries
given by the organizational chart. Dynamical robustness is usually warranted
only within a process unit Bpi

that is formed by a sub-set of employees of
the business unit. We therefore calculate the robustness of our business unit
as the static robustness of the network of process units. This probability is
calculated using the hypergeometric distribution (see appendix).

Robustness alone does not account for the relevance of process interrup-
tion for process runtime. For example, longer downtime of a node may have
cumulative effects on runtime. To model this effect in a simple way, we weight
the probability of process interruption by a factor that accounts for the addi-
tional time that prolongs process runtime. By changing this weighting factor
we can analyze the parameter space spanned by this factor and the relative
fraction of node outage.

To demonstrate our approach, we investigate a reorganization in a toy
example (Fig. 2). Here, the management intends to concentrate a business
unit B(k) on its core business, by reducing the number of business processes
P from three to two and by releasing one employee in each Bpi

. We assume
that e(pi) for a specific P is reduced from 3 to 2, as the number of pi that have
to be processed in parallel by each Bpi

decreased, which reduces friction losses.
Thus EP decreases from 9 to 6. However, when the decrease of robustness of
the social network (Fig. 2.c) is taken into account, depending on the weight
of process interruption, the reorganized B(k) may be less efficient than before
(Fig. 2.d). In the bright region of parameter space, the organizational structure
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Fig. 2. a) Three business processes P incorporated in a business unit B consisting
of three process units BPi of three employees each. b) B after reorganization: the
number of business processes has been reduced from three to two and in each BPi

an employee has been released. c) Robustness before and after reorganization for a
single P . The increase of interruption probability (= decrease of R) is approximated
by quadratic fit-functions. d) Process runtime in dependence of the weight of process
interruption and the relative fraction of node outage (the darker region identifies the
parameter space where P in the organizational structure of a) is processed faster
compared to the structure of b)

b) is more efficient in performing a business process P , whereas in the darker
region, the structure a) is superior to b).

3.2 Macroeconomic Level: Controlling the Dynamics

Logistic Economy. When exponential growth is possible, real economies have
little problem. But when the limits of the economic systems are reached,
their prediction becomes difficult. From the mathematical point of view, this
is due to the nonlinearities that are required to keep the system within the
boundaries. Economies naturally tend towards the recruitment of all avail-
able resources – which can be interpreted as a unrestricted exhaustion of the
autonomy paradigm. This drives the macroeconomy towards the boundaries
and fosters a natural tendency of the system to evolve towards maximally
developed nonlinearities. We can describe economics in a simplified and ab-
stract way in terms of a parameter indicating the degree of globalization of
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resources (nonlinearity parameter a), a dynamical parameter x expressing a
generalized consumption, and a noise parameter r modeling short-term fluc-
tuations, which are often of local or external origin. Thus, the evolution of this
simple model of economics takes place on three timescales: a slow one which
modifies parameter a, an intermediate term variable x that is assumed to
be deterministic, and momentary perturbations that are included in x in the
form of noise. The underlying deterministic system is defined by the property
that for states far from full exploitation of the resources, the consumption can
grow almost linearly. Close to maximal exploitation, the next consumption is
required to be small, to let the system recover. Over a large parameter range
of small a (local economics), this behavior, however, is avoided and a state of
quasi-constant consumption emerges. A most simple and generic setting for
modeling this dynamics is provided by the iterated logistic map (see Fig. 3),
whose mathematical properties are explained in the appendix.

A simple illustration of this type of economics is whaling in the North-
ern Atlantic Ocean. If the whaling fleet is small (captured by a � 1), the
annual catch xn will be small and affect the whale population little, so xn

will stay at a quasi-fixed point. An increase of a will raise the average catch
x̄. Larger ships will start venturing to the whole of the Atlantic Ocean. At
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Fig. 3. a) Illustrating the three parameters of a logistic economy (for mathematical
details please consult the appendix). b) Hard limiter control for the noisy logistic
map. Placement of the limiter around the maximum of the map preserves the natural
noisy period-two orbit (black). For lower placement, a modified period-one behavior
is obtained (grey)



Managing Autonomy and Control in Economic Systems 47

the point when we start to exploit a considerable part of the whole system
(a → 4), the fixed-point behavior naturally ceases to hold. After a situation of
almost complete exploitation (xn ≈ a/4), the system needs an extended time
to recover. Novel technologies may annihilate the constraints that originally
defined the confinement to the unit interval. The universality underlying the
above-discussed route to ever more complex dynamical behavior, however,
implies that under the new constraints, the whole process will repeat, leading
to a cascade of such processes.

Controlling Chaos. The logistic map is a generic example of a chaotical sys-
tem. From a dynamical system’s point-of-view, chaos is composed of an infi-
nite number of unstable periodic orbits of diverging periodicities. In order to
exploit this reservoir of characteristic system behavior, methods to stabilize
(or control) such orbits using only small control signals have been developed
and applied mostly in electronic system. These practical applications often
require that the orbits are quickly targeted and stabilized. For the classical
Ott-Grebogi-Yorke [20] and for feedback control, this is a problem. Recently,
Corron and coworkers [9] introduced a new control approach (termed control
by simple limiters) and suggested that it could overcome the limitations of the
previous methods. The general procedure can be summarized as follows: An
external load is added to the system, which limits the phase space that can be
explored. As a result, orbits with points in the forbidden area are eliminated.
The authors also observed that modified systems tend to replace previously
chaotic with periodic behavior. The mathematical properties of this type of
chaos control has recently been fully described (see appendix for more details).

A variety of economic models are based on the logistic approach, as it
generically implements the dynamic effects of shortage of goods – thus catch-
ing the core problem of economy [3]. Therefore, our approach intends to ana-
lyze the effect of simple limiter control upon such models. In economic terms,
simple limiter control is realized for example by prize limiters (minimum or
maximum price levels). Such an economic policy is indeed simple and must
not necessarily contradict the paradigm of autonomy. Benefits and pitfalls of
this type of control are discussed in the next section.

4 Empirical and Modeling Results

4.1 Inefficiency of Hierarchic Business Information Networks

Characteristics of the Microeconomic Case Study. We investigated the IT
division of a Swiss telecommunication company that develops products for
telecommunication and insurance companies [5]. The division had 1400 em-
ployees before, and 1250 employees after reorganization. We focused on
an business unit within this division that performed four classes of P :
project management, application development, operations and maintenance
of IT services. Before reorganization, B(k) (23 employees) was organized
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as profit center and acted autonomously on the marked in terms of client
relations, budgeting and accounting (mean turnover: 16.5 Mio. CHF, profit:
2 Mio. CHF). This large degree of autonomy of the unit led to a small-world
social network [32] with a low characteristic path length L = 2.05 and a high
clustering coefficient C = 0.92. The business unit contained three hierarchical
levels and two persons supporting the unit managers in administrative needs
(Fig. 4.a).

In 2002/2003, the whole division was subject of a reorganization. The re-
organization intended to separate the different P more clearly and to map
them on more precisely defined Bpi

in order to increase efficiency in terms of
E and TP . Furthermore, the reorganization aimed to increase the control on
the beforehand autonomously acting business units, as competition between
the units within the division sometimes led to the situation, that external cus-
tomers obtained different tenders for the same product and could choose for
the best solution within the division. Thus, after the reorganization, the in-
formation flow within the business unit was much stronger restricted, leading
to a hierarchical network characterized by a characteristic path length that
was more than doubled (L = 4.72) and a strongly reduced clustering coeffi-
cient (C = 0.07) (Fig. 4.b). Furthermore, more unit managers and additional

a)

b) c)

Symbols:

Customer

Unit leaders

Team leaders

Employees

Administrative workforce

Control managers

Squares: members joining the business 
unit after reorganization

Fig. 4. Information flow network of a business unit before (a) and after (b/c)
reorganization. Quadratic nodes in b) and c) indicate new members joining the
business unit after reorganization. Dashed lines in c) indicate informal information
transfer emerging within the teams
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control managers taking care of customer relation were included, such that
the business unit contained 34 employees after reorganization (the adminis-
trators have been released). After some time, informal information transfer
emerged within the teams, leading to an increase of the clustering coeffi-
cient (C = 0.73), but not strongly affecting the characteristic path length
(L = 4.33) (Fig. 4.c).

Day-to-day experiences of the employees of B(k) aroused the suspicion
that TP increased significantly after reorganization. This phenomenon was
investigated for several classes of P performed by the unit by determining
E and TP empirically [5]. Although both parameters could not be measured
precisely due to comparability issues, valuable estimations could be gained.
In the following, we focus on project management processes, where the most
trusted results have been obtained.

Explaining Inefficiency as a Result of Decreased Robustness. Project manage-
ment processes are performed within the business unit according to general
procedures. In the IT company we investigated, the procedure emerged out
of the so-called Hermes-method – a standard procedure that has been imple-
mented in the late 1970s in the large public enterprizes of Switzerland [13].
This widely distributed standard has been used by the business unit before
and after reorganization, so that basic comparability is given. One task of the
unit was to develop tender offers for large IT projects. Whereas realization
and implementation of such projects largely depend on their individual char-
acter, the tender phase was much more uniform, allowing to compare process
operating expense and process runtime before and after reorganization (the
details of the measurement process are outlined in Ref. [5]).

We find that, in the mean, EP slightly decreased after reorganization,
whereas TP considerably increased (Table 1) – confirming the general impres-
sion of the employees. This observation becomes explicable when determining
the change in robustness of the social network (Fig. 5). Before reorganization,
basically two Bpi

with in total 11 employees were involved in the process. After
reorganization, the project management process was separated into a system
engineering branch and an application development branch, where five Bpi

with in total 16 employees were involved. As Fig. 5 demonstrates, the project
management process after reorganization is much less robust compared to the
process before reorganization. Interestingly, even the larger number of em-
ployees involved in the process after reorganization (16 instead of 11) does

Table 1. Mean process operating expense E and process runtime TP before and
after reorganization for the project management process

EP TP

Before reorganization 88 hours 19 days
After reorganization 86 hours 35 days
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Fig. 5. Project management process before (a) and after (b) reorganization of the
business unit performing a project management process. (c) Decreased robustness
of the network after reorganization (grey) that elucidates the empirically measured
decrease in process runtime

not increase the robustness – independent whether the relative fraction of
node outage or the absolut number of turned out nodes is taken as reference.

4.2 Efficiency of Hard Limiter Control

Effects of Simple Control. We investigate the effect of controlling the simple
model of economics introduced in the previous section by placing a limiting
value on x that the system is not allowed to cross (hard limiter control). In
Fig. 6, three time series generated from this model are displayed. For the first
series, the system was tuned so as to generate a noisy, superstable period-four
orbit. For the second series, a limiter at the highest cycle point was inserted,
whereas in the third series the control was on the unstable period-one orbit.
It is easily seen that the period-one orbit yields the highest average value. In
an analysis that is mathematically more involved, it can also been shown that
implementing the limiter at maximal system response is generally a subop-
timal solution [6]. We found that the system average is generally optimized
by controlling a period-one cycle. In the presence of a substantial amount of
noise, only low-order cycles can be controlled.

The efficiency of this control approach emerges in two aspects: First, hard
limiter control yield higher averages of the generalized consumption x. Second,
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Fig. 6. Time series of a superstable period-four orbit: uncontrolled (black), con-
trolled in the maximal cycle point (dark grey), and controlled in the unstable period-
one orbit (light grey). The period-one orbit yields the highest average of x (t: number
of iterations)

by means of the applied control, the system predictability increases (i.e. con-
trol leads from chaotic to periodic, or from higher periodic to lower peri-
odic orbits). Both aspects are interrelated, as the “simplest” system dynamics
(period-one cycle) also yields the highest average. Latter, however, must not
necessarily be of positive value from a point of view of political economics.
Hea and Westerhoff applied this type of limiter control to a model of commod-
ity market, basically reproducing our result [12]. Both the implementation of
a bottom price level (to support producers) or a top price level (to protect
consumers) can reduce market price volatility – thus increases the predictabil-
ity of the system. But as the variable x represents prices in their context, a
maximum price limit increases the average price, which can be considered as
a unwanted side-effect.

5 Summary and Outlook

We characterized management as the task to balance the autonomy of the
constituents of an economic system and the control of the dynamics of the
system in order to reach predefined goals. Our case studies provide inside of
benefits and pitfalls of this understanding of management on both the mi-
croeconomic and the macroeconomic level. The first case study can be char-
acterized as the analysis of a failure of management through implementing
a new control structure in a business unit by means of a reorganization. We
have shown that robustness, determined in terms of how business processes
are affected by an outage of nodes in the information flow network, can be a
critical parameter that tends to counteract the intended gain in efficiency by
reorganizations. The example demonstrates that reorganizations focussing on
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efficiency by optimizing the division of labor and by increasing the control has
the effect that the information flow network looses the small-world property.
This property result from the interaction autonomy of the employees within
the business unit, which obviously had a beneficial effect on the efficiency of
how the processes within the unit have been performed, although the system
looked rather complex from an external point of view. In our real-world ex-
ample, these negative effects have been recognized by the senior management
and the reorganization has basically been retracted.

But how should this control problem be solved? One possibility would have
been to change the perspective towards the result of internal competition
within the division, i.e. by benefitting the successful profit centers and by
focusing on those units that were less productive. Alternatively, the concept
of a “hard limiter”, suggested by the macroeconomic case study, could have
been implemented – for example by defining that tender offers are not allowed
to surpass a certain minimal amount. This would indeed be a simple control
policy, not touching interaction autonomy within the units.

In macroeconomies, the autonomy paradigm leads to a tremendous com-
plexity in number and types of interactions between the agents. Although it
has been found that for either very underdeveloped or mature economies, sta-
ble fixed-point behavior is predominant [1], at an intermediate level, complex
economics emerges that can induce chaotic dynamics – e.g. leading to large
fluctuations of entrepreneurs wealth Wn [19]. There, a control task for eco-
nomic policy could emerge. Our model suggests, that hard limiter control in
the form a tax on assets with a sufficiently fast progression could be applied,
forcing Wn to remain below a maximal value, Wmax. With sufficient care,
control on a period-one system could be achieved, and excessive economic
variations due to chaotic dynamics could be prevented. Political realizability
will often require the use of “softer” limiters (in the sense that Wn > Wmax is
not strictly prohibited), but the main features of hard limiter control will be
valid even in these cases.

We emphasize that control mechanisms of limiter type are indeed common
in economics. This control, however, inherently generates superstable system
behavior, whether the underlying behavior be periodic or chaotic. Political
activism may suggest a frequent change of the position of the limiter to be a
suitable strategy in order to compensate for the amplified or newly created
cyclic behavior. This strategy, however, will only result in ever more erratic
system behavior. Our analysis shows that it is advantageous to keep the limiter
fixed, adjusting it only over timescales where the system parameter a changes
noticeably. In this way, reliable cycles of small periodicity should emerge.
Among these cycles, the period-one cycle appears to be the optimal one,
from most economic points of view. To recruit this state, a strong initial
intervention is necessary and the control should be permanent. Otherwise, a
strong relaxation onto the suboptimal natural behavior sets in. In discussions
of real economics, these effects will be natural arguments against the proposed
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control. To overcome such arguments, a sufficiently simple control policy must
be formulated in democratic societies.

Unfortunately, the “control trend” in most western societies goes into a
different direction, as an increasing body of legislation in combination with a
decreasing ability to enforce these rules is observed [25] – a control strategy
that we consider as being the contrary of hard limiter control. In this way, a
regulatory system interfering in a hardly predictable way on many levels of
social organization emerges, that affects beneficiary effects of the autonomy
paradigm. Our empirical investigations of a microeconomical problem as well
as the theoretical analysis of a macroeconomical model suggest, that a control
regime in order to manage the behavior of economic systems should be simple
but enforceable. Or course, the central problem of how to find the appropriate
goals of management is not addressed by this argument. But as soon as those
are defined, simple control mechanisms that allow maximal autonomy within
the control’s boundaries should be implemented.

Appendix

Calculating the Robustness of Networks

We define the robustness of a business unit as the static robustness of the
network of process units. We consider each process unit (r members) in a
business unit (k members) separately. We have to calculate the probability
that from a number l of nodes that fail in the network those x nodes fail that
interrupt the process by means of the hypergeometric distribution. As x = r
in our case (i.e. the complete process unit has to fail), the effect of a single
Bpi

on the probability of process interruption caused by an outage of l nodes
is calculated as

IBpi
(l) =

(
r
x

)(
k−r
l−x

)
(
k
l

) x=r=

(
k−r
l−r

)
(
k
l

) (1)

IBpi
(l) is calculated for all l up to a value where at least one Bpi

fails
definitely (i.e. the probability of process interruption is one – this depends on
the network topology) and for all Bpi

. Basically, IP (l) =
∑

n IBpi
(l) applies

– but one has to take into account that specific constellations of node-outage
may possibly be counted twice (this, again, depends on the network topology).
These cases have to be identified and incorporated when calculating IP (l). In
this way one obtains – for each given l = 1 . . . n – the probability of process
interruption IP (l) and thus the robustness R(l). Due to the dependence of R
on the network topology, no general analytic formula for R(l) can be provided.

Mathematics of Hard Limiter Control

Our economic model contains a parameter indicating the degree of
globalization of resources (nonlinearity parameter a), a dynamical parame-
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ter x expressing a generalized consumption, and a noise parameter r modeling
short-term fluctuations. Whereas in the case of small a such perturbations are
stabilized by the system itself, for larger a they lead to ever more long-lived
erratic excursions. To incorporate these fluctuations within our model, we per-
turb x with multiplicative noise, for simplicity chosen uniformly distributed
over a finite interval. The size of the noise sampling interval denoted by r̄, is
a measure for the amount of noise. The most simple and generic setting for
modeling this dynamics is provided by the iterated logistic map.

f : [0, 1] → [0, 1] : xn+1 = axn(1 − xn) + r (2)

The self-organization towards an ever-growing exploitation of the phase
space [0, 1] is reflected in a slow increase of the order parameter a towards a
= 4. At a = 4, it can easily be seen how the nonlinearity keeps the “orbits”
xn away from the boundary: starting with small values, xn increases almost
linearly (with factor a). As soon as xn approaches the upper phase-space
boundary (at xn = a/4 = 1), this is counterbalanced by the factor 1 − xn. If
a is increased further, large-scale erratic behavior sets in, as the process is no
longer confined to the previously invariant unit interval. After a potentially
chaotic transient, the system settles into a new area of stability, where the
same scenario takes place anew, starting at rescaled small a. We believe that
in particular the effects of technical shocks may be adequately described in
this framework. On its way towards the globalization of resources (a → 4),
the system undergoes a continued period-doubling bifurcation route, where
a stable period-one solution is transformed, over a cascade of stable orbits
of increasing orders 2n (where n = 2, 3, 4 . . .), into a chaotic solution (the
Feigenbaum period-doubling cascade [11]). Our model is characteristic for the
whole class of systems that are subject to such a process of self-organization.

By introducing a limiter, orbits that sojourn in the forbidden area are elim-
inated. Modified in this way, the system tends to replace previously chaotic
with periodic behavior. By gradually restricting the phase space, it is possi-
ble to transfer initially chaotic into ever simpler periodic motion. When the
modified system is tuned in such a way that the control mechanism is only
marginally effective, the controlled orbit runs in the close neighborhood of an
orbit of the uncontrolled system. This control approach was successfully ap-
plied in different experimental settings. The properties of the control method
are fully described by the one-parameter one-dimensional flat-top map fam-
ily, implying that orbits are stabilized in exponential time, independent of
the periodicity and without the need for targeting. Fine-tuning of the control
is limited by superexponential scaling in the control space, where orbits of
the uncontrolled system are obtained for a set of zero Lebesgue measure. In
higher dimensions, simple limiter control is a highly efficient control method,
provided that the proper limiter form and placement are chosen [26].

In applications, the time required to arrive in a close neighborhood of the
target orbit is an important characteristic of the control method. With the
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classical methods, unstable periodic orbits can only be controlled when the
system is already in the vicinity of the target orbit. Hard limiter control ren-
ders targeting algorithms obsolete, as the control-time problem is equivalent
to a strange repeller-escape (control is achieved as soon as the orbit lands on
the flat top). As a consequence, the convergence onto the selected orbit is ex-
ponential. These properties of 1D hard limiter control systems fully describe
the effects generated by the limiter control. Due to the control, only periodic
behavior is possible.
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Complexity and the Enterprise:
The Illusion of Control
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1 Introduction: A Generic Model of the Enterprise

A generic model of an enterprise is described. Rising complexity in all facets
of the model is shown to result in a tendency for all activities of the enterprise
to require higher budgets and longer durations over time. However, the mar-
ket in which the enterprise operates expects lower prices and faster response
moving forward. One approach to this dichotomy is to exercise continuous
improvement inside the company to reverse the trends toward longer and
more expensive activities. Examples of successful efforts in this direction are
presented from Intel Corporation. Another approach is to improve demand
management in the marketplace including better forecasting. This proves to
be a particularly difficult task that is fraught with practical problems, a few of
which are presented in detail. It is proposed that, while internal improvement
projects are necessary, they are not sufficient for the continued success of the
enterprise. Improved forecasting is required, but may be precluded by rising
complexity, leading to a dangerous illusion of control.

Essential functions of an enterprise that manufactures goods and resides
mid-echelon in a supply chain are represented in Figure 1. Although motivated
by Intel Corporation, the diagram is generic. On the one hand it is highly sim-
plified since it ignores such important support functions as information tech-
nology, finance, and personnel. On the other hand the core functions included
are more than adequate for discussing complexity and adaptive behaviour.

1.1 The Enterprise as a Seller of Goods

The enterprise exists to generate a profit. The most important function of the
enterprise as shown in the upper right of Figure 1 is selling goods for more
on average than the aggregate cost of producing, marketing, and distributing
them. If it fails to succeed in this function over time it ceases to exist. In 2006
Intel Corporation enjoyed net revenues of over $35 billion and net income of
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Fig. 1. Relationships between the major functions in the enterprise model. (NOTE:
Neglects such important functions as finance, personnel, information technology)

over $5 billion realized through the sale of hundreds of distinct products to
thousands of different customers around the world.

1.2 Integrated Areas of Development

There are three basic development areas that enable and support the pro-
duction of goods for sale. Product development is shown on the lower right
of Figure 1 and represents the continuous improvement and expansion of of-
ferings into the market. The lower middle of Figure 1 shows manufacturing
process development and includes progress on ever more effective and effi-
cient production methods. Manufacturing capability development is shown
on the lower left of Figure 1 and concerns the design and construction of new
manufacturing facilities to execute the manufacturing processes that produce
the products. In the successful enterprise, these three development processes
must be highly integrated. This is true even if one or more of the processes is
outsourced. Intel’s reputation as a high-technology company rests to a large
extent on its demonstrated expertise in these areas.

1.3 Manufacturing and Supply Chain Execution

Goods are produced through the execution of a hierarchy of processes shown
in the middle of Figure 1. Topping the stack is the process of forecasting
the type and volume of products that the market will purchase over multiple
future timeframes. Strategic forecasts are used to plan expansion, contraction,
and rearrangement of the production capabilities of the enterprise. Plans for
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material acquisition and release into factories, stockpiling of intermediate and
finished goods, and transportation of products to customers are generated
using tactical forecasts . At the bottom of the stack is manufacturing execution
at Intel factories turning supply chain plans into shippable products 24 hours
per day 365 days per year.

1.4 The Enterprise as a Buyer of Goods and Services

Thousands of suppliers provide tens of thousands of goods and services at a
cost of several billion dollars each year to support Intel’s efforts. Goods in-
clude the materials to build and the equipment to outfit factories as well as the
raw materials and equipment spares to build products. Some service subcon-
tractors provide the transportation modalities needed to acquire equipment
and raw materials and to distribute products. Others provide manufacturing
capacity buffers used to hedge uncertainty in demand.

1.5 Sales and Marketing

Sales and marketing spans many of these core functions. Looking out a year
or more into the future, sales and marketing personnel assist product develop-
ment in determining the appropriate features and functions for new products.
In the time frame of quarters and months, demand must be forecast to di-
rect most of the ongoing activities in acquiring goods and services as well as
running the supply chain and manufacturing, and sales and marketing is ac-
tive here too. Finally week to week and day to day Intel sales and marketing
interfaces directly with a plethora of customers to service their needs before,
during, and after the sale.

1.6 The Role of Innovation

All products become commodities over time. The life blood of the enterprise
is innovation across all of the functions shown in Figure 1. With the sophisti-
cation of its products and the level of technology required to produce them,
Intel maintains long term innovation pipelines for the development of prod-
ucts, manufacturing processes, and facilities to extend its technology leader-
ship. These formal pipelines act as funnels with many (sometimes radical)
ideas under initial investigation being reduced over a multi-year incubation
period to just a few implementations resulting ultimately in new and better
products. In parallel, usually with less formality, incremental innovations are
needed in the buying and selling functions including supply chain and man-
ufacturing planning and execution to support Intel’s market leadership. This
continuous improvement is aimed at decreasing product costs and increasing
responsiveness to customers. As these are operational functions proceeding on
a daily basis, they are sensitive to disruption and so innovation is usually (but
not always) realized incrementally.
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1.7 The Enterprise Visualized as a Machine

In the enterprise represented in Figure 1, the material flow is from left to right
and the financial flow is from right to left in the top of the diagram. Ideas
are implemented up the development pipelines in the bottom of the diagram.
Information flows in every direction. Radical and incremental innovation is
mandatory and profit is the goal. It is easy for the personnel that operate this
kind of an enterprise to build mental analogies based on machines. The gears
mesh and drive the enterprise forward. The technologists provide the fuel and
the business managers steer the course to success.

2 One Generic Problem Set for the Enterprise

Over time, almost everything in Figure 1 has become more complex for many
enterprises including Intel. This can be attributed to many things including
a) steady progress in science and engineering, b) stronger competition in the
international marketplace with an expanded set of business techniques, c)
revolutionary improvements in communications supporting broad and rapid
access to information, and d) ever more sophisticated consumers seeking cus-
tomized products quickly delivered to their doorstep, to mention but a few.

This rising complexity inherently results in time and cost pressure on all
the core functions of the enterprise. Development efforts can take longer and
cost more to complete since added complexity increases the probability of
unforeseen problems, errors, and delays. Planning and executing supply chain
and manufacturing activities tend to consume more time and budget as they
rise in number, interactions, and complexity. Arranging the acquisition of
goods and services that are vital to the enterprise can consume more time
and budget as the number of suppliers and transactions rise along with the
complexity of the relationships.

The marketplace also exerts time and cost pressures, but unfortunately
for the enterprise, in the opposite direction. In many cases competition in
the marketplace drives shorter times for the development and delivery of the
next generation of products. In most cases consumers expect more features,
functions, and reliability from lower cost products generation after generation.

Forecasting and managing what the market wants along any of these axes
over time becomes particularly difficult in the face of these complexities. This
difficulty generates a disturbing scenario. From a control theoretic perspective,
if your ability to look forward is diminishing at the same time your speed of
response is degrading, you will suffer serious consequences. The question is
not whether you will loose control, but rather when it will occur and if you
will be able to recognize it when it happens.

One response to this frightening scenario is to continuously work to man-
age the internal complexities in such a way as to reverse the trends toward
activities consuming more time and budget. Another response is to devise
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improved ways to manage demand in the marketplace including forecasting.
Both of these responses represent specific types of innovations generically in-
cluded in Figure 1. The following sections contain descriptions of some of the
complexities Intel and other companies face, efforts that have been success-
ful to varying degrees in managing internal complexity to contain durations
and costs with specific examples from Intel, and approaches to the manage-
ment and forecasting of demand. It will be obvious that progress on internal
improvements has far outpaced progress on demand management. It will be
proposed that this asymmetry could lead to the illusion that enterprises are
further away from loosing control than is actually the case.

3 Complexities in the Enterprise with Examples from
Intel

The complexities described here cover a broad spectrum. The origins of some
are relatively obvious but they are nonetheless very impactful to the enter-
prise. Others are subtle in root causes but just as important (although few in
the enterprise may recognize them as such). Examples are drawn from both
direct Intel experiences and the basic physics of development and operations
in any enterprise. Coverage is not encyclopaedic but rather illustrative.

3.1 Product and Manufacturing Process Complexity

Intel has had the luxury of being guided by Moore’s Law in the understanding
of the complexity of its technology treadmill [26]. The guidance is that the
number of transistors that can be placed onto a given area of silicon will double
roughly every 1.5 to 2 years (or that a given number of transistors will occupy
half the area of silicon in that time). Smaller transistors are faster transistors
and so lead to products able to exhibit higher performance and broader func-
tionality over time. This progression is enabled by incremental downscaling
of the physics and chemistry involved in the manufacturing process. Figure 2
shows the product and process becoming more complex in lockstep since Intel
invented the microprocessor.

Early microprocessors were built from a few thousand transistors while
current generation devices contain a few billion as shown on the left axis
of Figure 2. The right axis shows the capability of the supporting process
technology represented as the minimum feature size achievable. This dramatic
increase in the complexity of the product and the process has kept the related
development processes under constant pressure to contain durations and costs.

3.2 Manufacturing Capability and Operations Complexity

The steady decrease in the minimum feature size of the manufacturing pro-
cess also impacts other core functions of the enterprise. For example, over the
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Fig. 2. The product and process complexity aspects of Moore’s Law

time period represented in Figure 2, Intel factories have become increasingly
complex. Three sequential types of complexity can be recognized over the
factory lifecycle. First is the development of the manufacturing capability. In
the current environment, it costs over $3 billion US dollars to construct and
outfit a new high volume semiconductor fabrication facility. Obviously with
an investment of this magnitude minimizing the time from green field to op-
erational readiness is especially important. However management of the con-
struction and fitup is complex based on the thousands of personnel involved,
hundreds of pieces of equipment to be installed, and tens of thousands of tasks
to be choreographed over the roughly one year project duration. Second is the
transfer of the complex manufacturing process from the facility where it was
developed to the factories where it will be run in high volume. There are a
practically infinite number of complications that could occur given emphasis
on both speed of completion and quality of the result during this transfer. For-
tunately Intel has developed the COPY EXACTLY! (CE!) process to manage
this transfer [25]. Third is the minute to minuute operation of the factory in-
cluding managing thousands of lots of wafers as work in progress, hundreds of
machines requiring preventive and unscheduled maintenance, and a complex
automation system controlling material movement and data collection. These
dramatic increases in the complexity of manufacturing capability realization
and operations have kept high volume manufacturing under constant pressure
to contain durations and costs.

3.3 Manufacturing and Supply Chain Execution Complexity

Stochasticity in supply and demand adds further complex to the enterprise.
On the supply side, few manufacturing processes have fixed throughput or
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throughput time. Among the primary drivers of variability in throughput time
is equipment reliability. Raw material released into the factory at a particular
point in time will result in finished product at some time in the future that can
only be represented as a distribution because of random equipment problems.
A driver of throughput variability is the quality of the manufacturing process
and the fact that no realizable process can be perfect. A subset of the raw
material will be converted into high quality finished goods, but again the
percentage can only be represented as a distribution.

Perhaps more concerning are the inescapable and in many cases uncontrol-
lable stochastic processes involved in morphing demand from the customers of
the enterprise. Surprise moves by competitors can change a customer’s mind
even after orders have been placed. Changes in the tastes of the customer’s
customers can lead to requests to adjust orders in the pipeline. Problems in
the production facilities of the customer can force them to alter their plans
leading to altering orders. In extreme cases, products shipped to a customer
can be returned to the enterprise. Practically speaking, given the dynamics of
the marketplace, even firm orders are simply forecasts until shipped, received,
and invoices paid.

For an international company with a wide variety of products like In-
tel, basic supply and demand stochasticity is magnified. Supply stochasticity
applies to each individual product but in a different way depending on its
complexity and maturity. Serving an international market usually involves a
broad network of factories as shown in Figure 3. Each product is manufac-
tured in multiple factories and each factory manufactures multiple products.
This arrangement mitigates risk and satisfies diverse markets, but each fac-
tory contributes a variant on the stochasticity (contained in Intel’s case to
large degree by CE! [25]).

3.4 Buying and Selling Complexity

Selling into an international market raises complex logistics and legal issues.
Providing excellent service to customers scattered around the world from a dis-
perse but finite number of manufacturing facilities presents a complex trans-
portation problem in its own right. But when customs and taxation protocols
vary from border to border, complexity escalates even higher.

Buying goods and services in the international marketplace involves addi-
tional complexity. Not only does the reliability of suppliers vary from country
to country, but so do contract and arbitration laws. While a variety of finan-
cial approaches have been developed to share risk between buyers and sellers
in dynamic markets, negotiating and executing such arrangements interna-
tionally can be challenging.

3.5 Complexity due to Structure

The enterprise is comprised of a number of entities arranged in structures
on a number of scales with self similarities. The organizational chart of Intel
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Fig. 3. Intel worldwide production facilities (including new facilities being built in
China and Vietnam)

Corporation shows roughly 80,000 employees structured in layers with recur-
ring team structures, reporting relationships, and performance metrics. The
thousands of products Intel manufactures aggregate bottom to top in recur-
ring structures based on performance, price, and intended application. The
same can be shown for factory equipment, purchased goods, and so on.

Global properties aggregate on a number of spatial and temporal scales.
For example, the minute to minute decisions made at a particular machine in
a factory having to do with production and maintenance aggregate over all
machines and over days and weeks and quarters to quantify the performance
of that factory. The same is true over all the factories in a product line to
quantify that line’s performance, and over all product lines resulting in the
performance of the enterprise.

3.6 Complexity due to Nonlinearity

There are many well known nonlinearities in the enterprise described gener-
ically in Section 1. At the lowest level of manufacturing execution, there is
a nonlinear relationship between throughput and work in progress (due to
congestion, throughput rises at a decreasing rate as work in progress rises).
In supply chain execution, there is the bullwhip effect in which fluctuations in
orders and inventories increase dramatically as information moves upstream
relative to the flow of materials. In the buying and selling activities of the en-
terprise there is a nonlinear relationship between price and volume (price falls
at a decreasing rate as volume rises due to economies of scale and market sat-
uration). Furthermore, complex behavior has been shown in surprisingly sim-
ple enterprise models. Re-entrant manufacturing systems with as few as two



Complexity and the Enterprise: The Illusion of Control 65

machines and two products have been show to exhibit complex performance
with repeat patterns measured in years as well as sensitive dependence on ini-
tial conditions [4, 12]. Switched flow manufacturing systems have been shown
to produce nonlinear phenomena including deterministic chaos [6, 29]. The
same is true of simple supply chains with as few as four decision makers (re-
tailer, wholesaler, distributor, manufacturer) [27].

3.7 Complexity due to Decision Making

A distinguishing feature of artificial systems is their reliance on decision mak-
ing. Our understanding of the quality of decision making in the enterprise set-
ting has changed dramatically over time. Initially it was asserted that “... by
directing that industry in such a manner as its produce may be of the greatest
value, he intends only his own gain, and he is in this, as in many other cases,
led by an invisible hand ...” implying impressive efficiency and effectiveness
in decision making [33]. Although it took nearly 200 years, Simon has shown
that decision making in enterprises can at best be described as “satisficing”
[32]. This is due to bounds on the rationality of the decision maker based
on incomplete knowledge of available alternatives and inability to predict the
outcome of pursuing an alternative based on limited computational power and
inherent uncertainty in the external world. Additional study by Kahneman of
the psychology of intuitive beliefs and choices have demonstrated a number of
additional mechanisms that bound the rationality of human decision makers
[16] including a variety of biases (e.g. anchoring, framing, optimism) and log-
ical fallacies (e.g. base rate, conjunction, planning). The application of chaos
theory to the study of organizations like those that manage enterprises has
been illuminating [37, 38].

3.8 Complexity due to Self Reorganization

An enterprise has the ability to collect and internalize data and information.
It also has the ability to rationalize the data to fit the enterprise’s mental
model of the world. In the best of cases when the rationalization is congruent
with objective reality, learning takes place. More often the rationalization is
used to proactively and reactively act upon itself and its ecosystem. Acting
upon itself frequently results in some form of self organization, or rather self
reorganization. This is done with the goal of increasing efficiency and effec-
tivity. Unfortunately this is not always the result due to the strictly bounded
rationality of the decision makers and the complexity of the relationships be-
tween the parts of the system (that is, the enterprise and all of its pieces as
well as the enterprise and its multi-component external ecosystem).

3.9 The Resulting Enterprise Behaviour

With complexity due to inherent structure and nonlinearity as well as bounds
on rationality in decision making and self reorganization, it is not surprising
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that enterprises exhibit very complex trajectories. There is seldom any ap-
proach to equilibrium and the enterprise never periodically returns to some
standard base state. Small inputs sometimes produce dramatically large re-
sults. Sometimes a small change to a product design dramatically increases its
popularity in the market, sometimes it does not, and sometimes even a large
change has no effect. The same apparent action sometimes yields a different
result. A sales promotion that achieved record results sometimes does not
work in another time period or another geography, and sometimes it does. In
all cases, behavious emerges and can be logically rationialized after the fact,
but not predicted in advance. There is ample evidence that it is more appro-
priate to view the enterprise as an artificial complex adaptive system than as
a machine: artificial since the enterprise is the result of human manipulation
as distinct from an entity occurring in nature, complex as described in Section
3., and adaptive but in a different sense than natural systems since decision
making is a major and inherent component of the behavior of the enterprise.

4 Progress on Containing Internal Durations and Costs

Many enterprises including Intel continue to develop methods to combat the
impact of rising complexity on the duration and cost of their internal activities.
Here we draw concrete examples from Intel over a range of time scales from
minutes to years and a range of tasks from equipment maintenance to product
development. Coverage is not encyclopaedic but rather illustrative.

4.1 Minutes and Hours in Factory Operations

Given the cost of constructing its facilities and the value of the products
manufactured in them, Intel operates its factories around the clock every
day of the year. Multiple decisions are required minute to minute to maxi-
mize throughput (supporting minimizing cost) while minimizing throughput
time. Continuously improving these decisions is required in the face of con-
tinuously rising complexity in products, manufacturing processes, and supply
chain needs. (For an overview of Intel manufacturing see [36].)

The initial incremental innovation in this area was the application of Gold-
ratt’s Theory of Constraints (ToC) [18]. Intel employed the basic ToC concepts
modifying them to suit its needs including managing a) work in progress and
machine loading, b) preventive and unscheduled maintenance, c) training and
shiftly work assignments for floor personnel, and d) the timing of material re-
lease into factories. This approach was used in factories primarily concerned
with process development as well as those focused on high volume manufac-
turing, and spanned fabrication and assembly-test factories. In all cases fac-
tory throughput went up by 10% to 20% while inventory (and consequently
throughput time) went down with no capital outlay or increase in operating
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expense. Simply getting the same people to make better and more integrated
decisions about the same work in progress and equipment was the key.

This initial success has been continuously improved in many directions.
Extending the basic ideas of ToC about bottleneck equipment, we have be-
come better at identifying [2, 17] and acting on [35] the dynamic set of sub-
problems that exist on the factory floor at any point in time given shifting
bottlenecks, prioritized materials based on market demand, and related is-
sues. This progress on managing manufacturing dynamics has occurred at
two levels. Looking top down at the factory as a whole, we have explored a
spectrum of control algorithms. Among the simplest is real time contol of the
push-pull point [28] and among the most complex is the application of Model
Predictive Control (MPC) [40] adapted from the continuous process industry.
Looking bottom up at the individual tools that populate the factory, we have
explored algorithms for optimizing the performance of machines with setups,
machines that batch [19], and machines that have complex internal processing
substeps [9].

4.2 Hours and Days in Supply Chain Execution

Assembly-test factories provide the final differentiation points for our products
at a level more abstract than the minute to minute operation of the factory
floor (Figure 4). Approximately seven days prior to shipment to customers, de-
cisions are made concerning whether to put microprocessor “die” fabricated
in upstream factories into packages known as substrates for application in
server, desktop, or laptop computers. Roughly one day prior to shipment, de-
cisions are made about the “finishing” process that sets the final performance
configuration and surface markings of products to satisfy demand.

The initial breakthrough here was an extension of the control perspective
used so effectively on the factory floor as described in Section 4.1 [24]. More
recently this has been expanded to again utilize the power of model predictive
control (MPC) techniques [5, 20]. At the beginning of the assembly segment
is an inventory holding position known as “assembly die inventory” (ADI). At
the end of the test segment is “semi-finished goods inventory” (SFGI) as an
inventory position. Finishing of SFGI material leads to the shipping warehouse
and dock. Control decisions at ADI and SFGI relate to how much material
to release into the line to satisfy demand and maintain downstream inventory
at appropriate levels. (Setting the target levels for inventories is discussed in
Section 4.3.)

A simple mass-balance description of the control algorithm at any inven-
tory position includes a) estimating how much material will be removed by
downstream processes in the next few time periods (demand from the ship-
ping warehouse, finishing from SFGI, assembly-test from ADI), measuring how
much material is currently present in each inventory position, and estimating
how much material will flow in from upstream processes in the next few time
periods (die from fabrication factories into ADI, product from assembly-test
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Fig. 4. The semiconductor manufacturing flow

into SFGI, and finished product from finishing into the shipping warehouse).
There are two considerations that make this a non-trivial computation. One is
that each product is made in multiple factories and each factory makes multi-
ple products, so the algorithm must consider multiple geographically disperse
ADI, SFGI, and shipping warehouse combinations to maximize demand satis-
faction at minimal cost. The other consideration is that each factory exhibits
individual stochasticity that changes in unique ways over time and this is
what the model component of the MPC controller manages (Figure 5).

Past inputs

and outputs MODEL

OPTIMIZER
Future

inputs

Predicted

outputs

Future

error

Objective function and constraints

Reference trajectory

+
-

Past inputs

and outputs MODEL

OPTIMIZER
Future

inputs

Predicted

outputs

Future

error

Objective function and constraints

Reference trajectory

+
-

Fig. 5. A high level block diagram of a model predictive controller
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Initial simulation trials of this technique have been promising [34]. Histori-
cal performance of a single Intel assembly-test factory was retrieved for a typ-
ical 6 month period on a small set of products. This included wafers shipped
into ADI and product shipped out as well as contents at ADI, SFGI, and
the shipping warehouse, all on a daily basis. A discrete simulation matching
the factory throughput and throughput time was used to execute commands
from an MPC algorithm shown in Figure 5. It was dictated that the simula-
tion accept the same inputs into ADI and provide the same outputs from the
shipping warehouse as the actual factory, but could independently decide how
to run all intermediate steps. This included material release from ADI and
SFGI as well as instructions for final performance configuration in finish. At
the end of the simulation, the MPC algorithm had matched shipped outputs
but withdrawn 62% less material from ADI, held 55% less finished product
in the shipping warehouse, and required 180% less configuration exiting SFGI
than the actual factory. Similar results have been obtained in the field on
the much more difficult multi-factory multi-product problem. Our current re-
search concerns improving the modelling component of the MPC algorithm
for supply side prediction [1].

4.3 Weeks and Months in Manufacturing and Supply Chain
Planning

Given the multi-month throughput time required for microprocessor fabri-
cation and the one week throughput time of assembly-test factories, as well
as the day to day dynamics of the market and its ever-changing demand for
Intel products, deciding weekly and daily material releases into factories is
critical to Intel’s success. Too much production overflows inventory positions
and risks scrapping products that were expensive to manufacture. Too lit-
tle production risks leaving valuable demand unsatisfied with short term and
long term consequences in addition to allowing expensive capacity to sit idle.
Continuously improving these decisions is required in the face of continuously
rising complexity in products, manufacturing, and supply chain needs. (For
an overview of Intel’s supply chain see [21].)

With its long standing prowess in product design, manufacturing process
development, and high volume manufacturing execution, Intel grew its busi-
ness for over three decades planning on spreadsheets. Considering the scale of
the planning problem this was obviously a process that relied heavily on human
glue and tribal knowledge. At the turn of the last century with complexity rising
rapidly, this situationhad to be dramatically improved.Mathematical optimiza-
tion proved to be the foundation of a radically improved planning system [3, 20].

Computing with Intel’s fastest current microprocessors, planning coordi-
nated material releases into fabrication and assembly-test factories could be
done very much more quickly with fewer planners and produced superior
plans. Planning groups reported productivity gains of 5X to 15X when mov-
ing from spreadsheets to optimizers. Planning throughput time was cut by
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days even though many more business scenarios were being explored before
final plans were agreed. It was shown repeatedly that new planners could be
brought up to speed in 50% less time compared to the old system. The opti-
mization tools support improved demand satisfaction and more efficient use
of Intel’s manufacturing capacity.

Our current work is focused on better managing the stochasticity of both
supply and demand described in Section 3.3 as well as the non-linearities
mentioned in Section 3.6 into our planning tools. Standard optimization ap-
proaches to production planning require a manufacturing throughput time as
input to compute factory loading as output. But factory throughput time is
a function of loading and so standard approaches are hampered by a mathe-
matical circularity that we intend to avoid though improvements in our core
algorithms [22]. Standard approaches to computing inventory targets indicate
that demands, demand variabilities, and service levels be available as inputs
to produce safety stock targets as outputs. These targets are then utilized as
inputs to production planning algorithms. But safety stocks are put in place
to buffer production plans against variabilty. In practice, our planning tools
are used to play out multiple business scenarios before deciding the produc-
tion plan to be implemented. Thus there is a logical circularity in standard
approaches that we intend to avoid through improved integration of our safety
stock and production planning algorithms [41].

4.4 Months and Quarters of Procurement

The procurement of equipment and materials necessary for production sup-
ports manufacturing and the supply chain. If the planning tools are used to
look out a few months or quarters for loading Intel’s factories to satisfy de-
mand, then the plan produced serves to also specify materials to order from
suppliers to support the plan. If the planning process looks out multiple quar-
ters, the result may indicate capacity changes needed for Intel and its material
suppliers to prepare for future demand. Continuous improvement in this area
is vital to Intel’s profitability and long term success. (For an overview of Intel’s
approach to managing procurement risk see [23].)

A natural adjunct to the optimization tool developed for production plan-
ning was a set of similar tools for procuring the packages (called substrates)
that are joined with die in the early steps of assembly-test manufacturing [31].
The core of the old procurement process contained a very inefficient repeti-
tive request-respond interaction between Intel and its many suppliers. On the
Intel side of this negotiation were rough capacity estimates for the suppliers
heuristically based on past cycles. The first step in the optimization approach
focused on building a confidential capacity model for each supplier that In-
tel could use to formulate its material orders as a win-win for each supplier
and Intel. Based on these models that the supplier regularly updates, three
optimization tools were built as shown in Figure 6.
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Fig. 6. The materials procurement process as a set of three integrated tools

Looking forward, the tools generate a) weekly orders to support assembly-
test manufacturing plans for the next 8 weeks (the Tactical Substrate Plan-
ning Tool or T-SPT), b) forewarning of modifications or rearrangements to
the suppliers capacities that will be needed over the next 9 months to mesh
with Intel’s plans (the Midrange Substrate Planning Tool or M-SPT), and
strategic advice about substrate roadmaps and long term demand forecasts
to be used for capacity expansion at the suppliers (the Strategic Substrate
Planning Tool or S-SPT). In practice, the tactical tool has reduced the du-
ration of the business process by 10x and reduced the time spent by Intel
personnel by 6x while increasing the number of business scenarios consider by
4x. Issue resolution with each supplier has been reduced from an average of 2
per week per supplier with the old methodology to less than 1 per month with
the new approach. Even larger benefits have been gained with the mid-range
tool.

Purchasing production equipment is a very different problem than purchas-
ing materials like substrates. With equipment, the volumes are much smaller
(10s as opposed to 10s of millions), the unit cost is much higher ($10’s of
millions per unit versus $10’s), and the lead times are much longer (quarters
instead of weeks). The risk in equipment purchase is simple to explain but
difficult to manage [8].

Assume that Figure 7 shows the situation for a piece of equipment that
costs $25M per instance. Using a variety of performance parameters about
the tool and the forecasted demand for the product, it has been computed
that k tools are required. It is relatively easy to order tools 1 and 2 tool since
Intel knows when it will start production and the tools will be used for the
lifecycle of the product (typically 2 years). Placing orders for the j-th and k-th
tools is much more difficult, especially because they may be used for only a
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Fig. 7. Uncertainty in the timing and quantity of expensive tools with long
lead times

short time. Since the height in capacity and the position in time of the peak
demand is simply a forecast, there is considerable uncertainty in the ordering
process. If j and k are ordered based on forecasted demand but not needed
once actual demand is realized, substantial expense has been incurred with no
benefit. If j and k are needed but not ordered, substantial revenue is lost with
possible longer term ramifications to the reputation of the enterprise. Similar
arguments can be made for purchasing the right quantity of tools but ordering
too early or too late. Notice that in the worst case the lead time of the tool
from the supplier can be as much as half the life cycle of the product. For this
set of situations we have developed a variant of options contracts [39]. Intel’s
need is to delay the purchase decision for as long as possible and then take
delivery of the tool(s) as quickly as possible, and we have begun to succeed
in accomplishing this as a win-win with our equipment suppliers.

4.5 Quarters and Years in Capacity Development

New factory construction and outfitting is triggered by some combination of
forecasted market demand, new product development, and new manufactur-
ing process development. With the relentless improvement of manufacturing
processes yielding ever smaller feature sizes, older factories are simply not able
to be re-outfitted for new processes mainly because of particle size contam-
ination issues. An older factory has older generation water purification, air
management, and chemical delivery systems that are not suitable for the lat-
est generation processes with more stingent cleanliness requirements based on
their reduced feature sizes. And it is the latest generation process that enables
the improvement of products to be smaller in size and larger in functionality.
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The risk however is too high to introduce a new product and a new process at
the same time. New products are initially manufactured on the currently sta-
ble high volume manufacturing process. Likewise, the new process is initially
used to manufacture the currently stable high performance products. This is
the nature of the technology treadmill that Intel has driven for the past 30+
years. But it is the forecasted market demand that is the deciding factor. To
spend over $3 billion dollars to build a new fabrication facility, senior man-
agement of the enterprise must be convinced of the revenue opportunity in
the market.

Once the decision is taken to proceed, two very important processes are
initiated. One is the design process where the equipment set for the factory is
selected and positioned within the factory envelope. The concepts of ToC de-
scribed in Section 4.1 are used to determine the appropriate numbers of each
equipment type to purchase for efficient operation [18]. On the one hand, ToC
instructs us that a manufacturing line where the capacities of each tool set are
closely balanced is the most difficult to run. This is because the constraining
tool set where all operational policies are anchored changes identity rapidly
to whichever tool has experienced the latest unscheduled breakdown. On the
other hand, financial considerations clearly show that a line that is too unbal-
anced is the most expensive to build and operate. While one tool set (usually
the most expensive in the factory) will be stablely constraining and so make
the factory easier to operate, other tools will be grossly underutilized driving
up product cost. Even with the proper tradeoffs in tool selection, the layout
of the tools on the floor is critical for flow of material as well as operations
and maintenance staff productivity [13]. In complex factories, the number of
tools selected and the manner that they are positioned are not independent.
Our improved techniques for solving this difficult problem have lead to a 5%
to 10% decrease in our capital costs relative to previous methods while deliv-
ering the same or improved throughput and throughput times in the resulting
factories.

Another very important process is the construction and fitup of the fac-
tory. Having taken the decision to build the factory to intercept the perceived
market opportunity, speed is critical in moving from a green field to a factory
producing saleable product. Applying ToC concepts to this project manage-
ment problem (often referred to as “critical chain theory” to distinguish it
from “critical path theory”) has been beneficial for Intel [18]. Although im-
provement results in the fitup stage have considerable variation depending on
the complexity of the type of tool being installed, after multiple trials the
expectation is 15% to 40% duration reduction compared to previous project
management methods. Recently we have been exploring more advanced tech-
niques to better manage the variability in the contsruction and fitup process
to push these expectations even higher [42].
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4.6 Years in Product and Manufacturing Process Development

Although at Intel the two longest duration processes in Figure 1 are intimately
related as mentioned in Section 1.2, they have very different characteristics.
The manufacturing process development effort is based on such technologies
as device physics and chemical engineering. It is an unchallenged assump-
tion that smaller faster transistors are a competitive advantage as long as the
manufacturing process is affordable and the speed of implementation is appro-
priate for the intended market place. Product design is concerned with circuit
design, logic and memory layout, and platform architecture. The assumption
here is that the bundle of advanced integrated features and functions will
be the basis of competition. Early introduction of a product that support a
significant useage model (e.g. home information and entertainment systems
or enterprise servers or hospital information/automation systems) is a typical
goal supporting the concept of the enterprise as a seller of goods described in
Section 1.1.

The proprietary nature of the continuous improvement of these develop-
ment processes necessarily limits their description here. However Intel’s record
of delivering cutting edge products based on industry leading processes indi-
cates that the management of risk in process and product development is a
strong focus area [10, 11]. But it must be noted that these two extremely
important processes have diametrically opposite dependencies on the market
forecast. On the one hand, history indicates that the market continues to be
interested in smaller faster transistors so that the process development ef-
forts can be relatively insulated from market forecasts. On the other hand,
the markets’ taste for features and functions changes more rapidly than the
product design can be executed. This means that demand forecasts, and more
importantly demand management, is of high interest to product development
personnel.

5 Problems with Demand Forecasting

These success stories are important, but to a degree are misleading. In each
of the cases cited for Intel successes there is a mathematical formulation that
provides a high quality solution to the problem. In many cases the solutions are
integrated. Efforts continue to improve the formulations and provide further
integration.

But there is a common feature in every one of the formulations described.
They all require information about demand as input. Whether the question
is how to prioritize equipment maintenance on the factory floor to make pro-
duction goals this week, or what features and functions to include in a new
product to be introduced in two years time, or anything in between, the ques-
tion is the same. How many will the customers buy and when will they buy
them and how much will they pay? Predicting the future has always been a
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difficult task, and as complexity rises so does prediction difficulty nonlinearly.
The abstract constraint for every formulation aimed at managing duration
and cost of internal activities is the ability of the enterprise to manage de-
mand. Ultimately an accurate demand forecast ongoing bounds the ability of
the enterprise to have the right product (in terms of features and functions
and use case) in the right volume at the right price at the right time. An
errorful demand forecast can quickly negate any improvement in process or
capacity development, manufacturing or supply chain operation, and goods
or services procurement. A consistently accurate demand forecast acts as a
positive amplifier for all other activities of the enterprise.

Since forecasting is so vitally important, there is a particularly broad lit-
erature on the topic suggesting a wide variety of general and domain specific
approaches that can not be reviewed here in detail. From the combination
of methods employed by Intel, only two will be discussed. The most effective
over the years has been the approach suggested by Alan Kay: “The best way
to predict the future is to invent it”. Intel’s technology treadmill has vali-
dated this method over and over across more than three decades. Another
method that Intel uses, arguably the most widely studied in the literature
and the most widely practiced by large enterprises, is analysis of historical
data. While this approach is probably necessary, it is clearly not sufficient to
appropriately feed the mathematical formulations described in Section 4 in
the face of the complexities enumerated in Section 3.

5.1 Demand Forecasting Thought Experiment #1

Consider an enterprise in a particular situation during month M (Figure 8).
The enterprise manufactures two products P1 and P2 each with a manufac-
turing lead time of 1 month that are used by its customers as a component in
their products. Months ago in M-6, outside the capacity lead time for orga-
nizing production, Corporate Sales and Marketing (CSM) requested that the
Corporate Manufacturing Organization (CMO) prepare itself to supply 150K
units of P1 and 150K units of P2 per month. CMO responded by preparing
to supply 160K units of each product. Although CMO committed only 300K
total units to CSM, they held a 10K capacity buffer on each product since
in the past a) given the complexity of the forecasting process, CSM had mis-
called demand and CMO had been forced to stretch to cover the shortfall,
and b) given the complexity of the manufacturing process, CMO occasionally
experienced production problems leading to lost output. CMO has an addi-
tional degree of freedom since its capacity is partially flexible. In the 320K
total units, it could actually produce as many as 180K units of P1 (but then
only 140K units of P2) or 190K units of P2 (but then only 130K units of P1).
CSM has been given a basic model of this flexibility at the 300K total unit
level that CMO has committed.

Based on their global econometric models from months M-6 through M-2,
CSM has determined that the Total Available Market (TAM) for P1 is 300K
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units and they believe that they should be able to capture a 60% Share of
Market (SOM) against their weaker competitor. Therefore the CSM goal for
P1 is set at 180K units for month M. Similarly the TAM for P2 has been de-
termined to be 300K units with a possibility SOM of 40% against a stronger
competitor for a goal of 120K units for month M. The setting of these goals
was heavily influenced by the CMO committed production capacity of 300K
total units and the flexibility model between P1 and P2. This plan for month
M was passed to CMO at the end of month M-2. (Without loss of general-
ity, this thought experiment assumes no initial safety stock for simplicity of
explanation.)

The enterprise sells its products in geographies G1 and G2. Customers
Ca and Cb are located in G1 and place their orders with the enterprise’s G1
CSM representative. The enterprise also has a CSM representative in G2 who
takes orders from customers Cx and Cy. The CSM representatives are in close
contact with their respective customers, communicating at least on a weekly
basis given the dynamic nature of the end user market.

In geography G1, the CSM representative took orders early in month M-1
from Ca and Cb for the coming month M. Ca placed orders for 40K units
of P1s and 40K units of P2s while Cb placed orders for 80K units of P1s
and 60K units of P2s. The G1 representative therefore had total orders for
120K units of P1s and 100K units of P2s to pass on to headquarters. But
this representative had seen the CSM global estimates of 180K units for P1
and 120K units for P2 and did not feel comfortable passing along such large
orders, especially since he felt that Cb was being overly optimistic as they
had been so often in the past. Therefore the orders that were passed up to
headquarters from G1 were 100K P1 and 80K P2 for month M based on Cb
being judged down by 20K units on each of its orders.

The orders that the CSM representative in G2 took early in month M-1
were treated in a slightly different manner. Cx ordered 70K units of P1 and
30K units of P2 while Cy ordered 60K units of P1 and 80K units of P2.
The total G2 orders were 130K units of P1 and 110K units of P2. With
knowledge of the CSM global estimates for the two products, and with sales
commissions clearly in her mind, the G2 representative passed the customers
orders quantities directly up to headquarters.

The CSM personnel at headquarters combine the judged geography data
early in month M-1. This totaled orders for month M of 230K units for P1 and
190K units for P2, well over the committed capacity of CMO as well as the
econometric predictions of CSM. Senior personnel decide to simply propor-
tionally commit the planned use of CMO capacity to the orders to maintain
a level playing field among the customers. Any other distribution would leave
the enterprise vulnerable to accusations of favoritism. This meant that in the
middle of month M-1 the month M planned production was committed to the
customers through the CSM Geography representatives as shown in Table 1.

On the first day of month M as the committed production quantities began
shipping, customer Ca contacted the CSM representative in G1 to ask for an



Complexity and the Enterprise: The Illusion of Control 77

Table 1. Initial orders in forecasting thought experiment #1

customer product requested judged committed

Ca P1 40K 40K 30K

Ca P2 40K 40K 25K

Cb P1 80K 60K 45K

Cb P2 60K 40K 25K

Cx P1 70K 70K 55K

Cx P2 30K 30K 20K

Cy P1 60K 60K 50K

Cy P2 80K 80K 50K

totals 460K 420K 300K

additional 10K units of product P1. This request was passed to headquarters.
A few days later, customer Cy contacted the CSM representative in G2 to
ask to decrease its order for product P1 by 25K units. As this was within
the terms of Cy’s contract, the representative agreed but delayed passing this
message to headquarters in case customer Cx asked for an increased quantity
of product P1. This was based on the fact that Cy initially ordered 70K units
of P1, but only 55K units were committed by the enterprise. In the middle of
month M, customer Cb contacted the G1 representative asking to cancel its
entire committed 25K units of product P2 based on the surprise retraction of
a very large order that required the P2s as a component. This was a relief to
CMO who encountered production problems and would be unavoidably short
of P2s by 10K units by the end of month M. Finally at the end of month M,
customer Cx contacted the G2 representative to ship back 10K unused units
of P2, and based on the terms of its contract, the appropriate arrangements
were made for the return.

This is an extremely simplified but representative version of a typical
month for a large manufacturing enterprise under conditions of initial or-
ders exceeding capacity. (An equally interesting version could be constructed
for conditions of capacity exceeding initial orders.) This scenario raises many
questions. There was enough burst capacity to satisfy more demand, but this
does not seem to have been used. A cancellation in one geography could have
been used to satisfy demand in the other geography, but was not. These are
useful questions concerning execution policy and demand fulfillment, but the
focus of this thought experiment is demand forecasting and identification. In
the process of historical data collection for use in future demand management
computations, the important question is “what was the demand in month
M?” A number of candidates must be considered as shown in Table 2.

Candidates 1 and 2 are closely related and might be considered as demand.
Candidate 1 is simply the initial orders placed by the customers. Candidate
2 includes the judgment of the enterprise’s representatives in the field closest
to the customers. But it would be difficult to consider these as an accurate
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Table 2. Candidates for recording historical demand

source P1 P2 P1+P2

1 customer orders 250 210 460

2 geography judged orders 230 190 420

3 CMO manufacturing actual capacity 180 140 320

4 CMO manufacturing realized capacity 180 130 310

5 CMO econometric models 180 120 300

6 CMO manufacturing committed capacity 180 120 300

7 CSM committed orders 180 120 300

8 CSM committed + post commit requests 165 85 250

9 shipped materials 155 95 250

10 shipped materials - returns 155 85 240

demand signal since the customers knew that the enterprise was limited on
capacity from discussions with the field representatives and understood from
past experiences that there was a “proportion available capacity according to
customer orders” rule in place. This knowledge probably lead them to inflate
their initial orders. It therefore might be appropriate to consider the original
orders as an upper bound on demand, although in this case it would be a high
bound.

Candidates 3, 4, 5, 6 and 7 all represent some view of the market by
the enterprise. Candidates 3 and 4 represent CMO’s view. Although they
include the highest values in this subset, they are actually based on a doubly
pessimistic approach. One component is pessimism about CSM’s ability to
predict the market, and the other pessimism about CMO’s own ability to
flawlessly manage its own production process. Candidates 5, 6, and 7 represent
CSM’s best efforts to manage the uncertainties in the market based on their
models, understanding on CMO’s capacity, and efforts to maintain equality
in the treatment of their customers. The econometric models of CSM and the
committed capacity of CMO (also based on CSM’s econometric models over
a longer time horizon) clearly influence the enterprise’s view of demand.

Candidates 8, 9, and 10 are closely related. Candidate 8 represents what
the enterprise committed plus adjustments during month M (+10K units of P1
requested by Ca, -25K units of P1 cancelled by Cx, -25K units of P2 cancelled
by Cb, -10K units of P2 returned by Cy). Candidates 9 and 10 are slightly
different ways to account for the same adjustments. It might be appropriate
to consider these results as a lower bound on demand.

Assume that the personnel recording demand data select 155K units of P1,
85K units of P2, and 240K units overall as the official “demand” for month
M. Note that these are 62%, 40%, and 52% respectively of what the customers
initially ordered and 86%, 71%, and 80% respectively of what the econometric
models of the CSM organization originally forecast.
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5.2 Demand Forecasting Thought Experiment #2

Purchasing decisions are usually made on a cost versus value basis, especially
by large enterprises that are purchasing components to be used on their own
production lines. The competing items in the marketplace are evaluated from
a cost perspective including unit cost reductions for volume purchases, spe-
cial promotional pricing, transportation and related service costs in acquiring
the items, post-purchase maintenance costs, and so on. This sometimes takes
the form of a cradle-to-grave life cycle cost analysis. Similarly the enterprise
purchaser considers how useful each of the items available in the marketplace
could be in increasing the value of the product it is producing. A number of
intangibles come into the decision as well. What is the reputation of each of
the potential suppliers? Is there a tactical or strategic advantage to picking
one supplier over another, or should the purchase be split between multi-
ple suppliers? The larger perspective of the purchaser directly influences the
decision too. What is the market forecast for the purchaser’s products? Is
the stock market up or down? What is the outlook for the national and in-
ternational economy? Purchases of important and expensive components are
seldom simple.

Consider the enterprise from thought experiment #1 in Section 5.1. The
time is M+18 (that is, a year and a half later). The “demand” data base
has the data entered in month M along with data from a number of months
before and all months after M. A few things have changed from the situation
portrayed in Figure 8. Customer Cy has acquired customer Cx in geography
G2. A new enterprise Cz has started up in geography G2 and has become a
customer, but is much more difficult to deal with than either Cx was or Cy is
since they aim to compete on low price in their marketplace. Product P1 has
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been phased out to be replaced by product P3 with expanded functionality.
Product P2 which had only been released into the market in month M-4 is now
a best seller. The enterprise representative in G1 has taken a different job and
has just finished training his replacement. Based on strong enterprise results
over the past 6 quarters, CMO has expanded their capacity aggressively and
currently have roughly 20% more than the SOM estimated by CSM. The fore-
casting cycle for M+19 through M+24 is beginning. What analysis technique
should be used on the historical data to best support the forecasting process?

As in thought experiment #1, this is a simplified but realistic scenario.
On the one hand everything has changed: the customers, the products, the
enterprise personnel, and the enterprise capabilities. On the other hand noth-
ing has changed: CSM is running their econometric models, CMO is buffering
their capacity, the customers are ordering, and a tactical commitment and a
strategic forecast are needed.

Simple projection from the historical data is risky under these conditions.
The connection between the data in the “demand” data base and the actual
demand at the times it was collected is tenuous on at least two levels. First,
the data recorded in fact concerned what was shipped and has only an indirect
relation to actual demand as shown in thought experiment #1. Second, little
if any of the contextual data that was used by the customers in making their
purchasing decisions in the past was captured. It is debatable how much of
that data it is possible to capture.

More sophisticated analysis can be devised. Products can be categorized
by positions in their life cycles, sizes of intended markets, estimated TAMs
and SOMs, and so on. Customers can be sorted by their target markets,
overall size, SOM, and others. Analysis can then be driven by finding the
historical situation most similar to the current one. But the more complex
the situation, the smaller the probability of finding a historical situation that
has any relevance to the current one.

5.3 Progress in Practice by Strategic Planning for Uncertainty

In spite of this complexity, since demand uncertainty is the basic constraint
in the operation of the overall enterprise system, Intel continues to develop an
improved forecasting solution. With the clear realization that predicting the
future will never approach perfection, any improvements will be beneficial in
the face of rising complexity. The efforts are progressing along three vectors,
each related to the operational components described in Section 4.

One way to deal with uncontrollable uncertainty is to characterize its com-
ponents and then play out a variety of future scenarios with different permu-
tations and combinations of the components. The expectation is not that any
of the scenarios will actually occur, but that thinking through possible futures
(rather than locking all attention on the one that the enterprise hopes for)
will prepare the team to respond more appropriately to inevitable surprises
as they occur.
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Through the use of case studies we have classified four sources of uncer-
tainty: a) market factors, which includes economic, business, and seasonal
cycles, b) product transitions, those of Intel, competitors, and complementors
(i.e. software vendors), c) marketing actions, which include pricing, promo-
tions, and advertising, and d) demand management systems, the methods
used by Intel to forecast, plan, execute, and measure. Focusing on product
transitions, we have developed two new tools for the demand management
system that are helping assess and account for uncertainties [7, 15].

The first method, Product Transition Index (PTI), is an assessment tool
used to gather information about the product transition of interest. PTI is a
model containing eight vectors that explore the pace and success of a transi-
tion. A total of 65 factors identified in our research are scored to complete the
PTI. The scoring process requires integrating the knowledge of teams across
sales, marketing, planning, manufacturing, and engineering.

The second is the application of the idea of Transition Playbooks. The
intent of the playbook is to enable strategists and managers to map out the
tactics the organization will use to respond to risks that might impact the
transition. Developing a playbook for a product transition encourages ad-
vance planning and analysis so that the business functions can respond to
disruptions quickly and in concert under the stress and time constraints of
market dynamics to keep the transition on track.

5.4 Progress in Practice by Improved Tactical Information
Integration

With the overall complexity of the enterprise and its ecosystem, it is doubtful
that it will be possible for the foreseeable future to collect all relevant tactical
information in a manner that will support advanced computation. There may
however be ways to improve tactical forecasting using innovative methods for
integrating the information that a variety of Intel personnel have.

Analyzing the forecasting process, we learned that four fundamental
sources of noise cause difficulty in determining market demand: a) current
data, such as orders, work in progress in factories, and inventories, b) market
assessments, such as intelligence on how appealing Intel’s products (and com-
peting products) might be to the market, c) tactical goals, the success metrics
Intel has set for specific products such as sales volume, average price, and
share of market, and d) marketing plans, such as which products to promote,
how to price them, and how to take advantage of technological and manu-
facturing capabilities. Nearly all the pitfalls we have discovered in forecasting
can be linked to one or a combination of these factors.

One fundamental problem in managing forecasts is the process through
which the hard data is created, judged, and passed from group to group. There
is a general lack of credibility based on past performance, so each group feels
the need to adjust the information based on any number of experiences and
heuristics. Groups preparing to publish data are aware of how other groups
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might judge the data and are prone to adjusting numbers in anticipation
of future judgment. Another fundamental problem is data sets themselves
do not convey any specific meaning. Meaning can be inferred from how the
data compares to expectations or previously published data, but the numbers
themselves cannot explain the strategies Intel and its customers are employing
or the uncertainties they are facing. Decentralized organizations must transmit
information and intelligence from employees who have it to employees who
need it to make decisions and plans. Intel has many informal networks that
attempt to move such knowledge across the organization, but these networks
have many failure modes including turnover of employees in key positions,
limited bandwidth of each individual and team, and difficulty systematically
discovering the important information to be learned.

To address these problems, we have successfully developed an adapta-
tion of the well-known “Decision Market” (DM) concept [14]. We generate
a number of well-specified possible forecasts and our diverse team members
buy and sell “shares” in these optional forecasts. At the end of the decision
market period, the shares that have the correct answer become valuable and
the owners earn rewards while shares in incorrect answers become worthless.
When a sufficiently large group of knowledgeable participants estimate a fu-
ture event, they have an uncanny ability to get that estimate right since the
cumulative knowledge of all forecasters is greater than a single forecaster. As
the system becomes more complex, no single forecaster can reliably compre-
hend or integrate all relevant factors. Mathematically, if there are more than
two sources of imperfect forecasts having independent information, there ex-
ists some optimal blend of predictions that will be better than any single
forecast.

Results to this point have been very impressive and we are proliferating
the method across multiple product groups. We believe that three factors en-
able forecast markets to outperform other types of forecasting systems. First,
the features of anonymity and incentives work together to draw out good
information. Incentives encourage participants to search for the best informa-
tion they can find and reward trading behavior that is unbiased. Anonymity
helps prevent biases created by the presence of formal or informal power, the
social norms of group interaction, and expectations of management. Second,
the simple mechanism of aggregating data through a market smoothes results
over time that is useful for guiding supply as opposed to other methods that
sometimes cause thrash in factory operations. Third, increasing the diversity
of a pool of participants increases the accuracy of the collective forecast. As
long as each additional participant brings some information, adding more, di-
verse opinions improves the collective judgment. This condition holds true in
many cases because good information tends to be positively correlated and
sums, while errors are often negatively correlated and cancel.
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5.5 Progress in Practice by Control-Relevant Forecasting

Current research is focused on understanding the effects of demand forecast
error on the manufacturing and supply chain operational systems [30]. The
demand forecast is treated as an external measured disturbance for a multi-
degree of freedom feed forward feedback controller of an inventory manage-
ment system as described in Section 4.2. Because forecast error will be multi-
frequency in nature, the effect of error in different frequency regimes has been
studied. The closed-loop transfer functions describing forecast error have been
derived and the effect of erroneous forecasts studied in the time and frequency
domains. A simultaneous perturbation stochastic approximation optimization
algorithm has been implemented to develop optimal tuning strategies for a
variety of scenarios. By understanding the impact of different types of forecast
errors, we hope to better focus our efforts to reduce those errors that are most
damaging to the performance of the overall system.

6 The Illusion of Control

From one perspective, enterprises appear to be continuously improving their
operational control even as the complexity of their core functions and of their
marketplace continues to rise. For example, over the past 20 year Intel Cor-
poration has developed a) improved decision algorithms for designing, build-
ing, and operating manufacturing facilities [36], b) optimization methods for
acquiring materials, planning material releases into the factories, and sizing
inventory buffers [21], and c) financial instruments and related methods to
mitigate development and procurement risk and manage business continuity
[23]. These efforts have generated billions of dollars for Intel.

From another perspective, enterprises continue to struggle in their efforts
to manage their markets. This is particularly apparent in demand forecasting
although not surprising given the rising complexity in all facets of the enter-
prise’s activities. The most obvious result is stagnation in the financial growth
of the enterprise even though there are continual significant improvements in
the operational methods of the company. Operational methods to respond to
the market are improving in spite of complexity while forecasting methods
to predict the market are declining due to complexity. There is an illusion of
control.

Since the operational methods require market forecasts as inputs, there will
be an upper limit to the improvements that can be expected to the operational
methods. Methods can be continuously improved to design, build, and operate
factories, but if the factories were timed and sized on faulty forecasts, little
benefit is derived by the enterprise. Methods can be continuously improved
to develop new products with advanced features and functions, but if the
projected demand for the new products is mistaken little benefit accrues to
the corporation. In the best case, the growth of the enterprise stops. In the
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worst case, with wasted capital expenditures and missed market opportunities,
the enterprise fails.

There is at least one plausible explanation for the illusion of exercising
improved control over the enterprise as an artificial complex adaptive system.
It has to do with the relationship between signal and noise. Decision makers
with bounded rationality working in a complex system can easily confuse sig-
nal and noise. The result is too often an unnecessary response to the noise. It
is possible that the decision support tools that have been put into beneficial
enterprise practice have simply helped distinguish the signal and more appro-
priately react to it while spending less time and effort chasing the noise. In any
case, while the operational situation has improved, enterprises still experience
repeated failure to accurately forecast. On a scale of 0 to 100, an improve-
ment in operational decision making resulting in a performance gain from 20
to 30 is dramatic, but there is still a long journey remaining. Unfortunately
the improvement supports, in fact reinforces, the illusion of control.

One part of dispelling the illusion lies in communications. As the enter-
prise becomes exponentially more complex over time at every level, people’s
view of the enterprise and their role in it changes. Under an assumption of
bounded individual capacity, increasing complexity forces people to become
broader but less deep, or deeper but less broad, or to ignore some tasks while
focusing on others. In any case, actually performing the core of their work
consumes an ever increasing percentage of their bandwidth. This often means
that time spent in high quality communication with other enterprise person-
nel decreases. Rising complexity would indicate just the opposite should be
occurring, that is increased communication. In addition the rise in complex-
ity and the resulting decreased access to the whole of the enterprise results
quite naturally in an increased aversion to risk. This may be just the point in
the trajectory of the enterprise that a radical innovation might decrease the
complexity of the enterprise. But a rising aversion to risk makes the process
of adopting a radical innovation that much more difficult. Methods must be
developed to better cope with this situation and these methods will have to
achieve the difficult cultural goal of dispelling the illusion of control.

As the enterprise and its ecosystem moves along a trajectory from deter-
ministic to complex to chaotic, its theoretical and practical ability to predict
or forecast diminishes dramatically. Conventional wisdom instructs that it is
better to strive to be agile than to try to be clairvoyant, but this is obviously
not useful advise under the current circumstances. While it is certainly nec-
essary to continuously improve operational agility and efficiency (and seduc-
tive to do so to the exclusion of other activities), it is clearly not sufficient.
Breaking the illusion of control will result in a major shift of emphasis to
the continuous improvement of demand management and forecasting. Cur-
rent complexity theory indicates that this problem will be extremely difficult
if not impossible to solve. This is the commercially most important frontier
for applied complexity theory and the focus of our current efforts. Finding a
process to manage complexity in the enterprise is the grand prize.
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1 Introduction

During the last decade, the role of simulation in improving semiconductor fac-
tory operations has been subject to considerable growth. Simulation activities
were integrated into the decision-making process of the factory managers of all
major semiconductor manufacturers as a powerful tool for understanding the
complexity and enhancing the performance of their production facilities. In
the past, simulation was mainly used for high level capacity planning. But now
its application area also includes solving a variety of operational questions [1].

The main reason for the increased use of simulation in the operational
planning lies in the size, complexity, and cost of nowadays semiconductor fab-
rication facilities (fabs) generated by market and business pressures coupled
with the hard limits of physics. Traditionally, many operational decisions in
the industry were made based on prior knowledge, experience, and intuition.
This is no longer appropriate. There is a need to build a meaningful model of
the factory and to perform simulation studies to examine its operational prob-
lems. At the moment, there is no other analysis tool available that is capable
to support meeting production goals while avoiding unnecessary investments
or other costs.

Simulation is used in such areas like capacity planning, scheduling, bot-
tleneck identification, impact of new products or process flows, layout analy-
sis, equipment modeling, factory ramp-up modeling, and operator modeling.
Typical performance measures are cycle time, throughput, inventory levels,
equipment usage, and cost.

In the early days of operational modeling and simulation in the semi-
conductor industry, models were often only used once to solve a particular
problem. At the moment, there is a trend among all semiconductor manufac-
turers to develop persistent models that are used over the entire life cycle of
a factory from the design phase until it is closed down [2].

Despite the almost ubiquitous use of simulation for operational planning
in the semiconductor industry it has to be noted that simulation is not always
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the right tool. In certain scenarios there is still the need for alternative so-
lution approaches like queuing networks or mathematical programs. At the
moment, however, there are no clear guidelines available under which condi-
tions simulation should be replaced by other methods of analysis.

1.1 Semiconductor Manufacturing

Manufacturing semiconductor products is among the most complex produc-
tion processes known today [3, 4]. This has mainly two reasons: the production
process itself and the production planning and control.

Overview of the Production Process

The process of manufacturing semiconductor chips like processors or memory
components is divided into two parts, the front end and the back end. The
front end factories deal with processing a thin disc of silicon, the wafer. During
a series of thin film operations structures are built on this wafer. The front
end processing is finished as soon as the wafer is ready to be sewn into pieces,
the dies. In back end factories electrical contacts are attached to the dies
and they are packaged in plastic or ceramic. After burn-in and final test the
semiconductor chips are ready to be sold.

In the following we describe the front end manufacturing process in more
detail. The structures on the wafers consist of several layers, up to 50 for
memory products. Each layer is formed by about the same sequence of thin
film operations.

1. Cleaning
2. Oxidation (to separate the layers electrically)
3. Photo lithography

a) Coating with light-sensitive varnish
b) Projection of ultraviolet light or x-rays through a mask to generate

pattern on coating
c) Resist development

4. Etching
5. Deposition or ion implantation
6. Photo resist strip
7. Testing

In total, several hundred of processing steps are required to produce a wafer.
The layout of the front end or wafer fabrication facilities is similar to

classical job shops. I.e., tools performing the same operation, for instance,
etching, are grouped together in the same area of the shop floor. The wafers
are manufactured in lots. Typical lot sizes are 25 or 50 wafers. After finishing
a processing step the lot is moved to the next group of processing equipment
which might be located in a distant area of the shop floor. Lots are moved
either by operators with pushcarts or by an automated material handling
system (AMHS) .
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Overview of Production Planning and Control

The main purpose of production planning and control is to achieve given
performance goals like throughput or on-time delivery. The application of its
methods has to lead to a competitive advantage by running the fabrication
facility more efficiently. To reduce the complexity of the planning and control
task a hierarchically structured set of methods is implemented. A typical way
to separate the methods is according to their planning horizons. Usually, three
time frames are considered:

• Strategic planning (long-term): factory locations, product lines, marketing
strategies, quality improvement strategies, etc.

• Tactical planning (mid-term): staffing schedules, maintenance schedules,
advertising, etc.

• Operational planning (short-term): material flow control, lot release, dis-
patching, scheduling, break-downs, setups, etc.

Of course, the ultimate goal of all planning approaches is to maximize
revenue. Unfortunately, it is rather difficult to assess the direct impact on
revenue by improvements in operational planning, e.g., the financial benefit
of buying a new machine or replacing a certain dispatch rule. As a conse-
quence, financial aspects are replaced by material-flow oriented aspect for the
performance assessment of short-term planning methods. It is much easier
to measure, for instance, cycle times, throughputs or on-time delivery per-
centages and to compare planning approaches based on these measurements.
There are numerous methods available to control the material flow that are
customized to the special requirements of semiconductor manufacturing [5].

1.2 Modeling and Analysis of Material Flows in Semiconductor
Wafer Fabrication Facilities

The way of modeling a factory and the analysis methodology are closely re-
lated. The selection of a particular modeling technique already limits the range
of analytical tools that can be used, and vice versa. There are two categories
which are already sufficient to classify the models used to analyze material
flows in semiconductor manufacturing. The first category is the amount of
stochastic detail that is contained in the model, i.e., whether it is static or
dynamic, in other words, deterministic or stochastic. The second category is
the level of model details, where the level ranges from very abstract to almost
realistic. During the decision process about which type of model suits best for
the problem that has to be solved several questions have to be asked.

• Do the analysis tools available for this type of model help to solve the
problem?

• Is the level of detail of the result adequate for the problem?
• Is it possible to build the model in time?



94 O. Rose

• Is it possible to evaluate/analyze the model in time?

In general, the model type decision will be a compromise because the answers
to the above questions will not always be positive for a given problem and
a particular model type candidate. For instance, static and abstract models
usually take small amounts of time for building and evaluation but provide
only rough performance estimates. If a detailed answer is not necessary this
is definitively the way to go but usually more information is required.

In the following we present a number of analysis techniques that are applied
in factory performance analysis , their advantages, and their disadvantages.
Here, we do not comment on the time and effort that is necessary to build
the models for these methods. Our main interest is evaluation speed and
adaptability to real factory problems.

• Spreadsheets
Model type: static, from abstract to detailed

+ Fast evaluation
+ Comprehensive model
− Rather simple and coarse model
− Only basic factory data used
− No dynamic effects covered
− Small range of performance measures

• Stochastic petri nets
Model type: dynamic, from abstract to medium level of detail

+ Fast evaluation (if the model is not too large)
+ Dynamic effects covered
− Limited to certain probability distribution types
− Difficult to model certain dispatch rules

• Queuing networks
Model type: dynamic, from abstract to medium level of detail

+ Reasonable evaluation speed (some evaluation approaches can be rather
slow)

+ Dynamic effects covered
+ Large body of literature with factory problem solutions
− Difficult to model real factory in detail, e.g., real dispatch rules

• Simulation
Model type: dynamic, from abstract to high level of detail

+ Rich and realistic models
+ Dynamic effects covered
+ Large body of literature with factory problem solutions
− Slow model evaluation

As a consequence, simulation, or, to be more precise, Discrete-Event Sim-
ulation (DES) [6], was and is the main approach to analyze and solve opera-
tional problems in many industrial fields.
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Before the performance of the factory can be assessed by simulation we
need an appropriate simulation model. Depending on the goal of the study
models of different complexity can be used ranging from very detailed and
close to the real factory to coarse and abstract. For almost all industrial
studies full detail models are used. In academic studies both detailed and
simple models are being applied.

Typical model components for complete factory models are

• tool set,
• product routes,
• operators, and
• material handling systems.

1.3 Planning and Controlling the Flow of Material

There are several planning and operation control tasks that have to be per-
formed in semiconductor manufacturing. The planning problems are usually
almost the same for front-end and back-end factories. First, the company has
to make the decision to build a new factory because of increased customer de-
mand for new products that can no longer be fulfilled by the existing factories
or by buying these products from a competitor.

The next step is to forecast the product mix for this factory and the re-
quired capacity. Based on these forecasts and the process plans of the consid-
ered products the planners determine the required tool set taking into account
the process and capacity specifications of the tool manufacturers.

With this tool set the layout planning process is started. At this point
the material handling system comes into play because it is required to move
the product lots from one tool to the next tool. After studying several layout
alternatives the final layout of the shop floor including tools and material
handling system is found.

In a real factory there are additional planning requirements like supply
of clean air, chemicals, electricity, etc. which will not be considered here. As
soon as the factory construction is finished and the supply of all required
materials is functional the test production starts. This phase is called ramp-
up. Tool group by tool group the shop floor is populated and process engineers
run test operations to adjust the tool parameters in order to run processes
within specifications. During this low-volume test production phase factory
simulation models are built that grow with the number of tools in the tool set
on the shop floor. These models are used to determine the shortest path from
test to full operation of the factory.

When the tool set is complete and operational the usual factory plan-
ning and control system has to be established covering forecasting customer
demands, planning the product mix, and scheduling the work for the tools.

During the operational phase of the factory additional planning tasks have
to be performed. If tools become old and new processes are required for pro-
duction these machines have to be replaced by better equipment. If the factory
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capacity is becoming too small faster and/or more tools have to be bought.
To reduce the effect of unexpected tool down-times a preventive maintenance
framework has to be planned and operated. The operator planning depart-
ment needs appropriate staffing tools. New scheduling methods and paradigms
appear in the literature and come into practice at competitors factories. After
its operational phase the factory is ramped down and the process of fading
out of products and shutting down tools has to be supported by studies in
order to make it smooth and cost-effective.

During the whole life cycle of a semiconductor factory planning and con-
trol methods are applied but each phase has its own particular methods and
problems. The focus will be on controlling the flow of material in an opera-
tional factory because there we find the highest demand for using simulation
as a performance assessment tool. Another important field of application for
simulation is capacity planning.

1.4 Operational Material Flow Control

The material flow control consists of two parts: the lot release part and the
dispatching or scheduling part.

At lot release the intention is to find an optimal release time for a par-
ticular lot. Several authors claim that this part is more important than the
dispatching part [5]. The reasoning behind that conjecture is that if a lot is
started at the optimal point in time into the factory it fits smoothly into the
flow of the lots that are already processed inside the factory and only little has
to be done to adjust its ranking at particular tool groups and FIFO dispatch-
ing is adequate to achieve all performance goals. So far, however, there is no
study available that proves this conjecture for the semiconductor industry.

With respect to lot release there are two approaches. The first one is the
simple, open-loop-type control which is currently applied in most semicon-
ductor factories. The desired throughput, i.e., the number of wafer starts per
week, is given by the planning department. Then the distance between two
lot starts is the reciprocal of the throughput transformed into lots per week.
This is an open-loop control procedure because no information from within
the factory affects the lot release time computation. The procedure is very
simple and straightforward to implement.

The second type of lot release methods are closed-loop control approaches.
Here information from inside the factory is used to find the optimal release
time for a lot. The intention is to obtain a smooth and balanced material
flow in the factory by controlling the amount of material that flows into the
factory. If the factory is congested the release rate is throttled down. If the
factory is below its capacity limit more material will be released to it. The
release control methods differ in their definitions of the terms “congested” and
“below capacity”. All methods have to define a factory status variable or index
that has to be kept in a given window by the release control algorithm. In the
following we provide an overview of the closed-loop release control methods
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for semiconductor manufacturing that can be found in the literature. The
majority of the studies deal with front-end factories.

1.5 Practical Problems of Detailed Models

In semiconductor manufacturing, the factory simulation models are usually
given as input files for commercial or academic simulation packages. Up to
now there is no modeling language available that is accepted among all simu-
lator suppliers. An effort was made to establish the Testbed Data Format for
simulation models as quasi-standard but only a limited number of simulation
packages are able to read this format.

The modeling capabilities of commercial software are limited to the re-
quirements of the majority of the customers. For the remaining characteris-
tics, it is up to the simulation experts of the semiconductor company to extend
the capabilities of the simulations software if this is possible. If the simulator
cannot be customized to model a certain characteristic of the real factory, it
has to be determined to which extent this lack in modeling capability reduces
the usefulness and applicability of the simulator results. It is, however, hard to
assess the effects due to lacking capabilities because the only reference which
can be used for comparison is the real factory. Even if full modeling capability
cannot be achieved, this factory model will be better than having none.

Apart from missing modeling capabilities, the main problems in the indus-
trial environment are to find the correct model parameters and to keep the
models up to date. In this respect there are several problem areas.

Tool sets are permanently changing. Due to new products tools are re-
placed on a regular basis. These tools are usually different from the replaced
ones in almost all characteristics. In many cases, the actual characteristics de-
viate from the manufacturers specifications. As a consequence, it will take a
considerable amount of time until the true performance details of the new tool
are known. During that time, special care has to be taken when interpreting
the simulation results.

The routes and the operations are permanently changing. These changes
happen due the same reason as the tool set changes and have similar con-
sequences. It takes time until a new route or even a new operation can be
accurately characterized.

We are dealing with the statistical analysis of random measures. It is
very difficult to estimate the correct probability distribution type for the
breakdown behavior of the tools. Although nowadays all machines are per-
manently exchanging data with the MES (Manufacturing Execution System)
there are still data collection problems due to a fuzzy definition of the term
“breakdown”. Due to political reasons the unproductive percentage of a tool
is intended to be kept as low as possible because engineers and staff who
responsible for error-prone equipment are often running into problems with
shift managers and the planning department. Therefore, it can happen that
short tool failures are not taken into consideration for the breakdown statistic
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of a tool. Only if a failure lasts long enough or is severe enough such that it
becomes obvious that the tool is unproductive, it is added to the statistics
collection. The long failures, however, are less frequent than the short ones
and, as a consequence, the data set that can be used to estimate is too small
to be significant for TTF (Time To Failure) and TTR (Time To Repair) dis-
tribution estimation. Due to the permanent replacement of tools there is no
time to collect sufficient failure data from the tools.

2 Simple Models for Complex Manufacturing Systems

In this section, we present two studies where a very simple model is used
to mimic the behavior of a complex wafer fab. These studies show both the
strengths and weaknesses of applying models with a high level of abstraction
compared to the real world system.

The first study outlines the construction of the simple model and how it
can be used to determine the inventory level trajectory of a wafer fab after a
serious machine breakdown [7].

In the second study, we determine the parameters of the simple model from
a full-detail simulation model and compare several performance measures of
the simple and the complex model [8].

The two above studies indicate that simple simulation models are useful
for analyzing the behavior of complex wafer fabs in certain scenarios.

2.1 WIP Evolution After a Bottleneck Work Center Breakdown

In numerous studies (e.g., [9]) the long-term behavior of the fabrication facili-
ties in terms of mean cycle times, average inventory levels, etc. is determined.
These studies help to find dispatch rules for achieving given requirements such
as a certain probability to meet due dates.

There are fab phenomena, however, that cannot be explained with such
classical simulation approaches because only long-term or steady-state per-
formance criteria are taken into consideration.

One of these phenomena is the observation of huge amounts of work in
progress (WIP) even weeks after a catastrophic failure of the bottleneck work
center, i.e., all machines of the work center that constrains the fab capacity
are down for a few days. This particular fab behavior was reported by fab
managers of a large memory fab.

In contrast to classical simulation studies, we need to study the evolu-
tion of the fab, for instance the WIP over time, after the catastrophic event
and not the long-term behavior of the fab. To this end, we apply simulation
techniques that were used to compare the performance of routing algorithms
in communication networks after a node breakdown [10]. The major disad-
vantage of such techniques is the fact that instead of tens of simulation runs
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for classical studies, hundreds of them are required for studies of the system
behavior over time.

Hence, we first have to develop a simple fab model that shows the behavior
of a complete fab model with respect to our problem. To carry out the study
with the complete fab model is not possible due to the enormous run length
of hundreds of simulation replications. We carry out several experiments that
show how the simulation results change due to modifications in the model
and in the dispatching rules. It turns out that the model is capable of repro-
ducing the building up of inventory after catastrophic failure. In addition, we
show that due-date based dispatch rules such as critical ratio lead to a worse
fab performance in terms of WIP level and cycle time variations than FIFO
dispatching for the period after the catastrophic failure. This is very much in
contrast to the steady-state results where due-date based dispatching clearly
outperforms FIFO dispatching [11].

Simple Factory Model

Due to the layered nature of semiconductors, the wafers visit sequences of
machines several times, i.e., they proceed through the fab in cycles. Mem-
ory chips may have up to 30 layers. This cyclic visiting sequence of ma-
chines is responsible for a large part of the logistic problems of wafer fabs
because lots with different due date requirements compete for the machines.
If due-date based dispatching is applied, lots that are closer to their due
dates are preferred at the cost of waiting time for the other lots. The conse-
quences of this permanent reordering of lot priorities will become apparent in
Section 2.1.

To make a simulation study feasible with respect to running time, we re-
quire a fab model that shows the aforementioned behavior, but is considerably
less complex in terms of the number of machines. Figure 1 shows the proposed
factory model. It consists of a bottleneck work center, a delay unit, and a
control unit. The bottleneck work center determines the fab performance to a
large extent [4] and is therefore modeled in detail considering the number of
machines, processing times, and dispatch rules. The rest of the machines are
modeled as a delay unit. Each time a lot leaves the bottleneck work center it
is delayed for a random amount of time before it either leaves the fab or it
requests a bottleneck machine once more. The control unit decides whether
the required number of layers/cycles have been finished, and directs the lots
to the fab exit or back to the bottleneck work center.

For the simulation experiments we considered the following parameters.
These parameters are not chosen arbitrarily but in conformance with current
wafer fabs.

There are four products that are manufactured by the fab. Each product
has a lot start rate of 0.0925 lots/hour where the time between lot starts is
constant. The processing times at the bottleneck work center are 0.7, 0.9, 1.1,
and 1.3 hours, respectively. The processing times are assumed to be identical
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delay
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Fig. 1. Factory model

for each layer. All products have 10 layers. This results in a bottleneck work
center load of 92.5 % (= 4[products] · 0.0925[lots/hour] · 0.25 · (0.7 + 0.9 +
1.1 + 1.3)[hours] · 10[cycles]/4[machines]). This is a reasonable load for the
bottleneck work center if the average percentage of downtimes is assumed to
be less than 7.5 %.

The average period of time spent in the delay unit is 125 hours for each
product and layer. To facilitate the application of due date based dispatch
rules, we require the processing times of all machines. Hence, we have to
partition the delay time into a constant amount of 50 hours of process-
ing time and a random amount of time with an average of 75 hours for
waiting and other non-processing times. Details on the distributions of the
waiting time are given in the next section. We set the lead flow factor to
2.5, i.e., the ratio of cycle time and raw processing time is intended to be
2.5. For the bottleneck tool this is to be achieved by adequate dispatching,
whereas the rest of the fab represented by the delay unit is always con-
forming to the intended flow factor due to defining an average delay time
of 125 hours and a processing time of 50 hours. At lot start, a due date of
current time + 10 · (125 hours + 2.5 · bottleneck processing time) is assigned
to each lot.

The bottleneck work center consists of four machines. We consider the
following four dispatch rules.

FIFO (First In First Out) The waiting lots are scheduled in the order of their
arrival. This rule is the only one considered that does not lead to a re-
ordering of queued lots.

SPTF (Shortest Processing Time First) The lots are scheduled according to
their processing times. Lots with the shortest processing time are taken
from the queue first.

CR (Critical Ratio) Each time a lot has to be taken from the queue, the
following index is assigned to each of the waiting lots:

CR =
due date − current time

remaining processing time
.

The lot with the smallest index value is chosen for processing. As a con-
sequence, lots that are closer to their due dates are preferred.
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ST (Slack Time) Compared to CR, the index used for scheduling the lots is
based on a difference and not on a ratio:

ST = due date − current time
− remaining processing time .

Again, the lot with smallest index is removed from the queue. The ST
rule does not increase the priorities as fast as CR when lots are about to
miss their due dates.

In the latter three cases, ties are broken by the FIFO rule. In contrast to the
first two rules, the latter two rules take into account the due dates of the lots.

The above factory model is used to determine the fab performance after
a complete bottleneck work center breakdown. The simulation model was
implemented in ARENA [16], and the statistical post-processing algorithms
were developed by the author.

As a first step, we determine empirically the start-up phase of the system
[6]. Having started with an empty system, the estimated end of the transient
phase is at about 1500 hours.

Hence, we schedule the breakdown at 2000 hours of simulated time. All
machines of the bottleneck work center become unavailable for processing. Af-
ter 50 hours of repair time all machines start processing again. The simulation
ends after 5000 hours of fab time.

During each simulation replication of 5000 hours, we record WIP changes
and cycle times of finished lots. To reduce the amount of data and to facilitate
the synchronization of the measurements from different replications, we apply
the following method. The simulated time is divided into 10-hour intervals.
For each 10-hour interval, we compute the sample mean of the cycle times
of the lots that leave the fab during this period. With respect to the WIP,
we compute the time-based average of the WIP level during each 10-hour
interval, i.e., each WIP level observed during this period is weighted by the
percentage of time during which it is kept. For each replication, we obtain a
condensed WIP and cycle time sequence of 500 values each (5000 hours/10
hours).

To obtain statistically useful results, each experiment is repeated 500
times. The curves shown in the rest of this section are based on averaging
the condensed WIP and cycle time sequences of 500 simulation replications.
The 95% confidence intervals of the WIP sequence of the fab with FIFO dis-
patching are shown in Figure 2. All other experiments lead to approximately
the same ratios of confidence interval half-widths and sample means.

Modeling of the Delay

We begin our study with a set of experiments where we intend to determine
the effect the delay time model on the behavior of the fab model. First, we
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Fig. 3. WIP evolution for constant delay.

consider a delay unit where the delay time is constant, i.e., 125 hours for all
products and all layers.

Figure 3 shows the WIP evolution for constant delay under the regime of
the four considered dispatching rules at the bottleneck work station. In order
to be able to show some interesting effects, the run length of these replications
was extended to 8000 hours.

The two dispatch rules that do not consider due dates, FIFO and SPTF,
show a fundamentally different behavior from CR and ST. During the
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breakdown the WIP increases very fast for FIFO and SPTF, stays
approximately constant for about 1250 hours, and then drops down to the
steady state level immediately. In the case of SPTF, the WIP level is lower
than for FIFO. After about 3500 hours, no effects from the breakdown can be
observed in the fab. For CR and ST, however, the situation is different. WIP
builds up more slowly, but about 500 hours after the breakdown it is becoming
significantly higher than the FIFO level. Even after all lots that experienced
the catastrophic failure left the fab, this behavior is repeated with decreasing
WIP level. It is worth noting that there is almost no difference in the behavior
of CR and ST for an intended flow factor of 2.5.

In all cases, the WIP level oscillates at a frequency of about 1/125[hour−1].
The reason for this oscillations is the constant delay introduced by the feed-
back loop to the bottleneck work station. The lots waiting in the bottleneck
center queue are processed very fast compared to the feedback delay and show
up almost at the same time at the queue again.

Now, we explain the reason for the unexpected behavior of the system if
due-date dependent rules are applied. Right after finishing the repair of the
bottleneck machines , those lots are preferred by CR that are closest to their
due date. Since all lots that saw the bottleneck down have a due date that
is closer than all lots that are newly arriving after the end of the failure, all
of the blocked lots are always processed ahead of the new lots. New lots will
not be able to seize a server until all blocked lots left the queue. Therefore
the WIP is building up due to the permanent arrival of new lots. As soon as
all lots that experienced the failure have left the fab, the new lots that were
blocked by these lots take their role and the phenomenon of increasing WIP
repeats itself. Since the bottleneck work center has a spare capacity of 7.5 %
the peak level of the WIP is becoming smaller and smaller.

Looking only at the WIP graphs, it is likely to draw the conclusion that
SPTF is a reasonable dispatch rule in case of a catastrophic failure since it
leads to the smallest WIP level and little WIP level variations. With respect
to cycle times, this is no longer the case.

Figure 4 depicts the cycle time evolution for FIFO and SPTF dispatching.
While FIFO cycle times show the same behavior as FIFO WIP levels,

the SPTF cycle times show periods where the cycle times are lower than the
FIFO ones but also periods where the cycle times are considerably higher.
The reason is the priorization of lots with smaller processing times at the
bottleneck work center. Thus, the lots with a processing time of 0.7 hours
rush through the bottleneck but lots with a processing time of 1.3 hours have
to wait until lots of all other products have been processed.

Considering both WIP level and cycle times, there is a clear indication
that FIFO dispatching will help to avoid WIP build up and will considerably
reduce the cycle time variations.

Up to this point we discussed a fab that is completely deterministic. Of
course, this is not the case for a real fab. In particular, the waiting times
experienced by a lot are far from being constant. Hence, we consider a new
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Fig. 5. WIP evolution for shifted exponential delay.

delay model that offers larger variations in the delay times. We choose an
Exponential distribution with mean 75 hours shifted by 50 hours, i.e., we
assume a constant sum of processing times and an exponentially distributed
sum of waiting times and other non-processing times. The variation of this
model is higher than that of the Siemens fab.

Figure 5 shows the WIP evolution for shifted Exponential delay.
Neglecting the oscillations, the WIP evolution is similar to that presented

for constant delays (cf. Figure 3). For FIFO and SPTF, the WIP stays on
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Fig. 6. WIP evolution for shifted Erlang delay.

approximately the same level for about 1250 hours and goes down to the
steady-state level, whereas for CR and ST the WIP is constantly increasing
during that period. The WIP decrease is considerably slower than for the
constant delay fab. The oscillations disappear since the lots are no longer
synchronized because they experience random delays due to the shifted Ex-
ponential delay unit.

The two modeling approaches of constant delays and shifted Exponential
delays are the two extremal cases of delay time variability that were taken
into consideration. In the following, we apply a delay model that is closer to
real fab behavior: an Erlang-5 distributed delay time with a mean of 75 hours
shifted by 50 hours.

Figure 6 shows the WIP evolution for shifted Erlang delay.
The observed behavior is a mixture of the constant delay scenario and

the shifted Exponential scenario. Apart from a few oscillations right after
the repair of the bottleneck machines, the oscillation disappear due to the
randomness of the delay time. Again, FIFO and SPTF dispatching lead to
approximately constant WIP levels, and CR and ST to constantly increasing
WIP levels.

With respect to cycle times, the shifted Erlang system shows the behavior
presented in Figure 7.

As for the constant case, the FIFO, CR, and ST cycle time sequences are
approximately directly proportional to the respective WIP levels. In contrast
to the constant case SPTF cycle time graph, the shifted Erlang one has no
peaks higher than the FIFO curve. Due to the randomness in the delay times,
the order of the lots is somewhat rearranged during the passage of the delay
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Fig. 7. Cycle time evolution for shifted Erlang delay.

unit. Thus, there are not always the same lots competing for service at the
bottleneck work center.

Table 1 shows the average and variance of the cycle times observed in the
time interval from 2000 hours to 4000 hours. With respect to the average cycle
times, all four dispatch rules provide the same results. The variances of cycle
times, however, are considerably different. The due-date based dispatch rules
lead to a variance in cycle times that is about twice as large as the SPTF
variance. The FIFO variance lies between that of SPTF and Slack Time.

From the results of our experiments, we draw the following conclusions.
After a catastrophic failure of the bottleneck work station, the reduced fab
model introduced in Section 2.1 shows essentially the same behavior as re-
ported from a real wafer fab. Under the regime of CR dispatch, WIP level
and cycle times increase and reach their maxima several days to weeks after
the end of repair. This behavior can be observed for delay unit models with
different variability. In our experiments the variability ranged from none, i.e.,
constant delays, to shifted Exponential. For small amounts of variability the
WIP level tends to oscillate considerably. With respect to the average WIP

Table 1. Cycle times from 2000 hours to 4000 hours

Dispatch rule Average Variance

FIFO 1300.0 284.6

SPTF 1294.2 210.0

Critical Ratio 1297.0 409.1

Slack Time 1296.8 388.0
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level and cycle time, FIFO dispatch leads to about the same results as CR
for the period from leaving the steady-state until returning to it. Under the
FIFO rule, however, less variations in WIP and cycle time are observed and
the maxima of both measures are smaller. If the delay time variability is not
too small, SPTF provides even better results.

With respect to explaining the WIP increase even weeks after a catas-
trophic failure, we conclude that this fab behavior is caused by the combi-
nation of due-date oriented dispatch and the cyclic nature of the flow of lots
through the fab. Only these two typical characteristics of wafer fabrication
together, lead to the blocking of fresh lots at the bottleneck work center and
induce the constant WIP increase.

Avoiding the WIP Increase

Since unnecessary WIP is a waste of money and cycle times that are longer
and more variable than expected are causing trouble, fab managers try to
avoid such situations.

For our catastrophic failure scenario, we will not be able to apply complex
strategies due to the simplicity of the model and the lack of parameters to
play with. In the following, we present two simple strategies: changing of the
dispatch rule and stopping lot release during repair time.

The strategy of changing dispatch rules to avoid the WIP increase is based
on the following observation. For the first period of time after the repair of
the bottleneck tool, CR outperforms FIFO with respect to WIP level. During
the second period, however, FIFO leads to smaller amounts of inventory than
CR (cf. Figure 6). Unfortunately, as shown in Figure 8, this strategy does not
work.

Even though the dispatch rule changes from CR to FIFO at time 2700
hours, WIP increase as if the rule would have been left unchanged. This indi-
cates that the reordering of the lots that takes place after the repair determines
the evolution of the WIP to a large extent. Later changes have only a minor
influence.

As a second strategy, we tried an approach suggested by Goldratt [12]. As
soon as the bottleneck work center of a fab that is needed for the processing
of each product goes down the fab has zero capacity. Thus, it makes no sense
to release new material into the fab since it will be blocked. The lot release
should be restarted as soon as the bottleneck tool group is up again. Figure 9
shows the WIP graphs for a fab where lot release was stopped from 2000 hours
to 2050 hours.

During the repair time of 50 hours, the WIP level drops considerably.
Later on, the WIP evolution is identical to the conventional system shifted
by the WIP drop. For FIFO, the maximum WIP level is only slightly higher
than steady-state. For CR and ST, the maximum WIP level is higher than
for FIFO but considerably lower than for the original system. With respect
to the cycle times, the stopping of lot releases has only marginal effects. In
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summary, the stop strategy provides a clear benefit with respect to WIP level
but no effect with respect to cycle times. In addition, one has to take into
account that there must be some spare capacity at the bottleneck because
the lots that were not released to the fab during repair time will have to be
released to it later on.
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Fig. 9. WIP evolution for stopping lot releases.
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2.2 Estimation of the Cycle Time Distribution

In the above study, we were not able to obtain real fab measurements to
support the parameterization of our simple fab model. In particular, we had
to assume that the delay time variation lies between the one of a constant and
a shifted Exponential distribution.

In this study, we present a statistical analysis of the lot intervisit times of
the bottleneck work center in a realistic semiconductor manufacturing facility.
By means of this analysis, we are able to fit the parameters of an improved
simple fab model, and to compare the cycle time distributions of the full fab
model with those predicted by the simple model.

By means of simple fab models, we intend to foster our basic understanding
of the behavior of wafer fabs under the regime of different lot release and
dispatch rules. If the simple modeling approaches mimic accurately the full
fabs, these models can be applied for the development of new control strategies
for wafer fabs.

Full Factory Model

As test fab for our experiments, we choose the slightly modified MIMAC fab 6
testbed data set [13]. Fab 6 consists of 228 machines and 97 operators. It man-
ufactures 9 types of wafers each of which has more than 10 layers and requires
more than 250 process steps. The modified fab produces no scrapped wafers
and has only 6 products because there are 3 products that do not require the
bottleneck work center for being processed. With respect to dispatch rules it
should be noted that setup avoidance is always used in our experiments. The
time between lot starts of each product is constant.

We use the Factory Explorer simulation tool to collect the following
datasets from the modified MIMAC 6 full fab model [15]. Given a bottle-
neck load and a dispatch rule for all work centers/tool groups, we record for
each product the following delays. We consider the time from lot start until
it first reaches the bottleneck, the start delay, for each cycle separately the
time it takes to reenter the bottleneck after leaving it, the cycle delay, and the
time from leaving the bottleneck for the last time until having left the fab, the
final delay. For each considered time period several thousand measurements
are taken. The measured intervals consist of processing times, setup times,
and waiting times. Then, for each of the data sets a theoretical distribution is
selected. The decision is based on Q-Q-plots and sums of squared differences
of the measurements’ histograms and several distribution candidates. In ad-
dition, the autocorrelation function of each dataset is computed for the first
30 lags.

We consider the following four scenarios: FIFO and CR with a bottleneck
load of 80% and 95%, respectively. For a review of dispatch rules see [9] or [4].

For each scenario the simulation is run for 10 years of fab time. The first
year’s measurements are not considered to avoid an initialization bias. We
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obtain for each time period of interest at least 2000 measurements. For each
scenario more than 100 distributions have to be fitted. To keep the model
simple we intend to use only one class of distributions to model all delays. It
turns out that the class of shifted Gamma distributions provides the best
match among all tested candidates. For each shifted Gamma distribution
gamma(α, β)+Δ three parameters have to be estimated: the shape parameter
α, the scale parameter β, and the shift parameter Δ. First, we determine the
set of parameters that minimizes the squared distance of the empirical density
of the measured data and the shifted Gamma density function. Then, while
keeping the scale parameter, the two other parameters are recomputed in or-
der to obtain the same mean and variance for empirical data and theoretical
density function. This method offers the best result with respect to provid-
ing a good match in shape of the distributions of the delays while achieving
the exact values for mean and variance. As an example, Figure 10 shows the
empirical distribution of the first cycle delay of product 1 of the CR 95%
scenario. The other fitted Gamma distributions show approximately the same
level of accuracy.

For the 95% scenarios, almost all sequences of measurements show con-
siderable correlation. In most cases, the lag-1 coefficients of correlation are
larger than 0.5 and the decays of the autocorrelation functions are slower
than exponential for at least the first ten lags. Figure 11 shows the empirical
autocorrelation curve for the first 30 lags of the aforementioned sequence of
measurements.

These correlations originate basically from the fact that subsequent lots
of the same product and the same layer, i.e., the same bottleneck inter-visit
cycle, see the fab and its machines in roughly the same state. Due to dispatch
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rules such as FIFO or CR, overtaking of lots is avoided to a large extent.
In addition, lots are grouped while waiting for batch completion at batch
machines such as oxidation ovens.

Simple Factory Model

In order to predict the cycle time distributions correctly, the model used in
Section 2.1 has to be modified. The general idea of a detailed model of the
bottleneck work center and delay units representing all other work centers is
kept. The bottleneck model includes the number of machines, the processing
times of each product, and the application of the full fab dispatch rule. There
is one delay unit for the time spent by a lot from release to first entering the
bottleneck work center, one delay unit for the period of time that it takes from
departing the bottleneck machines until reentering the bottleneck queue, and
a delay unit for the time from leaving the bottleneck for the last time until
finishing the final processing step. The model is depicted in Figure 12.

All delays are modeled by shifted Gamma distributions that are parameter-
ized as mentioned in Section 2.2. For each product the delays are determined
individually. The same holds for each product’s cycle delays.

To model correlated delays, we choose the following approach. If we add
two random variables that are Gamma distributed with a common shape pa-
rameter the result is Gamma distributed with the same shape parameter and
a scale parameter that is the sum of the two single ones [6]. Given a sequence
of random variables Xi that are gamma(α

n , β) distributed for a positive inte-
ger n, the sum Zj =

∑j
i=j−n+1 Xi is gamma(α, β) distributed for j ≥ n. The

coefficients of correlation result in ρj = n−j
n for 0 ≤ j ≤ n, and ρj = 0 for
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Fig. 12. Modified simple factory model.

j > n, because we keep n−1 values and replace just a single value to compute
Zj from Zj−1.

This simple approach facilitates a delay model with Gamma distributed
delays having a linearly decreasing correlation structure. The modeling of de-
lays with other correlation structures, such as autoregressive processes, while
still providing Gamma distributed values is considerably more complex than
the above method [14].

Results

The simple factory model is implemented in ARENA 3.01 [16]. The duration
of each run is 10 years of simulated time. Measurements taken during the first
year are discarded.

To determine whether both the simple factory model and the full factory
model exhibit the same behavior, our primary goal is to match cycle times for
each product in mean, variance, and shape of distribution for both models. In
the following experiments, lot release and, as a consequence, bottleneck loads
are exactly the same for both models.

We first consider FIFO dispatching. In the 80% load scenario the cor-
relations of the delays are low compared to the 95% case. Thus, we used
uncorrelated delay units for the simple fab model. Figure 13 shows the cycle
times of product 1. The histograms of the cycle times for the simple and the
full factory models match well. The same holds for all other products.

In the FIFO 95% load scenario, the delays are considerably correlated with
empirical lag-1 coefficients of correlations ranging from about 0.5 up to 0.9.
To keep the model simple, we apply two correlation scenarios: moderate with
a lag-1 correlation of 0.66 (n = 3) and strong with a lag-1 correlation of 0.9
(n = 9). Without modeling the correlations the histogram shapes look similar
but the mean cycle times are too low. Introducing positive correlation has a
clumping effect on the lots because consecutive lots of the same product have
similar delays. It turns out, however, that this lot clumping does not result
in higher cycle times as expected. Figure 14 depicts the product 1 cycle time
histograms of the full fab and the simple fab with uncorrelated delays. The
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histograms for the correlated delays are not shown because they almost match
the uncorrelated one.

In the following, CR dispatching is considered. The FIFO dispatching at
95% load leads to an average flow factor over all products of about 2.1, where
the flow factor is defined as the ratio of average cycle time and raw processing
time. The target flow factor for the CR 95% scenario is set to 2.1. This results
in shorter cycle times for all but one product and a considerable reduction of
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variance of cycle times for all products. This is a typical result for switching
from FIFO to CR in a wafer fab [11]. In Figure 15 cycle time histograms of
product 1 under the regime of FIFO and CR are provided.

Figure 16 shows the cycle time histograms of the CR 95% scenario. In
contrast to the FIFO scenarios, the shapes of the histogram curves do not
match well for either strength of correlation.
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This result is caused by a special property of the CR dispatch rule. The
application of CR not only completely avoids overtaking of lots of the same
product and cycle, such as FIFO does, but also to a large extent overtaking
of lots of the same product that are in different cycles, and of lots of different
products. Here, lot overtaking is defined as lots being processed earlier at the
bottleneck than lots that are closer to their due date. In the full factory model
this kind of overtaking only rarely happens because at each machine the lots
are processed according to their due dates. In the simple model, however, this
reordering of lots does only take place at the bottleneck work center. Only
the effect of overtaking of lots of the same product and cycle is reduced by
introducing correlation that leads to lot clumping.

The variance reduction effect of CR is visualized in Figure 17 and Fig-
ure 18. In both cases lots have the same distribution of cycle delays for each
cycle, but the shapes of histograms of the periods of time taken from lot start
to finishing a particular cycle are considerably different. In case of full factory
with CR, most of the histograms of consecutive cycles are clearly separated (cf.
Figure 17) whereas the histograms overlap in the case of simple factory with
CR (cf. Figure 18). Due to CR, lots of one product being in the same cycle
are grouped together with respect to cycle times in the full factory model.

Table 2 shows the mean and standard deviation values μ and σ of the cycle
times of product 1 for the considered scenarios. In case of FIFO, the simple
factory model values are close to those of the full model. For the CR scenario,
however, the values provided by the simple model are considerably lower than
for the full model.
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Table 2. Mean and variance of product 1 cycle times

FIFO CR
full simple full simple

μ 889.60 860.56 811.85 793.26
95%

σ 36.344 44.355 15.262 44.801

μ 660.65 655.37
80%

σ 24.811 31.466

3 Conclusion

In Section 2.1, we presented a reduced wafer fab model that exhibits essential
features of a real wafer fab. It consists of a detailed model of the bottleneck
work center and a delay unit that models the remaining machines of the
fab. Lots released to the fab model have to cycle through bottleneck and
delay unit repeatedly in order to model the layered nature of semiconductor
manufacturing. For our experiments, four dispatch rules at the bottleneck
work center are assumed. Two of them without due date dependence (First In
First Out, Shortest Processing Time First), and two of them with due dates
involved (Critical Ratio, Slack Time).

This fab model is used to assess the evolution of the WIP level and cycle
time of the fab after recovering from a catastrophic failure, i.e., a complete
failure of all bottleneck machines for a longer period of time.

Particular attention is devoted to the modeling of the delay time for the
delay unit. It turns out, however, that the dispatch rules have a greater effect
on the behavior of the fab than the choice of the delay time model.
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Using the proposed model, we were able to reproduce fab behavior as
observed in real semiconductor manufacturing facilities. It turns out that the
phenomenon of increasing WIP is mainly caused by a combination of the
due-date oriented dispatching and the cyclic nature of the lot flow. Using the
simple strategy of stopping lot releases during repair time, we provide first
results on how to partially avoid the tremendous increase in inventory after a
bottleneck breakdown.

In Section 2.2, we presented a simple factory model that is intended to
predict the cycle time distributions of the lots in a semiconductor fab and
to facilitate the understanding of the basic fab behavior under the regime of
different dispatching and lot start rules.

The model is well suited to predict the cycle times in the FIFO case. For
CR, however, the dispatch rule avoids overtaking of lots with a later due
date if other lots with a closer due date are already waiting for a resource to
become available. This property of CR reduces both mean and variance of the
cycle times. The current version of the simple factory model is not capable of
avoiding lot overtaking. This results in cycle times that have a higher variance
than those of the full factory model.

In summary, the application of simple models for complex production sys-
tems is a helpful tool to analyze and understand the principal system behav-
ior. For detailed quantitative estimates of the system performance, there are
scenarios where these models are too simple to provide accurate results.
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H-1014 Budapest, Hungary

1 Introduction

Nowadays the complexity of logistics is a buzzword spreading in business,
media and everyday practice. However, the study of logistics networks from
the point of view of complex dynamical systems theory has started only re-
cently. In the past decade, physicists have been more and more interested
in interdisciplinary fields such as biophysics, traffic physics, econophysics, or
sociophysics [28, 7, 13]. Also, the study of production processes and logis-
tics networks has become attractive [27, 37, 1], although the title of the book
“Factory Physics” [23] suggests that there should be some connection. In fact,
it is quite natural to study production and logistics from the point of view of
material flows [14]. Therefore, many-particle approaches such as Monte-Carlo
simulations and fluid-dynamic models [8, 15, 31, 2] should be applicable to
logistics systems. As we will discuss in the following, this is really the case.

Our contribution is structured as follows: In the first part (Sec. 2) we
highlight some sources of complex dynamical behavior in logistic systems and
discuss the impact and implications of these mechanisms. In particular we
address the nonlinearities in material flow processes (Sec. 2.1), caused by
control algorithms. Moreover, the dynamics induced by connecting several
logistic sub-systems in networks has itself important influence and may lead
to complex dynamics and instabilities, even if a single subsystem behaves
stable and regular (Sec. 2.2). Thirdly, we discuss phenomena like the “slower is
faster effect” emerging due to nonlinear interactions in many particle systems
as they are regularly found in transport systems in logistics (Sec.2.3).

The second part of this paper, i.e. Sec. 3, introduces two basic control
principles, which may improve the controllability of complex logistic systems.
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On the one hand side, system wide coordination by means of synchroniza-
tion can be reached by a local coupling of neighboring control elements, while
centralized control is not necessarily required (Sec. 3.1). But also by establish-
ing suitable local interaction mechanisms local coordination may eventually
spread all over the system (Sec. 3.2). Both principles benefit from the inter-
esting features of self-organizing systems: based on nonlinear interactions, a
locally emerging pattern may have global effects.

2 Sources of Complex Behavior in Logistic Systems

Modern logistics systems inside a factory as well as the corresponding logistics
systems for supply and distribution are typically large networks of various pro-
duction and storage facilities. Their dynamics is governed by complex, system
immanent inter-dependencies involving both deterministic and stochastic ele-
ments as well as unforeseen external influences. In certain regards logistics and
production networks may be described as coupled dynamical queuing systems.
Considering discontinuities in the processes and a generally non-synchronous
flow of material and information in network like systems, modeling an un-
derstanding of the dynamics of these complex systems is challenging. The
traditional approaches to queuing systems focusing mostly on equilibrium so-
lutions or computationally costly discrete event simulations are limited if it
comes to larger systems. Moreover, usually a huge number of non-stationary
system components, e.g. for transport tasks are included in logistic systems.
Thus logistic systems, in particular transportation systems, fit into the class
of multi particle systems which reveal a number of quite surprising dynamical
properties [13].

In the following we shall discuss typical sources of complex behavior in
logistic systems and recent approaches to modeling and understanding of the
related complex dynamical behavior.

2.1 Discontinuities in Processes

Production and supply processes are usually not constant in time. Weekly and
seasonal cycles, for example, generate oscillatory behavior. However, a closer
look at logistics systems uncovers, that within a logistics process several mate-
rial flows (i.e. different products and educts) will interfere at nodes of logistics
networks. These nodes may be workstations in production or warehouses and
terminals in supply networks where material flos compete for scarce resources
(capacities, time, vehicles, ...). For the majority of all logistic systems a paral-
lel service of several intersecting flows or conflicting tasks is impossible, unsafe
or inefficient. Alternating exclusion of conflicting tasks is frequently required
in the organization of production processes, road traffic or in communica-
tion networks. Instead of parallel processing a sequential switching between
different tasks must be organized (see Fig.1).
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a)

21 3

b)

Fig. 1. Situations, where conflicts in the service of different material flows at inter-
section points must be resolved are common in logistics networks.
(a) Illustration of a production system in which a robot has to serve three different
processes. Such switched server systems can be understood as hybrid dynamical sys-
tems: We have different buffer queues which are continuously filled with materials
but only one of the buffers can be emptied at a time. Moreover, switching between
containers takes a setup time τsetup. Therefore, switching reduces service time and
is discouraged (after [32]).
(b) The same situation occurs in traffic networks. At a single intersection the service,
i.e. the green light of corresponding traffic lights is switched between the different
lanes to allow all vehicles to cross the intersection without conflicts. While switching
from one state to another, all traffic lights are set to red for a period of τsetup

If we consider logistics systems as dynamic systems, control related switchings
between different operation modes and parameters are essential nonlinearities
leading to complex behavior in these systems. At a reasonable level of ab-
straction it is possible to neglect stochastic influences and to approximate
the material flows as a continuous flows. This approach leads to models of
dynamical systems consisting of piecewise defined continuous time evolution
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processes interfaced by some logical or decision making process. These systems
have to be described by continuous as well as by discrete (logical) variables
in the framework of hybrid dynamical systems.

Figure 2 illustrates a system in which a robot has to serve three different
processes. Such systems can be mapped to so-called switched server systems:
Let us assume we have different buffers which are continuously filled with
material at certain rates. All buffers have finite storage capacity, and only one
buffer can be served at a time. Moreover, switching between different buffers

a) b)

c) d)

Fig. 2. Illustration of a switched server model . The graphics (a) on the right
illustrates the strange billiard dynamics of the trajectories, which is often chaotic.
By changing the capacity b of buffers, different dynamic behavior of the system is
induced, as depicted in a bifurcation diagram (b). The dynamics directly determines
the reached throughput rate ρ(b) of the manufacturing system (c). Note, that a
lossless production will result in ρ = 1.0 and the restricted capacity of buffers
can dramatically decrease the throughput, and even induce surprising jumps in
the production rate (The different curves correspond to different feeding rates of the
input buffers.). The dynamics determines also the distribution of throughput-times,
which can be multi-modal even for such relatively simple systems, as the histogram
(d) depicts (after [31])
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or different products, respectively, takes a setup time. Therefore, switching
reduces service time and is discouraged. As a consequence, one may decide to
empty the currently served container completely and then switch to the fullest
container in order to avoid that its capacity is eventually exceeded. However, if
the capacity of any buffer is reached before an other product buffer is served
completely, the service of the latter must be interrupted to serve the filled
buffer anyway. Such a control algorithm (which is usually implemented in
form of priority policies in production systems) leads, if mapped to the state
space of the system, to a strange billiards kind of dynamics (i.e. trajectories re-
minding of billiard balls reflecting at some non-rectangular boundaries). These
dynamics can be investigated by considering the mapping of boundary points
onto other boundary point under the dynamics of the system. Depending on
the properties of this mapping it may easily happen that this dynamics tends
to be chaotic [32, 31] (see Fig. 2). In particular, production speeds for different
product and the capacities of buffers or material flow relations are crucial pa-
rameters, which play the rule of bifurcation parameters in the dynamic system.
If critical parameters values are reached or crossed, the dynamic behavior of
the system can, according to bifurcation theory fundamentally change, often
unexpected.

Moreover, the complicated, even sometimes chaotic dynamics has impli-
cations for the relevant performance metrics of manufacturing and logistics.
Depending on the dynamic regime, throughput times and their distributions,
for instance, are changing. For this reason, many statistical distributions of
arrival or departure rates may actually be a result of non-linear interactions
in the system. The complex dynamics has important consequences for the
system, making it difficult to predict the future behavior and process times.
This complicates control a lot. Moreover, non-linear interactions often imply
(phase) transitions from one dynamical behavior to another one at certain
critical parameter thresholds. Such transitions are often very unexpected and
mix up the schedules. We actually conjecture that the phase space (i.e. a rep-
resentation of dynamic behaviors as a function of parameter combinations) is
in many cases fractal, i.e. subdivided into small and often irregularly shaped
areas. An understanding of such systems requires a solid knowledge of the
theory of complex systems. For this reason, production and logistics are in-
teresting areas for fundamental and applied research of theoretical physicists.
We should particularly underline that, due to the many parameters in pro-
duction systems (e.g. production speeds, minimum or maximum treatment
times in time-critical processes, etc.), the sensitivity to (even small) param-
eter changes is mostly large. Therefore, the performance for a new combina-
tion of parameter values is only poorly estimated by interpolation between
previous experimental measurements, which are usually available for a few
parameter sets only. That is, the predictability and robustness of production
processes is often low, while they are an important aspect for efficient and
reliable production.
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2.2 Network Effects

Several previous works uncovered a variety of oscillatory and even chaotic
behavior in production systems and supply chains [25, 32, 17, 36]. Whereas
traditional modeling approaches focused on stochastic queuing models re-
cently the formulation of continuous flow models for the information and
material flows in supply networks lead to new insights. By formulating the
dynamics of warehouses or suppliers in a supply network in form of coupled
differential equations by denoting the inventory of a node j in the supply
chain as

dNi

dt
= Qin

i (t) − Qout
i (t) =

u∑

j=1

dijQj(t)

︸ ︷︷ ︸
supply

−

⎡

⎣
u∑

j=1

cijQj(t) + Yi(t)

⎤

⎦

︸ ︷︷ ︸
demand

. (1)

Here u production units or suppliers j ∈ {1, . . . , u} deliver dij products of kind
i ∈ {1, . . . , p} per production cycle to other suppliers and consume ckj goods
of kind k per production cycle. The coefficients ckj and dij are determined
by the respective production process, and the number of production cycles
per unit time (e.g. per day) is given by the production speed Qj(t). That is,
supplier j requires an average time interval of 1/Qj(t) to produce and deliver
dij units of good i. The above formulation allows for an investigation of supply
chains in terms of the stability theory for dynamical systems. In particular the
influences of different supply network topologies, which enter into the model
via the supply matrix dij are accessible for a mathematical analysis.

Helbing et al. [17, 21, 22] found both convective and absolute instabilities
in continuous models of supply chains, which induce in certain parameter
regions increasing oscillations along a supply chain. These observations may
explain the so called bull-whip or Forrester-effect from first principles. The
investigation reveals additionally, that sometimes even small changes in the
supply network topology can have enormous impact on the dynamics and
stability of a supply network.

The results of such models may therefore allow for a systematic approach
to the design of robust supply networks under dynamically changing demands.

2.3 Dynamic Interactions and “Slower is Faster” Effects

One characteristic feature of driven multi-component or driven many-particle
systems operated near capacity is the possibility of mutual obstructions due to
competition for scarce resources (time, space, energy, etc.). From game theory
it is known that the selfish, local optimization of the behavior of all elements
can lead to system states far off the system optimum. That is, even if all parts
of the system perform well and serve the local demands best, the overall result
can be very bad. This is obviously the case, if the different processes are not
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well synchronized or coordinated otherwise. Therefore, it can be better to wait
for some time rather than starting activities immediately upon availability.
Such actionism could produce overcrowding, bottlenecks, and inefficiencies in
other parts of the system. We will illustrate this, sometimes rather surprising
effect for different examples of transport and production systems.

Slower is Faster Effects in AGV Systems

Nowadays material transport within nodes of logistic networks, such as ware-
houses, manufacturing systems or logistics terminals, is often done by auto-
mated guided vehicles (AGV), i.e. without any drivers. These vehicles move
along virtual tracks. We have studied such a logistics system, namely a con-
tainer terminal in a harbor. There, containers had to be moved from the ships
to the container storage area and back (see Fig. 3). However, instead of mov-
ing most of the time, they often obstruct each other. This is, because each

Fig. 3. Top: Illustration of a container terminal in a harbor. The containers are
moved by automated guided vehicle along virtual tracks. Bottom: The total trans-
port time is composed of the run time and the waiting time, which varies a lot.
Furthermore, it strongly depends on the vehicle speed
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vehicle is surrounded by a safety zone, which may not be entered in order to
avoid accidents and damage of goods.

According to the “slower-is-faster effect” , the logistic processes may be
more efficient, if the speed of the automated guided vehicles is reduced. In
fact, there should be an optimal speed. Reducing the speed will, of course,
increase the run times. However, it also allows one to reduce the safety zones,
since these are essentially proportional to the speed. As a consequence, the
vehicles will not obstruct each other so often. Thus, their waiting times will
go down. Moreover, the predictability of the whole system is improved due
to the reduced fluctuations, such that also the scheduling of transport jobs
has to deal with smaller safety margins. These effects can overcompensate
the increase in the run times. Therefore, reducing speed can sometimes make
logistic processes more efficient.

Dynamic Interactions and the Optimization of Buffer Loads

A similar observation can also be made in storage units with automated ma-
terial handling systems. Here we refer to a production layout which can be
found in many industries as for instance the packaging industry. We consider a
two stage manufacturing process, where the different stages are decoupled by
an automated storage area which serves as buffer. In some factories producing
packaging materials (see Fig. 4), the most expensive machine, the corrugator,
brakes down quite frequently, if it is not new anymore. The corrugator pro-
duces the packaging material (corrugated paper), i.e. the basic input for all
other machines. Therefore, the breakdowns are usually considered as caus-
ing the main bottleneck and limiting the profitability of the factory. As a
consequence, the corrugator is often run full speed whenever it is operational.

Potentially, this causes earlier breakdowns, which could be avoided by a
lower speed of operation. Moreover, it also produces congestion in the buffer
system. Whenever the system exceeds a certain utilization (“work in pro-
cess”), so-called cycling procedures are needed to find the stacks which were
required for further processing (see Fig. 4). These cycling procedures take
over-proportionally more time, when the buffer system becomes fuller. In this
way, the buffer operations become quite inefficient. As a consequence, the real
bottleneck is the buffer system.

In principle, there are two ways to solve this problem: Either to increase
the buffer storage capacity or to stop the corrugator, when the buffer system
reaches a certain utilization (see Fig. 5). While the corrugator is turned off,
it can be cleaned and fixed. This proactive maintenance can reduce the num-
ber and duration of unplanned downtimes. Therefore, reducing the speed of
the system increases its throughput and efficiency again. Our event-driven,
calibrated simulations of the production system indicate that the expected
increase of production efficiency would be of the order of 14%.
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a)

b)

Fig. 4. Top: Illustration of a plant in the packaging industry producing boxes.
The corrugator produces corrugated paper board, which is processed (e.g. cut and
printed) by conversion machines. Transfer cars transport the materials, and buffers
allow for a temporary storage.
Bottom: Illustration of the cycling procedure, by which a specific stack is moved
out of the buffer for further processing. This procedure can be quite time-consuming,
if there is a lot of work-in-process (WIP) in the buffer

3 Self-organization in Complex Systems as a Possible
Control Paradigm

Besides the dynamical phenomena discussed above, the optimization of pro-
duction processes is often an NP-hard problem . For this reason, it is com-
mon to use precalculated schedules and designs determined off-line for certain
assumed boundary conditions (e.g. given order flows). This is mostly done
with methods from Operations Research (OR) or event-driven simulations.
However, in reality the boundary conditions are varying in an unknown way,
so that the outcome may be far from optimal, as the optimal solution is
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Fig. 5. Top and middle: The optimum buffer utilization is neither close to zero
nor close to capacity. In the first case, the buffer may be emptied, so that further
production steps are delayed. In the second case, buffer operation becomes inefficient
or even almost impossible. In the illustrated practical example, the optimum buffer
utilization is between 58% and 62% (only!). Stopping further transfer to the buffer
at this level is reasonable and allows for proactive maintenance of the upstream
production machine(s). According to computer simulations, this strategy is expected
to reach a reduction in production times

sensitive to parameter changes (see Sec. 2). Therefore, adaptive on-line con-
trol strategies would be desirable. Although they cannot be expected to be
system-optimal, the higher degree of flexibility promises a higher average per-
formance, if the adaptation manages only to drive production close to the
system optimum.

As the exact system optimum can mostly not be determined on-line, one
needs to find suitable heuristics. Typical and powerful heuristic methods are,
for example, genetic or evolutionary algorithms. However, their speed is also
not sufficient for adaptive on-line control. Therefore, we are currently seeking
for better approaches that make use of characteristic properties of material
flow systems such as conservation laws. A typical example is the continuity
equation for material flows. Such equations can also be formulated for merging,
diverging, and intersecting flows, although this is sometimes quite demanding.
Moreover, most of the logistic material flow networks are subject to continuous
demand variations and unforeseen failures. Besides adaptivity and optimality,
robustness and flexibility are important requirements for control concepts.
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Can we learn from the stable, smooth, and efficient flow of nutrients and
other chemical substances in circulatory systems of biological organisms? Syn-
chronized dynamics of a population of cells often plays an important role for it
[35, 41]. For example, our heart functions as an pump through the appropriate
synchronized dynamics of a population of cardiac cells. This synchronization is
realized through appropriate designs of cardiac cells and their network archi-
tecture of local interactions. Another interesting example is found in amoeboid
organisms [29, 40], where the rhythmic contraction pattern produces stream-
ing of protoplasm. Synchronization phenomena have been intensively studied
for these biological systems during the last decades by means of mathematical
models, in particular coupled phase-oscillator models [4, 12, 24, 35, 39].

3.1 Bundling Effects and the Synchronization of Switching
Controls

Let us consider at first the problem of coordinating the switching between
conflicting flow directions in a material transport network, which is a directed
graph with of a set of nodes and links. Material can move between the nodes
with a finite velocity. Thus any moving element experiences a delay tij between
its departure at one node i and its arrival at the next node j. Whereas a
distinct subset of nodes may act as a source or sink of moving material, we
shall concentrate on those nodes where the flow of material is conserved, i.e.

∑
qin =

∑
qout. (2)

Here
∑

qin and
∑

qout denote the average rate of incoming and outgoing ma-
terial, respectively. Each node has to organize the routing of materials arriving
through incoming links towards its outgoing links. All allowed connections be-
tween incoming and outgoing links can be described through discrete states of
the respective node. As long as such a state is ‘active’, material can flow from
a subset of incoming links through the node and leave through outgoing links.
All other flow relations are blocked. Usually the switching between different
discrete states needs a certain time interval τ , called switching- or setup- time.
Depending on the flow rates, the duration of these discrete states may vary.
A major simplification of the problem can be obtained if we consider a cyclic
service sequence, we can assign a periodic motion to every switching node.
Thus, a node can be modeled as a hybrid system consisting of a phase-
oscillator and a piecewise constant function M that maps the continuous
phase-angle ϕ(t) to the discrete service state s(t), e.g. M : ϕ(t) → s(t).
The switched service of different flows leads to convoy formation processes.
This implies highly correlated arrivals at subsequent nodes, which requires to
optimize M with respect to a minimal delay of the material. Whereas the map
M can be optimized according to the actual local demand, the phase-angle
ϕ is coupled to the oscillatory system of the neighboring nodes. Thus with
a suitable synchronization mechanism we can achieve a coordination of the
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switching states on a network wide level. In consequence we suggested in a
previous paper [26] an adaptive decentralized control concept consisting of
two parts:
(a) Phase-synchronization of all oscillators in the network, based on local cou-
pling between intermediate neighbors.
(b) Mapping of phase-angles to the switching states based on local optimiza-
tion.
For the sake of concreteness, we applied our method to the control of traffic
lights at intersections of road networks. The objective of our decentralized
control method is the network wide coordination of the individual switching
sequences based on a local coupling between the intersections in the road net-
work. By modeling each intersection i as an oscillator, characterized by its
phase-angle ϕi and its effective frequency ωi = ϕ̇, coordination is achieved by
synchronizing the oscillator network. Hereby, for providing a common time
scale and allowing the intersections to trigger the switching cycles right at the
best time, we used a phase-locked state where the phase difference between
neighboring oscillators is fixed [35].

Therefore we applied a coupling between any oscillator i = 1, 2, . . . N and
its nearest neighbors j ∈ Ni with adjustments of phases and frequencies on
two different timescales.

Figure 6 shows a simulation of the control concept developed in [26]. Adap-
tive traffic light synchronization is an example for a potentially self-organized
coordination among locally coupled service stations. The fraction of green
lights for the east-west direction in a Manhattan-like road network varies in
an oscillatory way, as expected. However, in contrast to precalculated traffic
light schedules, the oscillations are adaptive and provide a flexible response to
the local, stochastically varying traffic situation. The travel times of vehicles
traversing a regular lattice road network are reduced due to a network wide
coordination of traffic lights.

3.2 Congestion and Adaptive Re-routing

However, many times, materials can be processed by multiple machines with
different technical and performance specifications. In the simplest case, one
has I identical machines for parallel processing. The question is, which stacks
should be sent to what machine? Therefore, if different alternative produc-
tion paths are available, adaptive routing is an issue (see Fig. 7). Due to the
finite setup times, it is normally not reasonable to send different stacks of the
same job to different machines. Moreover, depending on capacity utilization,
it may be costly to use all available machines. Obviously, the optimum usage
of parallel processing capacity must be load dependent.

Here, a biologically inspired approach can help. When the trails are
wide enough, ants are known to establish one path between the nest and
a single food source. After some time, this path corresponds approximately
to the shortest path. This means a minimization of “transport costs”, i.e.
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a)

b)

c)

Fig. 6. The travel times of vehicles traversing a regular lattice road network (a) are
reduced due to a network wide coordination of traffic lights. From a random initial
state, the decentralized adaptive control concept let the intersections exponential
convergence towards a globally synchronized state (b,c). Both, the synchronized
cycle times as well as the locally adjusted switching states, allow the emergence of
green waves and the reduction of overall travel times
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a) b)

Fig. 7. The choice between different available alternative ways in crowded situations
occurs both in production and traffic, as well as in natural systems. Ants are able
to adapt to this situation by a simple, local interaction mechanism.
a) Illustration of different routing options for material flows in a packaging factory.
b) Illustration of an experiment on the route choice behavior of ants. Neither of
the two branches of the bridge from the nest to the food source provided enough
transport capacity alone. Although the chemical attraction is in favor of one ant
trail only, repulsive pushing interactions can lead to the establishment of additional
trails, if the transport capacity of one trail is too low (after [11])

optimum usage of resources. The underlying mechanism is a random ex-
ploration behavior in combination with a pheromone-based attraction via
particular chemicals, which leads to a re-enforcement of the most utilized
trails. In the end, one of the trails survives, while the others fade away.

It is interesting to see what happens if the capacity of the ant trail is
too small to keep up the desired level of material flow (food). This has been
tested by connecting nest and food source by two narrow bridges only [11].
In such cases, ants are using additional trails to keep up the desired level of
throughput. The underlying mechanism is a repulsive interaction among ants.
In an encounter of two ants at a bifurcation point, an ant is likely to be pushed
to the alternative bridge. This can lead to the establishment of additional and
stable ant trails [11, 33, 34] (see Fig. 7).

The microscopic simulations support the conjecture that the discovered
collision-based traffic optimization principle in ants generates optimized traf-
fic for a wide range of conditions. It optimizes the utilization of available
capacities and minimizes round-trip times. Simulation results for a symmet-
rical bridge with four branches is shown in Fig. 8. It can be seen that the
majority of ants uses one of the large branches, and within both branches,
the majority of ants uses one of the small branches. Which of the branches is
preferred basically depends on random fluctuations or the initial conditions.
When the overall ant flow is increased, the ant flows on the branches be-
come more equally distributed. Above a certain overall flow, the usage of the
bridge is completely symmetrical, as for a bridge with two branches. On a
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Fig. 8. Simulation results for a completely symmetrical bridge with two large
branches that are again subdivided into two small branches each. The overall width
of the bridge (i.e. all branches) is the same everywhere. (a) Fraction of ants on the
two large branches as a function of the overall ant flow φ. (b) Fraction of ants on
the four small branches. The lower figures give a schematic representation of the
distribution of ant flows over the large and small branches (c) at very low flows, (d)
at medium flows and (e) at large flows. (After [34])

logarithmic flow scale, it appears that we do not have a discontinuous tran-
sition from the use of one small branch to the use of two small branches and
another transition to the use of three or four branches. However, the sharpness
of the transition is certainly a matter of the choice of parameters.

Therefore, optimal machine utilization could be implemented via an ant al-
gorithm [9, 3]. When the utilization (demand) is low, just one of the machines
would be operated. Otherwise, based on suitably defined repulsive interac-
tions, jobs would be distributed over more alternative machines or routes,
depending on queue lengths and capacities.

4 Summary and Outlook

In this chapter we discussed sources of complexity in logistics networks. Con-
sidering the importance of a well functioning and effective logistics for our
modern society and the wealth of their citizens the importance of new methods
for understanding and optimizing of these systems can hardly be underesti-
mated. As we have shown, the science of complex systems, including nonlinear
dynamics, the study of network properties and many particle or traffic physics
can help in this regard.

In the light of the complexity related point of view, optimization and control
of logistics networks tends to be a challenging task. Therefore, new heuristics
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are needed to reach an adaptive, but highly performable operation. In this re-
spect, we favor a self-organization approach. It requires a suitable design of
the interactions in the system, otherwise it easily ends up in a local optimum
or becomes unstable, such that breakdowns and slower is faster effects occur.

Biologically inspired methods are a promising approach, here. We have
mentioned ant algorithms and synchronization principles, but learning from
biology may also include the study of the production of artifacts in biological
systems like cells and tissues and the transfer of biological organization prin-
ciples to production plants and supply networks. In fact, this field, recently
referred to as biologistics in Ref.[14] can foster a significant advancement in
our ability to cope with the increasing complexity of logistics networks.
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1 Introduction

Online markets for transportation services, in the form of Internet sites that
dynamically match shipments (shippers’ demand) and transportation capac-
ity (carriers offer) through auction mechanisms are changing the traditional
structure of transportation markets. Beyond changes in market structure, In-
ternet auctions have emerged as an effective catalyst to sell/buy through elec-
tronic marketplaces. Transaction time, cost, and effort could be dramatically
reduced, creating new markets and connecting buyers and sellers in ways that
were not previously possible [22].

McAffee and McMillan [27] define auctions as market institutions with an
explicit set of rules determining resource allocation and prices on the basis of
bids from the market participants. Two types of resources could be traded in
transportation marketplaces: (a) loads, or demands of shippers, being “sold”
to the lowest bidder– this would be the case of extra supply looking for scarce
demands; and (b) capacity, i.e. the capacity to move goods, by a given mode
from location A to location B, being “sold” to the highest bidder. The buyer
of such capacity could be a shipper wishing to move a load, a carrier needing
the extra capacity to move contracted loads, or a third party hoping to make
a profit by reselling this capacity.

The focus of this chapter is the study of transportation marketplaces (TM)
that enable the sale of cargo capacity based mainly on price (case a), yet can
still satisfy the customers level of service demands. Specifically, this chapter
considers the reverse auction format (also known as procurement auctions),
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where shippers post loads, triggering carrier bids. The market is comprised
of shippers that independently call for shipment procurement auctions and
the carriers that participate in them (we assume that the probability of two
auctions being called at the same time is zero). Auctions are performed one
at a time as shipments arrive to the auction market. The market generates a
sequence of auctions (procurement, bidding, and auction resolution) that take
place in real time, thereby precluding the option of bidding on two auctions
simultaneously. The behavioral aspects of auction market behavior are more
readily articulated without the added complexity of the combinatorial aspect.
However, other market settings are possible. Markets where carriers bid on
configurable bundles of loads give rise to combinatorial auctions. Nandiraju
and Regan [28] present a comprehensive survey of freight transportation elec-
tronic marketplaces.

In auction markets, prices are not negotiated; they are generated as the
outcome of carrier bids and a predefined set of rules. These rules precisely
define a strategic environment, therefore allowing the study and analysis of
carriers’ behavior (expressed through bids). As such, auctions provide a useful
laboratory to gain insight into carriers’ behavior in a freight market. Auction-
based electronic marketplaces give rise to new dimensions in the behavior
of the principal freight transportation decision agents, especially with regard
to learning in a competitive bidding environment. While the area of freight
demand, and the underlying behavioral dimensions, have received limited at-
tention in the travel behavior research community, behavioral considerations
play a critical role in determining the performance of auction-based electronic
freight markets, and the policy implications of different marketplace rules and
regulatory requirements. Furthermore, the behavioral dimensions at play in
electronic freight markets are examples of more general behavior mechanisms
in competitive decision situations that extend beyond the realm of freight
transportation (e.g. airline schedule and pricing decisions).

This chapter has nine sections. Next section introduces mathematical
notation and describes the marketplace framework and operation. Section
3 articulates a framework to study carrier behavior. Section 4 identifies the
characteristics of transportation auctions as well as associated sources of com-
plexity and bounded rational behavior. Two sources of bounded rational be-
havior, knowledge acquisition and problem solving capabilities, are analyzed in
Sections 5 and 6. Section 7 discusses learning in a TM setting. Reinforcement
learning and fictitious play are analyzed and adapted to the particularities of a
transportation marketplace. Section 8 presents different computational exper-
iments aimed at studying the properties of different auction settings and learn-
ing methodologies. Section 9 ends with a chapter summary and conclusions.

2 Description of Transportation Marketplaces

The TM enables the sale of cargo capacity based mainly on price, while still
satisfying customer level of service demands. The specific focus of the study
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is the reverse auction format, where shippers post loads and carriers compete
over them (bidding). The auctions operate in real time and transaction vol-
umes and prices reflect the relative status of demand and supply. A framework
to study transportation marketplaces is presented by Figliozzi et al. [10] . The
market is comprised of shippers that independently call for shipment procure-
ment auctions , and carriers, that participate in them (we assume that the
probability of two auctions being called at the same instant is zero). Auctions
are performed one at a time as shipments arrive to the auction market. Ship-
pers generate a stream of shipments, with corresponding attributes, according
to predetermined probability distribution functions. Shipment attributes in-
clude origin and destination, time windows, and reservation price. Reservation
price is the maximum amount that the shipper is willing to pay for the trans-
portation service. It is assumed that an auction announcement, bidding, and
resolution take place in real time, thereby precluding the option of bidding on
two auctions simultaneously.

Consider a TM in which n carriers are competing; a carrier is denoted by
i ∈ � where � = {1, 2..., n} is the set of all carriers. Let the shipment/auction
arrival/announcement epochs be {t1, t2, ..., tN} such that ti < ti+1. Let
{s1, s2, ..., sN} be the set of arriving shipments. Let tj represent the time
when shipment sj arrives and is auctioned. There is a one to one corre-
spondence between each tj and sj (i.e. for each tj there is just one sj). Ar-
rival times and shipments are not known in advance. The arrival instants
{t1, t2, ..., tN} follow some general arrival process. Furthermore, arrival times
and shipments are assumed to come from a probability space (Ω,F, P ), with
outcomes {w1, w2, ...wN} Any arriving shipment sj represents a realization at
time tj from the aforementioned probability space, therefore wj = {tj , sj}.

In an auction for shipment sj , each carrier i ∈ � simultaneously bids a
monetary amount bi

j ∈ R (every carrier must participate in each auction,
i.e. submit a bid). A set of bids b�j = {b1

j , ..., b
n
j } generates publicly observed

information yj . Under maximum information disclosure, all bids are revealed
after the auction, i.e. yj = b�j . Under minimum information disclosure, no
bids are revealed after the auction, i.e. yj = {}. Each carrier is informed
only about his bidding outcome: successful or unsuccessful. The fleet status
of carrier i when shipment sj arrives is denoted as zi

j , which comprises two
different sets: Si

j (set of shipments acquired up to time tj by carrier i ∈ �)
and V i

j (set of vehicles in the fleet of carrier i, vehicle status updated to time
tj). The estimated cost of serving shipment sj by carrier i ∈ � of type zi

j is
denoted ci(sj , z

i
j). Let Ii

j be the indicator variable for carrier i for shipment
sj , such that Ii

j = 1 if carrier i secured the auction for shipment sj and Ii
j = 0

otherwise. The set of indicator variables is denoted I�j = {I1
j , ..., In

j } and∑
i∈� Ii

j ≤ 1. Let πi
j be the profit obtained by carrier i for shipment sj , then

πi
j = (bi

j − ci[sj , θ
i
j ])I

i
j . Bidders have private costs when each bidder knows

the cost of the object at the time of bidding. This cost is the disutility that
the bidder himself obtains from the consumption, use, possession or service
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of the auctioned item. Let � = {1, 2, ...., n} be the set of bidders and θi

denote the private information that buyer (seller) i possesses about the value
(cost) of the item being auctioned. Private values are assumed in this chapter,
therefore, θi

j = {zi
j , a

i, ci} is the private information of any carrier i ∈ �
at time tj . Carrier i ∈ � is uncertain about θi

j = {z−i
j , a−i, c−j} at time

tj , the proprietary private information regarding competitors’ fleet status,
assignment, and cost functions respectively. The superscript −i is used to
indicate the set of competitors of carrier i.

3 Determinants of Carrier Behavior

In a TM, carrier behavior is defined as a sequence of bids taken by a carrier.
This section looks into the elements or factors that determine carrier behavior.
These factors are: carrier technology, bounded rationality, information avail-
ability, and strategic setting. Though all the factors are somewhat related, the
first two are prominently intrinsic to the carriers own characteristics, while
the last two are predominantly linked to environmental or somewhat extrinsic
factors. In this section, the discussion is limited to highlight the link between
them and carrier behavior.

3.1 Carrier Technology

Carrier technology or the sophistication of the dynamic vehicle routing prob-
lem (DVRP) solution has an important role in bidding. In the bidding deci-
sion making process the carrier technology determines the number of feasible
schedules to be evaluated. Therefore, unsophisticated DVRP technologies seri-
ously limit the quality and quantity of alternatives that could be evaluated [8].

3.2 Auction Rules - Information Revelation

Different auction payment rules lead to different bidding functions. Informa-
tion revelation rules can also play a significant role [11]. The information that
is revealed (before bidding begins or after each auction) can influence how,
how much, and how fast carriers can learn or acquire knowledge about the
strategic setting and competitors behaviors. The information that could be
available after auctions are resolved includes: bids placed, number of carriers
participating, links (names) between carriers and bids, and payoffs. The infor-
mation that could be available before bidding begins includes: some carriers
individual characteristics (e.g. fleet size or previous performance/profits from
public financial reports), information about who knows what, information
asymmetries, or common knowledge about previous items. Private informa-
tion (as defined in Section 2) is not included since it involves proprietary
information that usually is to the best interest of the carrier to keep private.
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Two extreme information scenarios can be defined: maximum and
minimum. A maximum information environment is defined as an environment
where all the information, mentioned in the previous paragraph, is revealed.
On the other hand, an environment where no information is revealed is called a
minimum information environment. These two extreme scenarios can approx-
imate two realistic situations: maximum information would correspond to a
real time internet auction where all auction information is equally accessed by
participants; minimum information would correspond to a shipper telephon-
ing carriers for a quote. The shipper calls back just the selected carrier (if any
is selected).

3.3 Strategic Setting

In this chapter, it assumed that a carrier operates in an environment deter-
mined by the other carriers behaviors; a carrier uses a model of the behavior
of the other carriers as an input to his decision problem. Under this inter-
pretation a carriers bidding function suits a carriers best interest, assuming
that competitors bidding functions pursues competitors best interests. This is
defined as a competitive strategic environment.

A diametrically different environment is a collusive or collaborative en-
vironment. One danger of auctions is the possibility that buyers/sellers who
repeatedly participate in the same auctions could engage in collusive behav-
ior. This topic is of primordial importance in the field of Industrial Organiza-
tion a general references to this area include the work of Tirole and Martin
[38, 25]. As a general rule, the more information is revealed, the easier col-
lusion becomes. Even in minimum information settings collusion is possible.
Blume and Heidhues [3] study collusion in repeated first-price auctions un-
der the condition of minimal information release by the auctioneer. In each
auction a bidder only learns whether or not he won the object. Bidders do
not observe other bidders bid, who participates or who wins in cases in which
they are not the winner. Even under these restrictive assumptions, for large
enough discount factors, collusion can nevertheless be supported in the in-
finitely repeated game. Nevertheless, it may entail complicated inferences and
full monitoring among them. Marshal and Marx [24] analyze bidder collu-
sion in first and second price auctions and Symmetric Independent Private
Value assumptions (SIPV) assumptions. The SIPV assumptions are strong
but simplify the bidding problem significantly. In general, SIVP models can
be studied analytically [20]. As detailed in Section 4, the TM characteristics
render the bidding problem intractable.

The two environments, competitive and collusive, are nonetheless con-
nected since underlying every negotiation or agreement there is a game-like
component [32]. From each carrier’s individual perspective, the incentives (and
legal or market risks) of collaborating with competitors has to prevail over
the profits that can be obtained when each party acts separately (competitive
environment). The auction rules, e.g. first price, second price, open, closed,
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etc., do affect carriers strategies. For a general introduction to auction types
and bidding strategies, the reader is referred to the comprehensive book by
Krishna [20].

3.4 Bounded Rationality

Bounded rationality limitations affect a) the knowledge that a carrier is able
to acquire, and b) the bidding problem that the carrier can solve. Given
the carrier’s rational limitations, fleet technology, information available, and
a competitive strategic setting the carrier ends up solving a bidding prob-
lem that it is constrained by his/her rational or computational constraints.
Bounded rationality in a TM is studied in Section 4.

3.5 Framework for Carrier Behavior

Figure 1 presents a schematic overview of the process that brings about carri-
ers’ behavior in a TM. A shipper’s decision to post a shipment in the auction

Fig. 1. Carrier behavior in a sequential auction transportation marketplace (TM)
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market initiates an auction. Carriers respond to auctions postings. Carriers
attempt to maximize profits by adjusting their behaviors in response to inter-
actions with other carriers and their environment. Bounded rationality limita-
tions are pervasive and affect how a carrier models, evaluates, and optimizes
his action as indicated by the arrows in . Carriers also must abide by the con-
straints and the physical feasibility specified by their assignment strategies
and pool of awarded shipments.

In this framework, carriers’ learning and knowledge about other competi-
tors’ behavior types evolve jointly over time and their strategies at a given
moment are contingent on interactions that have occurred or will occur in
a path-dependent time line. Past decisions are binding and limit the future
actions of carriers, therefore behavioral rules are state-conditioned and the
carriers co-adapt their behavior as the marketplace evolves over time. Carri-
ers’ internal events are the assignment, pickup, and delivery of loads, mostly
operational decisions. Carriers repeatedly engage in bidding interactions mod-
eled as non-cooperative games. However these repeated bidding interactions
may also be the only means of communication for a carrier to “identify” or
“manipulate” other competitors.

4 Bounded Rational Behavior in the Transportation
Marketplace

From the carrier point of view, the cost and value of transportation services
are hard to quantify. The value of a traded item (shipment) may be strongly
dependent upon the acquisition of other items (e.g. nearby shipments). In
addition, the value of a shipment is related to the current spatial and tempo-
ral deployment of the fleet. The geographic dispersion of both demand and
supply, uncertain demand arrival rates, and realizations over time and space,
contribute to a dynamic and stochastic environment. These factors further
increase the uncertainty of a shipment’s cost and value.

Auctions, as a device to match supply and demand, provide a powerful
mechanism to allocate resources, especially when the latter have uncertain
or non-standard value. Auction analysis can be quite challenging, especially
in a stochastic setting such as transportation. In this kind of setting, car-
riers face a complicated decision problem, which stems partly from the
strategic inter-dependency among competitors’ decisions, costs, and prof-
its. Auctions have been widely studied by economists, leading to recent
advances in the theoretical understanding of different auction types and
designs. These models have been mainly focused on one-time auctions with
symmetric risk-neutral agents that bid competitively for a single or mul-
tiple units. Optimal bidding strategies have been found in many auction
environments, however the case of sequential auctions, with bidders with
multiunit demand/supply curves, remains intractable [20]. Another source
of complexity arises from the need to solve fleet management problems (vehi-
cle routing problems with time windows, penalties, etc) to obtain the cost
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information for a shipment. These are NP hard problems, which cannot
generally be solved optimally for realistic fleet sizes in a dynamic and stochas-
tic environment.

Competition in a TM is an ongoing and sequential process, and thus
naturally represented as an extensive-form game. The standard definition
of rationality (for economists at least) requires that agents automatically
solve problems that are in fact beyond the capabilities of any agent [7]. The
problem is intractable and well beyond the conceptual and computational
abilities of ordinary humans or decision support systems. In addition, re-
sponse time limitations or the framing effects and cognitive limitations of
the human mind prevent bidders from behaving rationally. The framing and
cognitive limitations of human thinking have been widely studied and re-
ported [6, 18], mainly in the psychology and economics literature. There-
fore, the basic motivation for studying models of bounded rationality in
TM environments comes about from the implausibility of perfect rational-
ity models.

When the complexity of the auction problem precludes bidders from im-
plementing a full game theoretic approach, computational agents (or human
beings with the help of decision support systems) need to simplify or alter the
original choice or decision problem. Bounded rational behavior, as studied in
this research, is born out of these simplifications or alterations to the origi-
nal insurmountable problem. This chapter attempts to provide a behavioral
framework to understand how carriers can tackle the overwhelming complex-
ity of the problems they face in a TM (complex detailed stories, numerous
current options, future infinite contingent options, and the potential conse-
quences).

Bounded rational bidders solve a less complex problem than fully ratio-
nal bidders. The type of problem they solve is directly influenced by avail-
able response time, existing computational/material resources, and their own
cognitive/decision-making process. Although the result of bounded rational
deliberation would not necessarily be an equilibrium solution, the bounded
rational response would have more bearing on how ordinary carriers or hu-
man decision makers would act in sequential auction TM. The introduction
of bounded rational decision makers radically alters the notion of equilibrium
and decision making. Game theory assumes that players know the prevailing
equilibrium and act consequently. For bounded rational agents, the equilib-
rium, if any, is not known beforehand, it is built.

Bounded rational behavior is born out of simplifying a (complex) prob-
lem or the cognitive/material limitations of the decision maker (or decision
support system). Therefore, bounded rationality is always associated with the
notion of deficiency or insufficiency of a positive quality (of a rational player).
Although bounded rationality as a research topic is not new, it was first pro-
posed by Simon [35], many modeling issues surrounding bounded rational
decision making have not yet been fully addressed. Bounded rationality and
learning in games are currently very active areas of research; however general
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and comprehensive models that integrate how agents (or humans) acquire,
process, evaluate, search for information, and make decisions are still mostly
open. As expressed by Aumman, “here is no unified theory of bounded ratio-
nality, and probably never will be”[1].

Rationality assumptions are very convenient from a modeling point of
view. The self-referential nature of rationality (coupled with common knowl-
edge in games) imposes astringent limitations on how a rational agent (player
in a game) foresees his competitors’ behavior and how the competitors fore-
see other players’ behavior. Bounded rationality come with an embarrass-
ment of riches in terms of the number of possible deviations from a fully
“rational” model. When bounded rational behavior appears, it may take on
many different forms. Bounded rational decision makers do not necessar-
ily choose equally, even when having the same knowledge or information.
Furthermore, there may be many “plausible” bounded rational models that
can explain a given social or economic phenomenon. Correspondingly, the
many possible ways each bounded rational bidder can model his competi-
tion adds a class of uncertainty not found where all players are perfectly
rational.

Determining the bounded rationality of a carrier is crucial since it is
equivalent to determining how the carrier bids (i.e. his bidding function)
in a TM. Similarly, determining that all carriers are rational is equiva-
lent to determining how the carriers bid (i.e. their bidding function) in
a SIPV setting. A bidding function, as understood in this research, is a
process, whose inputs are a carrier’s private information and his knowl-
edge about the auction and competitors, and whose output is a bid. Given
the plethora of games and decision problems, bounded rational behavior
is hard to define, classify, and model in general terms. When the restric-
tions of rationality are lifted, any general assumption about the behavior
of the bidders that is not properly justified, introduces a strong sense of
arbitrariness. In order to avoid this kind of arbitrariness, the discussion of
bounded rationality is limited to the TM context. Any departure from the
rationality model is connected to carriers’ cognitive and problem solving
processes.

Bounded rationality can stem from different cognitive and computa-
tional/physical limitations, in the TM context, the following classification of
sources is proposed:

• Bounded Recall and Memory: a carrier has limited memory (physical ca-
pacity) to:
– record and keep past data/information
– simulate and record data of all future possible paths in the decision

tree
• Processing Speed: time is valuable in a dynamic setting. Most practical

problems have a limited response time that may limit the solution quality
or decrease the effectiveness of delayed response.



146 M.A Figliozzi et al.

• Data Acquisition and Transmission: data acquisition and processing is
usually costly. Furthermore, the transmission of data among agents can
be noisy. In a world with bounded resources (budget/memory/attention),
deciding how, how much, and what type of information should be acquired,
kept, transmitted, or analyzed can lead to complex decision problems.

• Knowledge Acquisition: in a dynamic strategic situation, as data is be-
ing revealed or obtained, carriers have the potential to acquire knowledge
(truths about competitors or the environment) from logical and sound
inferences. In particular, the decision maker may have limited ability to
discover competitors behavior, which may involve modeling and solving
complex logical and econometrics problems.

• Problem Solving: as a carrier participates in a TM market, it is required to
make decisions (bidding or fleet management decisions). These decisions
may lead the carrier to formulate and solve complex optimization prob-
lems. In particular, the decision maker may have limited ability to predict
or model the impact of his own actions on future fleet operational costs or
on his competitors behavior.

Although the five aspects of bounded rationality are somewhat interre-
lated, this research focuses on the knowledge acquisition and problem solving
aspects. Memory and processing speed are physical limitations. It is assumed
carriers have enough material resources and response time/speed to implement
bidding and fleet management strategies with different degrees of sophistica-
tion. Carriers have limitations to formulate and elucidate knowledge acqui-
sition problems. Similarly, carriers have limitations to formulate and solve
complex optimization problems. The data available to carriers is only lim-
ited to data publicly and freely disclosed after each auction, which renders
the data acquisition problem trivial. No transmission losses or alterations are
considered.

The focus of this research is on the knowledge acquisition and problem solv-
ing aspects, as they capture how carriers can frame and solve TM problems.
Therefore, the emphasis is on the more “mental” processes that determine
behavior rather than on the physical limitations. Knowledge acquisition and
problem solving in a TM are analyzed in the next two sections respectively.

5 Knowledge Acquisition in a Transportation
Marketplace

In a TM, each carrier is aware that his actions have significant impact
upon his rival’s profits, and vice-versa. In the perfect rational model, common
knowledge and logical inferences allow the estimation of the impact of a carri-
ers actions on competitors’ profits and vice-versa. It is implicit that a rational
bidder bids as a rational bidder. In a bounded rational model, a carrier faces
two basic types of uncertainties regarding the competition: (a) an uncertainty
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relative to the private information of his opponents, and (b) a strategic un-
certainty relative to bounded rationality type of the others players.

The first type of uncertainty is about θ−i
j = {z−i

j , a−i, c−i} for a carrier
i ∈ � at time tj , the private information regarding competitors’ fleet status,
assignment, and cost functions respectively. This type of uncertainty is also
present in most game theoretic auction models (games of incomplete informa-
tion). The second type of uncertainty is about the bidding strategies that the
competitors use, b−i = {b1, ..., bi−1, bi+1, ..., bn} the set of bidding functions
of all carriers but carrier i. It is implicit that a bounded rational bidder bids
accordingly, i.e. as a bounded rational bidder. However, it is not evident for
the competition to determine what “type” of bounded rationality a carrier
has. This type of uncertainty is not present in game theoretic auction models.
Depending on a carrier’s ability to elucidate uncertainties (a) and (b), two
extreme cases may take place:

1. No knowledge acquisition. The carrier cannot form a useful model of com-
petitors’ be-havior that links their private information and their bids. In
this situation, the “best” a carrier can do is to observe market prices and
estimate them as the result of a random process. This is similar to assum-
ing that competitors are playing b−i(ξ) =f(ξ) or simply b−i(ξ) = ξ, where
ξ is a random process that is not linked in any way to carrier i bidding,
capacity/deployment, and history of play or to the competitors’ private
information θ−i

j = {z−i
j , a−i, c−i}

2. Full knowledge acquisition. The carrier knows θ−i
j = {z−i

j , a−i, c−i} and
also b−i = {b1, ..., bi−1, bi+1, ..., bn} therefore carrier i is able to precisely
foresee what the competition is going to bid for shipment sj . However,
carrier i still has uncertainties about the future bids, simply because car-
rier i does not know the future realizations of the demand. Nevertheless,
carrier i can estimate future prices not just as a stationary random process
but as a function of shipment arrival distribution, shipment characteristics
distribution, competitors’ behavior, and competitors’ private information.
This is ξ =f(Ω, θ−i

j , b−i).

In game theoretic terms the former case is not possible since there is no
“strategic” game if players cannot speculate about the competitors’ actions.
The latter case corresponds to a game of perfect and complete information if
all the players are rational and the private information is common knowledge.
Knowledge states in between the two extreme cases correspond to games of
imperfect information,if all the players are rational and there is uncertainty
about the players’ private information.

The uncertainty about the players’ private information can be expressed
as p(θ−i

j | θi
j , hj−1). In a game of incomplete information each player (bidder)

has expectations (beliefs) about the competitors’ private values. Following
Harsanyi’s [17] modeling of games of incomplete information, players’ types
θ�j = {θi

j}n
i=1 are drawn from some probability density function p(θ1

j , ..., θn
j )
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where types θi
j belong to a space Θi. The conditional probability about his op-

ponents’ types θ−i
j = {θ1

j , ..., θ−i
j , θ+i

j , ...., θn
j } given his own type θi

j is denoted
p(θ−i

j | θi
j , hj−1). This is what characterizes and complicates the solution of

a dynamic game of incomplete in-formation. Since the players do not know
the competitors’ types at the start of each auction, they have to update these
conditional probabilities (beliefs about the competitors’ status) as public in-
formation is revealed and the game evolves.

Acquiring knowledge about the competitors’ private information and
bounded rationality type poses a potentially highly complicated economet-
ric/logical problem. A carrier’s behavior is likely to be affected by his own
history and how the carrier perceives and models the stra-tegic situation.
From the public information (revealed after each auction) and its own private
information a carrier needs to build a model of the private information and
bounded rationality type of his competitors.

Even in simple auctions, the econometric models can quickly become ex-
tremely complex and data are usually not rich enough to successfully estimate
those structurally complex models [21]. Furthermore, the complexity of the
underlying DVRP adds hurdles to the problem. However, the most challeng-
ing obstacle may come from the competitors, which may be “sophisticated”
enough to realize that they are bidding against other bidders who are also
learning and may adjust their behavior accordingly, in order to obstruct the
process of knowledge acquisition. This type of sophistication is particularly
important when the fact that the same carriers interact repeatedly is common
knowledge.

In most game theoretic models, a simple private value probability distri-
bution, symmetry, rationality, and common knowledge assumptions permit a
closed analytical solution. In equilibrium bidders know the competitors’ bid-
ding function, however, they do not know the reali-zation of the competitors’
private value, therefore they do not know the competitors’ actual bid. Con-
versely, in a TM, private values are not random but correlated, the status of
a carrier at time tj provide useful information to estimate the status of the
carrier at time tj+1. A bidder may potentially obtain information about com-
petitors’ private values and bidding functions if the bidder invests resources
to infer them. Market settings, such as auction data disclosed and number of
competitors, strongly affect the difficulty of the inference process.

Summarizing, repeated interaction can lead to learning and knowledge ac-
quisition. This research distinguishes among the two. Learning takes place in
the no-knowledge case; the carrier does not get to know the competitors’ be-
havioral processes just the price function as a random process. Learning is su-
perficial, it is merely phenomenological. In the full knowledge case, the carrier
acquires knowledge about the competitors’ behavioral processes. Knowledge
acquisition is deeper; it is causal. Learning in a TM environment is discussed
in Section 7.
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6 Problem Solving in a Transportation Marketplace

The previous section focused on “what can be learnt or known” about the
competition. This section specifically contemplates “how carriers come up”
with a bid or decision given what has been learnt or what knowledge has
been acquired about a problem. Usually, models in which decision makers
are assumed rational do not explain the procedures by which decisions are
taken, rational procedures are implicitly embedded in the answer or approach.
Further-more, economic models pay no or little attention to how hard it is
to make decisions. Conversely, bounded rational decision maker models detail
the procedural aspects of decision making. Those detail procedures are the
essence of a bounded rational decision making model. The degree of intricacy
of the decision making procedure is used in the last part of this chapter to
classify bounded rational behaviors. As a carrier participates in a TM market,
it is required to make decisions, to choose among alternative future paths.
Each decision poses a problem that the carrier has to solve (not necessarily
optimally). The rest of this section analyzes, in this order, the type of decision
a carrier faces in a TM and how bounded rationality can appear in the steps
of a decision making process.

From the carriers’ point of view, the choice problems that take place in a
TM are either bidding or operational (fleet management) decisions. Bidding
decisions may carry a strategic value since they directly affect competitors’
profits. Bidding decisions are also the result of a bounded rational decision pro-
cess, a carrier’s choice and therefore can reveal or transmit in-formation about
a carrier’s decision making process or intentions. Operational (fleet manage-
ment) decisions mostly affect a carriers’ own fleet status (private information).
Therefore, operational decisions are considered non-strategic and take place
as new information arrives: auctions are won or shipments are served. This
type of decision, for example, includes the estimation of a shipment value or
service cost, the rerouting of the fleet after a successful bid, the reaction to
unexpected increase in travel times, etc. A detailed formulation of the value
or service cost problem is found in Figliozzi et al. [14, 15].

There are several factors that contribute to the complexity of biding in a
TM. These factors are: competitors bounded rationality, knowledge about the
competitors, look-ahead depth, and the type of auction utilized. This section
analyzes the first three factors. The auction characteristics that significantly
affect bidding complexity, from the bidder’s perspective, are: (a) the use of in-
centive compatible mechanisms and (b) the number of item being auctioned,
e.g. combinatorial auctions are more demanding computationally than sin-
gle item auctions. Incentive compatible mechanism simplify considerable the
bidder’s problem because the optimal bid is the cost or reservation value,
regardless of the actions of the competitors [9].

Sophisticated bounded rational players have a “model” of the other play-
ers. For example, in the work of Stahl and Wilson [36] and Vidal and Durfee
[39], players model other play-ers’ cognitive process and decision rules up to
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a finite number of steps of iterated thinking. The number of iterations that a
player can perform is a measure of the sophistication of a player. A zero level
player does not model his opponents, it simply ignores the fact that other
agents exit. Reinforcement learning is an example of this type of agent so-
phistication. A one level agent models only the frequency or another statistic
that represents other players’ ac-tions. Fictitious play is an example of this
type of agent sophistication. A two level agent can simulate the other agents’
internal reasoning process (i.e. a model of level zero or level one agents) and
take an action by taking into account how the other players (of level zero or
one) are going to play. A level three agent can build models, simulate them,
and act in response to the behavior of players up to level two. Recursively, a
level four agent can model the actions of level three agents and so on. Per-
fectly rational agents can follow the recursion to an infinite level. Then, if the
level of rationality of a player is denoted by Li, then that player can model
the most sophisticated of his competitors up to a level L−i = Li − 1.

Section 5 dealt with the level of knowledge about the competition. A player
with no-knowledge about the competition can only implement a level zero or
level one type of player since it cannot link his actions (bids) to the conse-
quences that his actions have. A player with full knowledge could possibly
foresee (if it could only solve the corresponding problems) the behavior of
any player type. However, the complexity increases as the level type to be im-
plemented increases, i.e. as the competitors bounded rationality sophistication
increases. The carrier with full-knowledge knows θ−i

j = {z−i
j , a−i, c−i} about

the competition and also b−i = {b1, ..., bi−1, bi+1, ..., bn}. Therefore, carrier i
can compute precisely what the competition is going to bid for shipment sj .
However, carrier i still has uncertainties about the future bids, simply because
carrier i does not know the future realizations of the demand. Nevertheless,
carrier i can estimate future prices, not just as a random process but as
a function of shipment arrival and characteristics distribution, competitors’
behavior and competitors’ private information. When the knowledge is im-
perfect, complexity further increases since there is a probability distribution
over the competitors’ private information space. Furthermore, the probability
distribution is a function of the history of play and the competitors’ fleet man-
agement strategies. In mathematical notation, the probability distribution of
competitors’ future private information is p(θ−i

N | hN ).
The third factor is the look-ahead depth. In a sequential auction setting

like a TM, bids affect future auctions profits. The look-ahead depth is the
number of future auctions that are taken into account when estimating how
a bid may affect future auctions profits. A zero step look-ahead (or myopic)
analysis does not consider future auction profits, just the profit for the cur-rent
auction. A one-step look-ahead analysis considers one future auction, current
plus the following auction profits. Similarly, a m-step look-ahead analysis con-
siders m future auctions, current plus the following m auction profits. When
the analysis is myopic, shipment sj is known and the uncertainties are re-
duced to a minimum. Projecting one step into the future, the arrival time
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(tj+1) and characteristics of shipment sj+1 are uncertain. Furthermore, if the
link between bidding and future prices ξj+1 is incorporated, the optimal bid
for shipment sj takes into account its impact on competitors’ bids (prices) in
the next auction. Then, for ship-ment sj+1 the price function at time tj+1 is a
function of the previous bids and the unknown previous arrival ξj+1(sj , b

∗i
j ).

In the one-step problem, the arrival and characteristics of sj+1 are uncertain,
but the future history hj+1 is a function of the already known sj . Projecting
two steps into the future, the estimation of the future price function ξj+2 be-
comes more complex. The price function ξj+2 for shipment sj+2 is a function
of the yet unknown sj+1 and the two previous bids {b∗i

j , b∗i
j+1 | hj+1}. Moving

one extra step into the future increases the problem complexity significantly.
For shipment sj+2 the price function at time tj+2 is a function of the previous
bids and the unknown previous arrival ξj+2(sj , sj+1(tj , Ω), b∗i

j , b∗i
j+1 | hj+1).

Calculation of future price functions is increasingly difficult as uncertainties
and dependencies on earlier (but not yet realized) bids and shipments accu-
mulate. When the look ahead is up to shipment sN , the number of decision
variables B∗i = {b∗1j , ..., b∗i

N | hN} to be estimated is:
∑N−j

k=0 pk.
When the number of players (bidders) is n after each auction there are n

possible outcomes and future histories. If backward induction is used, for each
possible history it is necessary to estimate an optimal bid, the total number
of decision variables increases exponentially with the number of future look-
ahead steps. Let denote by Σ = {sj , sj+1(tj , Ω), ..., sN (tN−1, Ω)} the set of
shipments to be analyzed. Then, the future price function when earlier bids
affect future prices and the carrier has imperfect information is a function of
ξN =f(b∗i

j , ..., b∗i
N−1, Σ, p(θ−i

N | hN )).
Table 1 puts the three factors together. The table is set up in such a way

that the complexity of the price function ξ increases, moving downward or
rightward. With higher levels of competitors’ bounded rationality, the com-
plexity of the problem increases exponentially with the number of iterations
and players to be simulated.

The symbol 〈·〉nL−i is used to denote the number of iterations as a func-
tion of the number of players and the highest level of iterations that the
competition can sustain. A “fully rational” equilibrium, is a special case of
the imperfect knowledge case when all players are rational and L−i → ∞.
In the game theoretic case, it is common knowledge that all the bidders are
simultaneously foreseeing and simulating each other’s bids and decisions at
infinitum. Each cell of Table 2 is a different decision theory problem that
can potentially be expressed as a mathematical program or algorithm. It was
mentioned that the complexity increases moving downward or rightward.

The problem solving capabilities of the carrier determines the type of prob-
lem the carrier solves. For example, a carrier may have imperfect information
about the competitors; however, problem solving limitation may force him
to solve a myopic problem assuming no-knowledge about the competition.
When cost or time limitations are added to the problems, carriers can choose
to ignore part of his knowledge in order to get a reasonable answer in a
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Table 1: Bidding Complexity as a function of price function (ξ) complexity

reasonable time, in the spirit of the “satisfying” rule as proposed by Simon
[34]. According to Simon, economic agents do not always optimize fully, they
optimize up to a satisfying level. Level that depends on personal characteris-
tics and circumstances.

Simplifying (downgrading complexity) the problem due to bounded ratio-
nal limitations is always possible. It can be interpreted that each problem
type (each cell) of table 1 is a different way of measuring how desirable each
possible bid is, for a given DVRP technology. If the value of knowledge can be
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defined as the profit difference that a carrier can obtain going from the no to
full knowledge assumption, likewise, the value of computational power is the
profit difference that a carrier can obtain from solving a more complex problem
due to the increased performance of his computational resources. Summariz-
ing, based on their knowledge level and problem solving capabilities, agents
differ in the type of problem they can solve.

7 Learning in a Transportation Marketplace

The reminder of this chapter studies the bidding behavior of carriers in a
no-knowledge and no-strategic environments of Table 1. Henceforth, it is as-
sumed that carriers bid trying to maximize their profits but limited by their
bounded rational limitations. In this competitive setting, three different auc-
tion formats are compared using computational experiments. These auction
formats are second price auctions, first price auction with minimum informa-
tion disclosure, and first price auctions with maximum information disclosure.

The high complexity of acquiring and using knowledge about competitors’
behaviors was discussed in Section 5, even in TM market/model that has
been streamlined to the indispensable elements. Knowledge acquisition and
its use can be considerably more complex in a more complete model where
other critical constraints and variables are added (for example, getting drivers
home, variation in travel times, delays incurred while unloading the truck, etc).
Furthermore, noisy information transmission, as reported by Powell et al. [31],
even among agents that respond to the same carrier (i.e. drivers, dispatchers,
decisions support systems), seem to sustain the notion that perfect knowledge
about competitors’ private information and behavior could only be possible
in a flight of the imagination. Imperfect knowledge is possible, but at the cost
of even higher modeling complexity. Given the high level of complexity of full
or imperfect knowledge assumptions, it is methodologically sensible to first
focus on behaviors and settings which are more plausible for implementation
in real-life TM marketplaces. The first tool that bounded-rational agents use
to cope with insurmountable complexity is simplification. Henceforward, it
is assumed that carriers can acquire a limited knowledge of the competitors’
behavior. Carriers’ knowledge is limited to learn about the distribution of past
market prices or the relationships between realized profits and bids.

In an auction context, learning methods seek good bidding strategies by
approximating the behavior of competitors. Most learning methods assume
that competitors’ bidding behavior is stable. This assumed bidding stabil-
ity is akin to believing that all competitors are in a strategic equilibrium.
Walliser [40] distinguishes four distinct dynamic processes to play games. In a
decreasing order of cognitive capacities they are: eductive processes, epistem-
atic learning (fictitious play), behavioral learning (reinforcement learning),
and evolutionary processes. An eductive process requires knowledge about
competitors’ behavior (agents simulate competitors’ behavior). Epistemic and
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behavioral learning are similar to fictitious play and reinforcement learning
respectively (fully described in the next section). In the evolutionary process,
a player has (is born with) a given strategy; after playing that strategy the
player dies and reproduces in proportion to the utilities obtained (usually in
a game where it has been randomly matched to another player).

This reminder of this chapter studies the two intermediate types of learn-
ing. Eductive-like type of play requires carriers to have almost unbounded
computational power and expertise. On the other hand, evolutionary model
players seem too simplistic: they have no memory, and simply react in re-
sponse to the last result. Furthermore, the notion that a company is born,
dies, and reproduces with each auction does not fit well behaviorally in the
defined TM. Ultimately, neither extreme approach is practically or theoret-
ically compelling in the TM context. Carriers that survive competition in a
competitive market like truck-load (TL) procurement cannot be inefficient or
unskilled. They are merely limited in the strategies they can implement. It
is assumed that carriers would like to implement the strategy (regardless of
its complexity) that ensured higher profits, but they are restricted by their
cognitive and informational (which give rise to bounded rationality).

In practical and theoretical applications, the process of setting initial be-
liefs has always been a thorny issue. Implemented learning models must spec-
ify what agents initially know. Ideally, how or why these initial assumptions
were built should always be reasonable justified or explained. In this respect,
restricting the research to the TM context has clear advantages. Normal op-
erating ratios in the TL industry range from 0.90 to 0.95 [37]. It is expected
that operating ratios in a TM would not radically differ from that range. If
prices are too high shippers can always opt out, abandon the marketplace and
find an external carrier. Prices cannot be substantially lower because carriers
would run continuously in the red, which does not lead to a self-sustainable
marketplace. Obviously, operating ratios fluctuations in a competitive market
are expected, in response to natural changes in demand and supply. However,
these fluctuations should be in the neighborhood of historical long term op-
erating ratios unless the market structure is substantially changed. Another
practical consideration is the usage of ratios or factors in the trucking industry.
Traditionally, the trucking industry has used numerous factors and indicators
to analyze a carrier’s performance, costs, and profits. It seems natural that
some carriers would obtain a bid after multiplying the estimated cost by a
bidding coefficient or factor. Actually, experimental data show that the use of
multiplicative bidding factors is quite common [30].

7.1 Learning Mechanisms

In reinforcement learning the required knowledge about the game payoff struc-
ture and competitors behavior is extremely limited or null. From a single
carrier’s perspective the situation is modeled as a game against nature; each
action (bid) has some random payoff about which the carrier has no prior
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knowledge. Learning in this situation is the process of moving (in the action
space) in a direction of higher profit. Experimentation (trial and error) is
necessary to identify good and bad directions.

Let M be the ordered set of real numbers that are multiplicative coeffi-
cients M = {mc0, ...,mcK}, such that if mck ∈ M and mck+1 ∈ M , then
mck < mck + 1. Using multiplicative coefficients the profit obtained for any
shipment sj , when using the multiplicative coefficient mck is equal to:

πi
j(mck) = (mckci

j − ci
j)I

i
j = ci

jI
i
j(mck − 1) (1)

πi
j(mck) = (b(2)

j − ci
j)I

i
j (2)

The first equation applies to first price auctions while the second equation
applies to second price auctions. In the second price auction the payment
depends on the value of the second best bid which is represent by the term b

(2)
j .

Adapting the reinforcement model to TM bidding, the probability ϕi
j(mck)

of carrier i using a multiplicative coefficient mck in the auction for shipment
sj is equal to:

ϕi
j(mck) = (1 − λπi

j−1(mck))ϕi
j−1(mck) + Ii

j−1(mck)λπi
j−1(mck) (3)

Narenda and Tatcher showed that a players’ time average utility, when con-
fronting an opponent playing a random but stationary strategy, converges to
the maximum payoff level obtainable against the distribution of opponents’
play. The convergence is obtained as the reinforcement parameter λ goes to
zero. To use equation (3), each bidder only needs information about his bids
and the result of the auction. To use this model the profits πi

j−1(mck) must
be normalized to lie between zero and one so that they may be interpreted as
probabilities. The indicator variable Ii

j(mck) is equal to one if carrier i used
the multiplicative coefficient mck when bidding for shipment sj , the indica-
tor is equal to zero otherwise. The parameter λ is called the reinforcement
learning parameter, it usually varies between 0 < λ < 1.

The reinforcement is proportional to the realized payoff, which is always
positive by assumption. Any action played with these assumptions, even those
with low performance, receives positive reinforcement as long as it is played.
Therefore, a mediocre action can be reinforced while at the same time “better”
actions are negatively reinforced. Furthermore, in an auction context there is
no learning when the auction is lost since πi

j−1(mck) = 0 ∀mck ∈ M if Ii
j−1 =

0. Borgers and Sarin [4] propose a model that deals with the aforementioned
problems. In this model the stimulus can be positive or negative depending
on whether the realized profit is greater or less than the agent’s “aspiration
level”. If the agent’s aspiration level for shipment sj is denoted �i

j and the
effective profit is denoted:

π̃i
j−1(mck) = πi

j−1(mck) − �i
j , (4)
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and the probability becomes:

ϕi
j(mck) = (1 − λπ̃i

j−1(mck))ϕi
j−1(mck) + Ii

j−1(mck)λπ̃i
j−1(mck) (5)

When �i
j = 0, the equation (5) provides the same probability updating

equation as (3). Borgers and Sarin explore the implications of different poli-
cies to set the level of the aspiration level. These implications are clearly
game dependent. A general observation applies for aspiration levels that are
unreachable. In this case equation (4) is always negative; therefore the learn-
ing algorithm can never settle on a given strategy, even if the opponent plays
a stationary strategy.

These learning mechanisms were originally designed for games with a finite
number of actions and without private values (or at a minimum for players
with a constant private value). In the TM context, the cost of serving ship-
ments may vary significantly. Furthermore, even the best or optimal multiplier
coefficient can get a negative reinforcement when an auction is lost simply be-
cause the cost of serving a shipment is too high. This negative reinforcement
for the “good” coefficient creates instability and tends to equalize the attrac-
tiveness of the different multiplicative coefficients. This problem worsens as
the number of competitors is increased causing a higher proportion of lost
auctions, i.e. negative reinforcement. This chapter utilizes a modified version
of the stimulus response model with reinforcement learning that better adapts
to TM bidding [8, 13]. Each multiplicative coefficient mk has an associated
average profit value π̄i

j(mk) that is equal to:

π̄i
j(mk) =

∑
t∈{1,...,j} πi

t(st)Ii
t(mk)

∑
t∈{1,...,j} Ii

t(mk)

The aspiration level is defined as the average profit over all past auctions:

�̄i
j =

∑
t∈{1,...,j} πi

t(st)I
i
t

j

Therefore the average effective profit is defined as π̄i
j−1(mck) = π̄i

j−1(mck)−
�̄i

j . Probabilities are therefore updated using equation (6).

ϕi
j(mck) = (1 − λπ̄i

j−1(mck))ϕi
j−1(mck) + Ii

j−1(mck)λπ̄i
j−1(mck) (6)

With the latter formulation (6), a “good” multiplicative coefficient does not
get a negative reinforcement unless its average profit falls below the general
profit average. At the same time, there is learning even if the auction is lost.
The learning mechanism that uses equation (6) is named as Average Rein-
forcement Learning (ARL) henceforth.

Stimulus-response learning requires the least information and can be
applied to both first and second price auctions. The probability updating
equations (3) and (6) are the same for first and second price auctions. There-
fore the application of the reinforcement learning model does not change
with the auction format that is being utilized in the TM. Using this learn-
ing method, a carrier does not need to model neither the behavior nor the
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actions of competitors. The learning method is essentially myopic since it
does not attempt to measure the effect of the current auction on future
auctions. The method clearly fits in the category of no-knowledge/myopic
carrier bounded rationality. Since the method is myopic, for the first price
auction the multiplicative coefficients must be equal or bigger than one, i.e.
mc0 ≥ 1. A coefficient smaller than one, generates only zero or negative prof-
its. In a second price auction the multiplicative coefficients can be smaller
than one and still generate positive profits since the payment is dependent
on the competitors’ bids. In both types of auctions it is necessary to specify
not just the set of multiplicative coefficients but the initial probabilities. If
equation (5) is used it is also necessary to set the aspiration level. If equa-
tion (6) is used it is necessary to set the level of the initial profits but not
the aspiration level. A uniform probability distribution is the classical as-
sumption and indicates a complete lack of knowledge about the competitive
environment.

Summarizing, in reinforcement learning, the agent does not consider strate-
gic interaction. The agent is unable to model an agent play or behavior but
his own. This agent is informed only by his past experiences and is content
with observing the sequence of their own past actions and the correspond-
ing payoffs. Using only his action-reward experience, he reinforces strategies
that succeeded and inhibit strategies which failed. He does not maximize but
moves in a utility-increasing direction, by choosing a strategy or by switch-
ing to a strategy with a probability positively related to the utility index.
Reinforcement learning (and its variants) is a strategy that is designed to
operate in an environment where the player (carrier) is unable to see the
competitors’ actions. Therefore, it is able to strongly reinforce (positively
or negatively) only one action: the last action played. Unlike reinforcement
learning, fictitious play requires the observation of competitors’ actions. A
good introduction to types of learning employed in this chapter (reinforce-
ment learning and fictitious play) can be found in the work of Fudenberg and
Levine [16].

Fictitious play came about as an algorithm to look for Nash equilibrium
in finite games of complete information [5]. It is assumed that the carrier
observes the whole sequence of competitors’ actions and draws a probabilistic
behavioral model of the opponents’ actions. The agent does not try to reveal
his or her opponents’ bounded rationality from their actions although the
agent may eventually know that opponents learn and modified their strategies
too. The agent models not behavior but simply a distribution of opponents’
actions. Players do not try to influence the future play of their opponents.
Players behave as if they think they are facing a stationary, but unknown,
distribution of the opponents’ strategies. Players ignore any dynamic links
between their play today and their opponents’ play tomorrow. A player that
uses a generalized fictitious play learning scheme assumes that his opponents’
next bid vector is distributed according to a weighted empirical distribution
of their past bid vectors. The method cannot be straightforwardly adapted
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to games with an infinite set of strategies (for example the real numbers in
an auction). Two ways of tackling this problem are: a) the player divides the
set of real numbers into a finite number of subsets, which are then associated
with a strategy or b) the player uses a probability distribution, defined over
the set of real number to approximate the probabilities of competitors play.
In either case, the carrier must come up with a estimated stationary price
function ξ (in our experiments carriers estimate a normal distribution using
on competitors’ past bids). If a second price auction format is used in the TM,
the carrier bids using:

b∗i
j ∈ argmaxE(ξ){[ξ − ci(sj , z

i
j)]I

i
j} (7)

b ∈ R

If a first price auction format is used in the TM, the carriers bid using:

b∗i
j ∈ argmaxE(ξ){[b − ci(sj , z

i
j)]I

i
j} (8)

b ∈ R

In the second price auction (equation 7) the best price is simply the corre-
sponding cost ci(sj , z

i
j) due to the special properties of one-item second price

auctions (8) (independence between the winners bid and the corresponding
payment). Equation 8 has to be solved numerically or analytically.

7.2 Automaton Interpretation

The previous sections have described reinforcement learning and fictitious play
models of learning. Reinforcement learning and fictitious play were originally
conceived as human methods of learning. However, they can also be used by
machines or computerized systems. This section tries to link both views. An
automaton is a self operating machine or mechanism. In a game context, an
automaton is meant to be an abstraction of the process by which a player im-
plements a given bounded rationality behavior. Rubenstein [33] replaces the
notion of a strategy with the notion of a machine called finite automaton. In
Rubenstein’s model a finite automaton that represents player i, is a four-tuple
(Zi, zi

0, b
i, ai), where Zi is a finite set of machine states (from this constraint

the adjective “finite”), zi
0 is the initial state for carrier i,bi : Zi → A is an

output function that produces an action (given the state of the automaton),
and ai : Zi × A−i → Zi is a transition function that updates the state of the
automaton (given the actions taken by the competitors in the previous pe-
riod). The set of possible actions is denoted by A. Adapting these concepts to
this research, a TM automaton can be defined as an abstraction of the process
by which a carrier implements a given bounded rational behavior in a TM.
A TM automaton can be defined by the eight-tuple (Zi, zi

0, Ξ, ξi
0, S, bi, ui, ai)

comprised by:
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Zi the set of possible states (private information states);
zi
0 the initial state for carrier i;

Ξ the set of possible price functions;
ξi
0 the initial price function for carrier i;

sj ∈ S the stimulus sent by marketplace;
bi : Zi × ΞS → R the bidding (output) function;
ui : h × Ξ → Ξ the update function (updates the price function ξ ∈ Ξ); and
ai : Zi × S → Zi the assignment function (assignment if an auction is won).

A TM automaton would work in the following way: the initial state and price
function are zi

0 and ξi
0 respectively, the automaton chooses a bid bi(zi

0, ξ
i
0, s1)

when the first shipment arrives. If carrier wins, the assignment function up-
dates the carrier’s status ai(zi

0, s1). The price function is updated based on
the information revealed after the auction ui(h1, ξ

i
0). When the second ship-

ment arrives the same process is repeated but starting with the new state and
price function zi

1 and ξi
1 respectively. Once the initial conditions are set, the

transitions, bidding, and updating are set by the arrival of shipments. A TM
automata game takes place when a player cannot change the working of his
machine during the course of the game. The two learning approaches described
in this section, reinforcement learning and fictitious play, can be interpreted as
the work of an automaton (which is valid in general for any learning strategy
that seeks or uses no knowledge about the competitors’ behavior). Therefore,
the simulation results presented in the next sections can also be interpreted
as the interaction or competition of TM automata (which may represent the
behavior of human, computerized, or hybrid dispatchers). It is assumed in
this research that for a given status, price function, and stimulus, an action
has the same probability of being played; as if the decision process is wired-up
and cannot change (data and information can change over time, but not the
decision-making process). This is consistent (in the short-medium term) with
the industry experience [31].

8 Experimental Results

Closed analytical solutions for the complex carriers’ decision problem in a TM
setting would require many simplifications that could compromise the validity
of the results. Therefore, computational experiments and simulation are used
as needed to enhance and extend simpler theoretical models. Furthermore,
simulation is used to study the dynamics of carriers’ behaviors and interactions
in controlled and replicable experiments.

8.1 Simulation Framework

The following sections study truck-load (TL) carriers that compete over a
square area; the sides’ lengths are equal to 1 unit of distance. For convenience,
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trucks travel at constant speed equal to one unit of distance per unit of time.
Demands for truckload pickup-and-delivery arise over this area and over time.
Origins and destinations of demands are uniformly distributed over the square
area, so the average loaded distance for a request is 0.52 units of distance. All
the arrivals are random; the arrival process follows a time Poisson process.
The expected inter-arrival time is E[T ] = 1/(Kλ), where λ is the demand
request rate per vehicle and K is the total market fleet size. The total market
fleet size that was used in the results is 4 (though similar trends were obtained
with larger fleets -8 vehicles- as long as the same arrival rate/fleet size ratio is
used). Roughly, the average service time for a shipment is 0.77 units of time
(approximately λ = 1.3). The service time is broken down into 0.52 units of
time corresponding to the average loaded distance, plus 0.25 units of time that
approximate the average empty distance (average empty distance vary with
arrival rates and time windows considered). Different Poisson arrival rates per
truck per unit of time are simulated (ranging from 0.5 to 1.5). As a general
guideline, these values correspond to situations where the carriers are:

• λ =0.5 (uncongested)
• λ =1.0 (congested)
• λ =1.5 (extremely congested)

The shipments have hard time windows. In all cases, it is assumed that the
earliest pickup time is the arriving time of the demand to the marketplace.
The latest delivery time (LDT) is assumed to be:
LDT = arrival time + 2 x (shipment loaded distance + 0.25) + 2 x uniform
(0.0, 1.0). All the shipments have a reservation price distributed as uniform
(1.42, 1.52). In all cases, reservation prices exceed the maximum marginal cost
possible in the simulated area (≈1.41 units of distance). It is also assumed
that all the vehicles and loads are compatible; no special equipment is required
for specific loads. In all the simulations, two carriers are competing for the
demands. In all cases there is an initial warm up or learning period of 250
auctions.

Multiple performance measures are used. The first is total profits, which
equal the sum of all payments received by won auctions minus the empty
distance incurred to serve all won shipments (it was already mentioned that
shipment loaded distances are not included in the bids, loaded distances cancel
out when computing profits). The profit for a particular shipment is defined as
the difference between the payment received and the increment of the empty
distance cost necessary to serve this shipment. The second performance mea-
sure is number of auctions won or number of shipments served, an indicator
of market share. The third is shippers’ consumer surplus, which is the accu-
mulated difference between reservation prices and prices paid. The fourth is
total wealth generated that is equal to the accumulated difference between
reservation price (of served shipments) and empty distance traveled.

The second price auction used in the TM operates as follows: (a) each
carrier submits a single bid, (b) the winner is the carrier with the lowest bid
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(which must be below the reservation price; otherwise the auction is declared
vacant), (c) the item (shipment) is awarded to the winner, (d) the winner
is paid either the value of the second lowest bid or the reservation price,
whichever is the lowest, and (e) the other carriers (not winners) do not win,
pay, or receive anything. The same procedure applies to first price auctions
but the winner is paid the value of the winning bid, only point (d) changes.

In real time situations, this is an increasingly difficult task when optimal
decision-making involves the solution of larger NP hard problems and the
necessity of taking into account the stochastic nature of future demands. Three
levels of DVRP technologies were simulated. These technologies are presented
in an order that shows an increasing level of sophistication.

1. Base or Näıve Technology: this type of carrier simply serves shipments in
the order they arrive. If the carrier has just one truck, it estimates the
marginal cost of an arriving shipment sj simply as the additional empty
distance incurred when appending sj to the end of the current route.
If the carrier has more than one truck, the marginal cost is the cost of
the truck with the lowest appending cost. This technology does not take
into account the stochastic or combinatorial aspect of the cost estimation
problem and is considered one of the simplest possible. Nonetheless, it
provides a useful benchmark against which to compare the performance
of more complex and computationally demanding technologies.

2. Static Fleet Optimal (SFO): this carrier optimizes the static vehicle rout-
ing problem at the fleet level. If the carrier has just one truck, the tech-
nology is equivalent to the previous case. If the carrier has more than one
truck, the marginal cost is the increment in empty distance that results
from adding sj to the total pool of trucks and loads yet to be serviced. If
the problem where static, this technology would provide the optimal cost.
Again, like the two previous technology, it does not take into account the
stochastic nature of the problem. This technology roughly stands for the
best a myopic (as ignoring the future but with real time information)
fleet dispatcher can achieve. Carriers fleet assignment and cost estima-
tion is based on the static optimization based approach proposed by Yang
et al.[42].

3. One step Look ahead Fleet Optimal (1SLA): as the previous carrier, this
carrier optimizes the static vehicle routing problem the fleet level. This
provides the static marginal cost for adding sj . However, this carrier also
knows the distribution of load arrivals over time and their spatial distri-
bution. Hence, the carrier can simulate whether and how much winning sj

affects the marginal cost of serving the next arriving load. This technol-
ogy roughly stands for what a fleet dispatcher with real time information
and knowledge of future (yet unrealized probabilistic demands) can do.
However, 1SLA is not an “optimal” technology, rather it is a heuristic
that tries to estimate how serving sj affects the cost of serving the next
shipment.
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8.2 Analysis of Experimental Results

A significant characteristic of one-item second price auction is also cost bid-
ding, i.e. one-item second price auctions are incentive compatible mechanisms.
That characteristic cannot be necessarily maintained in multiunit sequential
auctions setting such as the TM marketplace. Of the two learning methods
proposed, only reinforcement learning can be applied to second price auc-
tions since fictitious play in a single-item second price auction coincides with
marginal cost bidding. Regardless of the price distribution, the expected profit
is always optimized with marginal cost bidding. In the TM context, the objec-
tive of reinforcement learning is to “learn” what the best bidding coefficient
is; the bidding coefficient that maximizes a carrier’s profits. Which raises the
question: in a TM second price auction environment can carriers be better
off by using bidding factors? This question is answered using computational
experiments. Two carriers using the same type of DVRP technology compete
against each other. However, while one carrier bids the marginal cost (called
MC carrier) the other bids the marginal cost multiplied by a bidding factor
(called BF carrier). Eleven different bidding factors are utilized, ranging from
0.5 to 1.5. The impact of these factors on carrier BF’s profits are depicted in
Figure 2. The profit levels of a BF carrier when the bidding factor is equal
to 1.0 are used as the reference or base level they correspond to 100% level.
Both carriers are using the SFO technology.

8.3 Performance of Marginal Cost Bidding

The results depicted in Figure 2 show that for low arrival rates the best
bidding factor is 1.0, corresponding to simply bidding the marginal cost. For

Fig. 2. Profit Level for a BF Carrier
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Fig. 3. Shipments Served by BF carrier

medium arrival rates the best bidding factor is 1.1. For high arrival rates
the best bidding factor is 1.3. Regardless of the arrival rate level, the curve
is quite flat around the “optimal”. Furthermore, if the profits are connected
the resulting curve is concave-shaped. A possible explanation to the results of
Figure 2 may be obtained by analyzing how profits are generated. Total profits
can be expressed as the average profit obtained per shipment multiplied by
the number of shipments served. Figure 3 and Figure 4 show the impact of
bidding factors on number of shipments served and average shipment served

Fig. 4. Average Profit per Shipment Won for a BF Carrier
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profit respectively. Again, the number of shipments served and average profit
used as reference are those of a BF carrier when the bidding factor is equal
to 1.0.

It is clear from Figure 3 and Figure 4 that, as expected, higher bidding
factors increase the average profit per shipment won but decreases the number
of shipments won. Vice versa, lower bidding factors decrease the average profit
per shipment won but increases the number of shipments won. There are
clearly two opposing forces at work when the bidding factor changes; this fact
helps to explain the concave shape of the profit curve in Figure 2.

At this point, it has not yet been explained why the low arrival rate “op-
timal” bidding factor is around 1.0 (marginal cost case), while the “optimal”
bidding factors are shifted to the right for higher arrival rates. The answer to
this matter lies in the relation between profit elasticity and shipment served
volume elasticity. To understand why profit elasticity and shipment served vol-
ume elasticity changes with the arrival rate is necessary to introduce Figure 5
and . They illustrate the different fleet utilization rates of carriers MC and BF
respectively. Fleet utilization rate is defined as the average vehicle utilization.
Vehicle utilization is defined as the percentage of the time a vehicle is moving
(i.e. not idle).

With low arrival rates the utilization of the MC carrier is low (around 35%
if the BF carrier uses a bidding factor equal to 1.0 - see Figure 5). Therefore
when carrier BF increases his prices (utilizing higher bidding factors) carrier
MC gains a significant percentage of the demand. This explains why in there is
such an abrupt drop in demand (from 100 to 80%) when carrier BF moves from
a bidding factor of 1.0 to 1.1. With higher arrival rates the fleet utilization
of carrier MC is higher (at or over 70% - see Figure 5) and at very high

Fig. 5. Fleet Utilization (MC Carrier)



Repeated Auction Games and Learning Dynamics 165

utilization rates it is more difficult to accommodate or to inexpensively add
new shipments. As fleet utilization grows the capacity to serve new shipments
decreases, therefore on average the opportunity costs of serving additional
shipments starts to be significant. is the reverse mirror image of Figure 5.
With high arrival rates carrier BF can rise prices substantially and still have
a high fleet utilization; the increase in profits prevails over the decrease in
shipments served. The explanation provided is plausible but not definitive.
However, similar phenomena as the ones observed in Figure 2-6 have been
widely recognized in the economics-industrial organization literature.

The incentives to increase prices as remaining market capacity decreases
are contemplated in price-capacity oligopoly models. For example, in the
Edgeworth-Bertrand model of competition, pricing is at marginal cost lev-
els when demand is low, however prices increase after a critical capacity uti-
lization threshold is surpassed. Similar intuition is obtained from Benoit and
Krishna model of capacity constrained auctions, with limited capacity it is
advantageous to speculate. Even in fleet management, the idea of filtering
out shipments or similarly increasing the “admission” price of shipments un-
der very high arrival rate conditions has been previously used (though not
in a competitive environment). The Kim et al. study indicates that a fleet
dispatcher under very high arrival rates (over capacity) is better off filtering
out some demands (not being too close to capacity). Similar results are also
found when carriers use other technologies such as the näıve or 1SLA. Figure 7
shows the profit changes when both carriers use naive technologies. Even when
carriers have different technologies, similar results can be expected. Figure 8
show the profit changes for the BF carrier using näıve technology against a
MC carrier using SFO technology.

Fig. 6. Fleet Utilization (BF Carrier)
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Fig. 7. Profit Level for a BF Carrier (both carrier use näıve technology)

The question that motivated these simulations was: in a TM second
price auction environment can carriers be better off by using bidding fac-
tors? The answer is yes, but only at high arrival rates. This answer provides
additional insights into the applicability of auction analysis to online algo-
rithms/technologies. The results confirm the notion that DVRP technological
leadership can be better exploited under low to moderate arrival rate condi-
tions, where there is no incentive to adopt bidding factors that are not one. If
there is an incentive to adopt bidding factors that are higher than one, there
is an incentive to restrain capacity or to increase prices (profits are increased

Fig. 8. Profit Level for a BF Carrier (SFO vs. näıve technology)
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without increasing fleet management efficiency). As the arrival rate grows the
advantage of being more efficient decreases; in general, scarcity exposes the
incompetent while abundance hides inefficiencies.

8.4 Learning Methods Performance

The following results address the issue of learning performance of the two
learning methods presented in this chapter. The previous results show that
bidding factors can be used to increase carriers’ profits in TM second price
auctions with high arrival rates. Reinforcement learning could be used to
“learn” which bidding factors produce a higher profits on average; as the
auction results accumulates the most profitable bidding factors continuously
increase their probability of being used. With low arrival rates, there is nothing
to learn but the fact that marginal cost bidding (bidding factor 1.0) is the best
alternative. Learning can be expensive though. For example, in a second price
auction the longer it takes a bidder to learn that underbidding (bidding below
his marginal costs) is not a good strategy, the more the bidder loses potential
profits. The importance of the right learning coefficient then becomes evident.
If the learning coefficient λ is too small learning is too slow; if λ s too big it
may lock the learning algorithm in an undesirable bidding factor too quickly.
Another important element is the number of alternatives that the learning
algorithm must choose from; as a general rule, the more the alternatives the
smaller the λ.

The speed of reinforcement learning can be quite slow in an auction setting
like TM. The optimal bidding factor can be used and there is still roughly a
50% chance of losing (assuming two bidders with equal fleets and technolo-
gies). If the optimal bidding factor loses two or three times its chances of
being played again may reduce considerably which hinders convergence to the
optimal or even convergence at all. As discussed previously in this section,
this issue can be avoided using “averages” (ARL method). Figure 9 illustrates
the relative performance of Average Reinforcement Learning (ARL) and Rein-
forcement Learning (RL) in a first price auction. Both learning methods select
a bidding factor among 11 different possibilities, ranging from 1.0 to 2.0 in
intervals of 0.1. The learning factor is λ=0.10. Figure 9 shows the relative
performance of ARL and RL after 500 auctions. It is clear that RLA obtains
higher profits as the arrival rate increases. RL has a poorer performance be-
cause it cannot converge steadily to the optimal coefficient due to the reasons
mentioned in the previous paragraph. The carrier RL tends to price lower (it
keeps probing low bidding coefficients longer) and therefore serves a higher
number of shipments. As shown in the previous section, as arrival rates in-
crease after a critical point, a carrier can charge higher prices regardless of
what the competitor is doing.

In first price auctions reinforcement learning and fictitious play can be
used. The latter uses more information than the former. Therefore, it is ex-
pected that a carrier using fictitious play must outperform a carrier using
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Fig. 9. ARL vs. RL (RL performance base of comparison)

reinforcement learning. Figure 10 shows the relative performance of Fictitious
Play (FP) and ARL after 500 auctions. The ARL player is the same as in
Figure 9. The FP carrier divides the possible competitors’ bids in 15 intervals
(from 0.0 to 1.5 in intervals of width 0.1) and start with a uniform probability
distribution over them.

Clearly the FP carrier obtains higher profits across the board. The usage
of a competitor past bidding data to obtain the bid that maximizes expected
profits clearly pays off. In this case carrier ARL tends to bid less and serve

Fig. 10. ARL vs. FP (RL performance base of comparison)
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more shipments, again, the difference diminished as the arrival rate increase.
In the TM context even a simple static optimization provides better results
than a search based on reinforcement learning. Not surprisingly, more infor-
mation and optimization lead to better results. Therefore, if there is maximum
information disclosure, carriers will choose to play fictitious play or a similar
bidding strategy, especially since the complexity of FP (myopic) and ARL are
not too different.

8.5 Comparing Auction Settings

The following results describe the outcomes of TM competition with different
sequential auction settings. Within the competitive no-knowledge assump-
tions, three basic auction settings are compared: second price auction with
marginal cost bidding, first price auction with reinforcement learning, and
first price auction with fictitious play. Four different measures are used to
compare the auction environments: carriers’ profits, consumer surplus, num-
ber of shipments served, and total wealth generated.

To facilitate comparisons in all the four graphs that are presented sub-
sequently, second price auctions with marginal cost bidding are used as the
standard to measure up the two types of first price auction. All two car-
riers use SFO technologies0. Figure 11 illustrates the profits obtained by
carriers. After the results of the previous section, it is not surprising that
FP carriers obtain higher profits than ARL carriers. FP carriers use the
obtained price information to their advantage. The highest carrier profit
levels takes place with the second price auctions. These results do not
alter or contradict theoretical results. With asymmetric cost distribution
functions, Maskin and Riley show that there is not revenue ordering be-
tween independent value first and second price auctions. Figure 12 illustrates

Fig. 11. Carriers’ Profit level (Second Price Auction MC as base)
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Fig. 12. Consumer Surplus level (Second Price Auction MC as base)

the consumer surplus obtained with the three auction types. Clearly, first
price auction with reinforcement learning (minimum information disclosed)
benefit shippers. Unsurprisingly, Figure 12 is almost the reverse image of
Figure 11.

Figure 13 shows the number of shipments served with each auction setting.
As expected, with second price auctions more shipments get served. Even in
asymmetric auctions, it is still a weakly dominant strategy for a bidder to bid
his value in a second price auction recall that this property of one-item second
price auction is independent of the competitors’ valuations. Therefore, in the

Fig. 13. Number of Shipments Served (Second Price Auction MC as base)
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second price auction the shipment goes to the carrier with the lowest cost. In
contrast, with ARL there is a positive probability that there are inefficient
assignments since a higher cost competitor can use a bidding coefficient that
results in a lower bid. Similarly with FP carriers, if the price functions are dif-
ferent (which is very likely since each carrier models the competitors’ prices),
a lower cost carrier can be underbid by a higher cost carrier with a positive
probability. The results of Figure 12 and Figure 13 are similar to the insights
provided by the reverse auction model with elastic demand, where introducing
higher price uncertainty decreases prices (carriers’ profits) but also decreases
the probability of completing a potentially feasible transaction (number of
shipments served). Figure 14 shows the wealth generated with each auction
setting. Predictably, with second price auctions more wealth is generated. This
is not surprising since marginal cost bidding is a “price efficient” mechanism.
As the arrival rate increases the gap in total wealth generated tends to close
up (Figure 14). Consistently, the lowest wealth generated corresponds to the
case with FP bidders.

Summarizing, under the current TM setting, carriers, shippers, and a
social planner would each select a different auction setting. Carriers would
like to choose a second price auction. If first price auction are used, carri-
ers would like to have maximum information disclosure. More information
allows players to maximize profits, though total wealth generated is the low-
est. Shippers would like to choose a first price auction with minimum in-
formation disclosure; more uncertainty about winning leads carriers to offer
lower prices. However, the uncertainty leads to a reduction in the number of
shipments served. Finally, from society viewpoint the most efficient system
is the second price auction. More shipments are served and more wealth is
generated.

Fig. 14. Total Wealth Generated (Second Price Auction MC as base)



172 M.A Figliozzi et al.

Fig. 15. Impact of Auction Type and Technology upgrading on Profits

8.6 Auction Settings and DVRP Technology Benefits

The final set of experiments looks at how auction settings impact the compet-
itive edge that a more sophisticated DVRP can provide. Figure 15 illustrates
the profit improvement of a carrier using a SFO technology over a carrier us-
ing the näıve technology. As expected, the second price auction better rewards
a lower cost carrier. Again, this can be attributed to the lack of speculation
about prices, which removes unnecessary speculation about competitors.

9 Conclusion

A competitive TM setting was analyzed to determine the likely sources of
bounded rationality and the context of carriers’ decision making process.
Given the complexity of the bidding/fleet management problem, carriers can
tackle it with different levels of sophistication. The complexity of the dif-
ferent bidding problems that a bounded rational carrier can be faced with
was analyzed and classified. In the framework presented, sequential auctions
can be used to model an ongoing transportation market, where the effect of
carrier competition, knowledge and information availability, dynamic vehi-
cle routing technologies, computational power, and decision making processes
can be studied. This is an alternative framework to traditional models of
behavior, equilibrium, decision-making, and analysis for transportation car-
riers. Decision making and behavior is defined as an expression of the goals
and bounded rationality of the carrier as the type of pricing/bidding/fleet
management problem that the carrier is able to tackle. Table 1 coupled with
the appropriate learning mechanisms (for example reinforcement learning and
fictitious play when they suit) embody the approach to carrier behavior pro-
posed in this research.
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Reinforcement learning and fictitious play, two learning methodologies for
this type auction setting and assumptions are introduced and analyzed, as
well as carrier learning and behavioral assumptions. Carrier’s behavior is com-
pared with the behavior of a machine. Computational experiments indicate
that auction setting and information disclosure matters. Maximum informa-
tion disclosure allows carriers to maximize profits at the expense of shippers’
consumer surplus; minimum information disclosure allows shippers to maxi-
mize consumer surplus but at the expense of lowering the number of shipments
served. Marginal bidding in second price auctions remains the most efficient
incentive compatible auction mechanism, producing more wealth and more
shipments served than first price auctions. It is demonstrated that under crit-
ical arrival rate there is no incentive to use bidding factors (no deviations from
static marginal cost bidding). Furthermore, second price auction TM is the
mechanism that provides the highest reward to carriers with more sophisti-
cated DVRP technology.
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1 Motivation and Solution Approaches

Traffic congestion is a severe problem on freeways in many countries. Accord-
ing to a study of the European Commission [1], its impact amounts to 0.5% of
the gross national product and will increase even up to 1% in the year 2010.
Since in most countries, building new transport infrastructure is no longer
an appropriate option, there are many approaches towards a more effective
road usage and a more ‘intelligent’ way of increasing the capacity of the road
network and thus of decreasing congestion. Due to the potential benefits and
the expected technological progress, there is considerable research in the area
of intelligent transport systems (ITS) [2, 3]. Examples of advanced traffic con-
trol systems are, e.g., ramp metering, adaptive speed limits, or dynamic and
individual route guidance. The latter examples are based on a centralized traf-
fic management, which controls the operation and the system’s response to a
given traffic situation.

However, traffic systems are highly complex multi-component systems suf-
fering from instabilities and non-linear dynamics, including chaos. This is
caused by the non-linearity of interactions, delays, and fluctuations, which
can trigger phenomena such as stop-and-go waves, noise-induced breakdowns,
or slower-is-faster effects. The recently upcoming information and communi-
cation technologies (ICT), including cheap optical, radar, video, or infrared
sensors and mobile communication technologies promise new solutions leading
from the classical, centralized control to decentralized approaches in the sense
of collective (swarm) intelligence and ad hoc networks. Such concepts reduce
the problem of data flooding by restricting to the locally relevant information
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only and reach more adaptiveness, flexibility, resilience and robustness with
respect to local requirements and temporary failures.

Our main focus is on future adaptive cruise control (ACC) systems, which
will not only increase the comfort and safety of car passengers, but also en-
hance the stability of traffic flows and the capacity of the road. We call this
‘traffic assistance’ [4, 5]. We present an automated driving strategy that adapts
the operation mode of an ACC system to the autonomously detected, local
traffic situation, see Sec. 2. The impact on the traffic dynamics is investigated
by means of a multi-lane microscopic traffic simulation in Sec. 3. Moreover,
vehicles will become automatic traffic state detection, data management, and
communication centers when forming ad hoc networks through inter-vehicle
communication (IVC) [6, 7, 8, 9]. In Sec. 4, we discuss the mechanisms and ap-
plicability of short-range inter-vehicle communication for detection dynamic
congestion fronts on freeways. Adaptive, self-organized traffic control in ur-
ban road networks is another interesting application field for decentralized
strategies. In Sec. 5, we present control principles that allow one to reach a
self-organized synchronization of traffic lights. We conclude with a summary
and outlook in Sec. 5.

2 From Adaptive Cruise Control to Traffic Assistance
Systems

The recent development and availability of adaptive cruise control (ACC) sys-
tems extends earlier cruise control systems, which were designed to maintain
a selected speed. An ACC system is able to detect and to track the lead-
ing vehicle, measuring the actual distance and speed difference to the vehicle
ahead by a radar sensor. Together with the own vehicle speed, these input
data allow the system to calculate the required acceleration or deceleration to
maintain a selected safe time gap. The update time for the data is typically
0.1 s, i.e., much shorter than the reaction time of human drivers of about 1 s
[10]. In commercially available ACC systems, the time gap can be adjusted
by the user typically in the range between 1 s and 2 s. Additionally, the user
is able to select the desired velocity. These systems offer a gain in comfort
in applicable driving situations on freeways, but they are still restricted to
free traffic and high speed regimes due to their limited speed and acceleration
range. The next generation of ACC systems is constructed to operate in all
speed ranges and most traffic situations on freeways including stop-and-go
traffic. Furthermore, ACC systems have the potential to prevent actively a
rear-end collision and, thus, to achieve also a gain in safety.

However, what is the effect of ACC systems on the overall traffic situation?
Do they necessarily increase the instability of traffic flows in favor of more driv-
ing comfort? Or is it possible to increase the capacity and stability by suitable
modification of vehicle interactions? If yes, how could such a traffic assistance
system look like? In the following, we will give a short description of a new
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ACC system that we have developed [4, 11, 5]: The proposed traffic-assistance
system consists of several system components: The main operational layer is
still the ACC system calculating the vehicle’s acceleration (on a typical time
scale of 0.1 s). The new feature of the proposed system is the strategic layer,
which implements the changes in the driving style in response to the local traf-
fic situation by changing some parameters of the ACC system. To this end, a
detection algorithm determines, which of the five traffic situations mentioned
above applies best to the actual traffic situation. The ACC parameter settings
related to the detected traffic state changes typically on time scales of minutes
and in a range of typically a few hundred meters. This is analogous to manual
changes of the desired velocity or the time gap in conventional ACC systems
by the driver, which, of course, is possible in the proposed system as well.

2.1 Implementation of the Adaptive ACC Driving Strategy

The design of an ACC-based traffic assistance system is subject to several,
partly contradicting, objectives. On the one hand, the resulting driving behav-
ior has to be safe and comfortable to the driver. This implies comparatively
large gaps and low accelerations. On the other hand, the performance of traffic
flow is enhanced by lower time gaps T and higher accelerations, which can be
seen when considering the main aspects of traffic performance: The static road
capacity C, defined as maximum number of vehicles per time unit and lane,
is strictly limited from above by the inverse of the vehicle time gap, C < 1/T .
Moreover, simulations show that higher accelerations increase both the traffic
stability and the outflow from congested traffic, which is typically lower than
the free-flow capacity [5]. Our approach to resolve these conflicting goals is
based on following observations:

• Most traffic breakdowns are initiated at some sort of road inhomogeneities
or infrastructure-based ‘bottlenecks’ such as on-ramps, off-ramps, or sec-
tions of road works [12, 13, 14].

• An effective measure to avoid or delay traffic breakdowns is to homogenize
the traffic flow.

• Once a traffic breakdown has occurred, the further dynamics of the re-
sulting congestion is uniquely determined by the traffic demand (which
is outside the scope of this investigation), and by the traffic flow in the
immediate neighborhood of the downstream boundary of congestion [15].
According to empirical investigations [12], the downstream boundary is
mostly fixed and located near a bottleneck.

• Traffic safety is increased by reducing the spatial velocity gradient at the
upstream front of traffic congestion, i.e., by reducing the risk of rear-end
collisions.

In the context of the ACC-based traffic assistance system, we make use of
these observations by only temporarily changing the comfortable settings of the
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ACC system in specific traffic situations. The selected situations have to be
determined autonomously by the equipped vehicles and they have to allow for
specific actions to improve the traffic performance. To this end, we propose the
following discrete set of five traffic situations and the corresponding actions:

1. Free traffic. This is the default situation. The ACC settings are deter-
mined solely by the goal of maximum driving comfort. Since modern ACC
systems allow each driver to set the parameters for the time gap and the
desired velocity individually, this may lead to different parameter settings.

2. Upstream jam front. Here, the objective is to increase safety by de-
creasing velocity gradients. Compared to the default situation, this implies
earlier braking when approaching slower vehicles. Notice that the opera-
tional ACC layer always assures a safe approaching process independently
from the detected traffic state.

3. Congested traffic. Since drivers cannot influence the development of
traffic congestion in the bulk of a traffic jam, the ACC settings are reverted
to their default values.

4. Downstream jam front. To increase the dynamic bottleneck capacity,
accelerations are increased and time gaps are temporarily decreased.

5. Bottleneck sections. Here, the objective is to locally increase the ca-
pacity, i.e., to dynamically compensate for the capacity drop, which is the
defining property of bottlenecks. This implies a temporal reduction of the
time gap.

Notice that drivers typically experience the sequence of these five traffic
states when travelling through congested traffic. In the following, we will dis-
cuss the implementation of the above ACC concept by adjusting three relevant
driving parameters: The acceleration parameter a gives an upper limit for the
acceleration v̇(t) of the ACC-controlled vehicle. Consequently, this parameter
is increased when leaving congestion, i.e., when the state ‘downstream front’
has been detected. The comfortable deceleration parameter b characterizes the
deceleration when approaching slower or standing vehicles. Obviously, in order
to be able to brake with lower decelerations, one has to initiate the braking
maneuver earlier, which corresponds to higher levels of anticipation. Since this
smoothes upstream fronts of congestion, the parameter b is decreased when
the state ‘upstream front’ has been detected. Notice that, irrespective of the
value of b, the ACC vehicle brakes stronger than b if this is necessary to avoid
collisions. Finally, the safe time gap parameter T is decreased if one of the
states ‘bottleneck’ or ’downstream front’ is detected.

In order to be acceptable for the drivers, the system parameters need to
be changed in a way that preserves the individual settings and preferences
of the different drivers and also the driving characteristics of different vehicle
categories such as cars and trucks. Particularly, the preferred time gap T can
be changed both by the driver, and by the event-driven ACC adaptation. This
can be fulfilled by implementing relative changes by means of multiplication
factors λa, λb, and λT defined by the relations
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a(s) = λ(s)
a a, b(s) = λ

(s)
b b, T (s) = λ

(s)
T T. (1)

Here, the superscript (s) reflects the traffic state, to which the respective value
is applicable. Furthermore, a, b, and T denote the default parameters (e.g.,
a = 1.4m/s2, b = 2m/s2, and T = 1.5 s). In summary, this implementation
can be represented in terms of a strategy matrix as depicted in Table 1. Of
course, all changes are subject to restrictions by legislation (lower limit of T )
or by properties of the vehicle (upper limit of a and b).

2.2 Autonomous Traffic State Detection

Let us now present a detection model for an automated, vehicle-based iden-
tification of the local traffic situation as required for the proposed driving
strategy. Our detection model uses time-series data measured on-board of a
vehicle. The Controller Area Network (CAN) of the vehicle provides the own
speed, whereas the distance to the leader is measured by the radar sensor of
the ACC system. Due to short term fluctuations, the time series data require
a smoothing in time to reduce fluctuations. In our traffic simulator (cf. Fig. 1),
we have used an exponential moving average (EMA) for a measured quantity
x(t),

xEMA(t) =
1
τ

t∫

−∞

dt′e−(t−t′)/τ x(t′), (2)

with a relaxation time of τ = 5 s. The EMA allows for an efficient real-time
update by using an explicit integration scheme for the corresponding ordinary
differential equation

d

dt
xEMA =

x − xEMA

τ
. (3)

Our autonomous traffic state detection distinguishes the five above mentioned
traffic states according to the following criteria: The free traffic state is char-
acterized by a high average velocity,

vEMA(t) > vfree, (4)

with a typical value for the threshold of vfree = 60 km/h. In contrast, the
congested traffic state is characterized by a low average velocity,

vEMA(t) < vcong, (5)

with a threshold of vcong = 40 km/h. The detection of an upstream or down-
stream jam front relies on a change in speed compared to the past. Approach-
ing an upstream jam front is characterized by

v(t) − vEMA(t) < −Δvup, (6)

whereas a downstream front is identified by an acceleration period,
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Table 1. The driving strategy matrix represents the implementation of the ACC
driving strategy in a nutshell. Each of the traffic situations corresponds to a different
set of ACC parameters. We encode the ACC driving characteristics by adapting the
safe time gap T , the maximum acceleration a, and the comfortable deceleration b. λT ,
λa, and λb are the corresponding multiplication factors, see Eq. (1). For example,
λT = 0.5 denotes a reduction of the default time gap T by 50% in bottleneck
situations

Traffic situation λT λa λb Driving behavior

Free traffic 1 1 1 Default/Comfort
Upstream front 1 1 0.7 Increased safety
Congested traffic 1 1 1 Default/Comfort
Bottleneck 0.5 1.5 1 Breakdown prevention
Downstream front 0.5 2 1 High dynamic capacity

Fig. 1. Screenshot of our traffic simulator, showing an on-ramp scenario. For mat-
ters of comparison, two simulation runs are displayed. In the upper simulation, 100%
of the vehicles are equipped with the ACC-based traffic assistance system. The dif-
ferent vehicle colors distinguish the five locally detected traffic states. The reference
case of vehicles without ACC systems displayed in the lower simulation run shows
congested traffic at the bottleneck under otherwise equivalent traffic conditions. In
both simulations, the same upstream boundary conditions have been used
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v(t) − vEMA(t) > Δvdown. (7)

Both thresholds are of the order of Δvup = Δvdown = 10 km/h.
The most important adaptation for an efficient driving style requires

knowledge about bottlenecks. The identification of this state requires in-
formation about the infrastructure, because bottlenecks are typically asso-
ciated with spatial inhomogeneities in the freeway design such as on-ramps,
off-ramps, lane closures, or construction sites [12]. This information may be
provided by a digital map database containing the coordinates (xbegin, xend) of
the bottleneck area in combination with a positioning device (GPS receiver),
which provides the actual vehicle position x(t). Then, a bottleneck state is
identified under the conditions

x(t) > xbegin and x(t) < xend. (8)

In addition to local information, non-local information improves the detection
of dynamic congestion fronts and dynamic bottleneck sections like a tempo-
rary lane-closure due to an accident. To this end, we consider inter-vehicle
communication in Sec. 4) (see Fig. 2).

It can happen that none of the proposed criteria is fulfilled or several cri-
teria are met simultaneously. Therefore, we need a heuristics for the discrete

Communication

Stationary
Detectors

Autonomous
State Detection

Inter−Vehicle Bottleneck
(on−ramp)

Fig. 2. Illustration of different information sources used for a vehicle-autonomous
detection of the current traffic situation: (i) The radar sensor of the ACC system
provides local floating-car data. (ii) A positioning device (GPS receiver) in combi-
nation with a digital map allows for a detection of stationary bottlenecks resulting
from on-ramps, off-ramps, uphill gradients, etc. Additional information can be com-
municated by broadcast services (iii) either by stationary senders or detectors, or
(iv) by inter-vehicle communication
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choice problem. In our traffic simulations (cf. Fig. 1), we found that the follow-
ing decision order is the most adequate one: downstream front → bottleneck →
traffic jam → upstream front → free traffic → no change. This order also re-
flects the relevance of the driving strategy associated with these traffic states
for an efficient traffic flow.

3 Simulating the Impact of ACC Systems on Traffic Flow

In order to evaluate the impact of the proposed traffic-adaptive driving strat-
egy of our ACC vehicles (cf. Sec. 2), we have investigated a traffic scenario
with an uphill gradient as typical representative for a stationary and flow-
conserving bottleneck. We have carried out a simulation of a three-lane free-
way section of total length 13 km (cf. Fig. 1). The inflow at its upstream
boundary has been specified according to empirical detector data (time series
of traffic flow and truck proportions) from the German freeway A8 East lead-
ing from Munich to Salzburg. As example for a flow-conserving bottleneck,
we have modelled the uphill region with a gradient slope by locally increasing
the safe time gap parameter by 30% for all vehicles in a range of 500m around
the bottleneck location at x = 10 km and smooth linear transitions around.

In our simulations, we have used the Intelligent Driver Model (IDM) [16],
which has been successfully applied to describe real-world traffic phenomena
[16]. Its input quantities such as distance, speed and relative speed to the
predecessor are exactly those of an ACC system. The parameters for the
simulations are given in Table 2. Lane changes have been simulated with
the algorithm MOBIL [17], which is based on the expected advantage in the
new lane in terms of the gain in possible acceleration or the avoidance of
deceleration as calculated with the longitudinal driving model.

Each vehicle equipped with an ACC system has incorporated the driving
strategy proposed in Sec. 2.1. While passing the uphill road section, the au-
tonomous detection model (see Sec. 2.2) identifies the stationary bottleneck
by means of its digital map. The relative parameter change of the time gap
T , the maximum acceleration a, and the comfortable deceleration b are sum-
marized by the ‘driving strategy matrix’ (see Table 1). For further details, we
refer to Ref. [4, 18].

3.1 Simulation Results for Various Proportions of ACC Vehicles

Figure 3 illustrates the spatiotemporal dynamics of the traffic density for
various proportions of ACC vehicles. The simulation scenario without ACC
vehicles shows a traffic breakdown at t ≈ 16:20 h at the uphill bottleneck at
x = 10 km due to the increasing incoming traffic at the upstream boundary
during the afternoon rush hour. The other three diagrams of Fig. 3 show the
simulation results with ACC proportions of 10%, 20%, and 30%, respectively.
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Table 2. Model parameters of the Intelligent Driver Model (IDM) for cars and
trucks. The vehicle length has been set to 4m for cars and 12m for trucks. Vehicles
equipped with the ACC system adapt their parameters T , a, and b to the detected
traffic situation summarized in the ’driving strategy matrix’ in Table 1. The website
http://www.traffic-simulation.de provides an interactive simulation of the IDM
in combination with the used lane-changing model MOBIL

IDM Parameter Car Truck

Desired velocity v0 120 km/h 85 km/h
Safe time gap T 1.5 s 2.0 s
Maximum acceleration a 1.4 m/s2 0.7 m/s2

Desired deceleration b 2.0 m/s2 2.0 m/s2

Jam distance s0 2 m 2 m

Increasing the proportion of vehicles applying the traffic-adaptive ACC driv-
ing strategy reduces the traffic congestion significantly. An equipment level
of 30% ACC vehicles avoids the traffic breakdown almost completely. Al-
ready a proportion of 10% ’intelligent’ ACC vehicles improves the traffic flow,
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Fig. 3. Spatiotemporal dynamics of the simulation of a three-lane freeway with an
uphill gradient at location x = 10 km, which produces a bottleneck effect. The dia-
grams show the lane-averaged (inversely displayed) velocity as a function of space
and time for different proportions of ACC vehicles. The simulations illustrate the
impact of the traffic-adaptive driving strategy for different proportions of ACC ve-
hicles
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demonstrating the great efficiency of the proposed ACC driving strategy. The
improvement of the traffic efficiency scales non-linearly with the proportion of
ACC vehicles. A gradual increase of ACC vehicles in the mixed traffic flows
has a significant impact on the maximum free flow, and, thus, on the traf-
fic efficiency. Note that the strong sensitivity of the scaling function at small
equipment levels is crucial for a successful market introduction of the traffic
assistance system.

3.2 Impact of ACC Systems on Travel Times and the Quality of
Service

For matters of illustration, let us now consider the travel time as the most im-
portant variable for a user-oriented quality of service. While the travel time as
a function of simulation time reflects mainly the perspective of the drivers, the
cumulated travel time is a performance measure of the overall traffic system.
The latter quantity can be associated with the economic costs of traffic jams.
As indicated in Fig. 4, traffic breakdowns have a strong effect on the travel
times. For example, the cumulated travel time without ACC vehicles amounts
to about 3800 h, whereas the scenario with a fraction of 30% ACC vehicles
results in approximately 2500 h. Therefore, the traffic breakdown leads to an
increase of the overall travel time by 50%, compared to free flow conditions.
In comparison, the travel time of individual drivers at the peak of congestion
(t ≈ 18:45 h) is even tripled compared to the uncongested situation. Increasing
the proportion of ACC vehicles reduces the travel times significantly due to a
delayed breakdown of traffic flow and, consequently, a reduction in the length
of the traffic jam.
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Fig. 4. Current and cumulated travel times for different ACC equipment levels. The
diagrams show the strong impact of a traffic breakdown on the travel times, which
is the most important measure of traffic quantity for the drivers. During the peak
of traffic congestion, the travel time is approximately tripled compared to the travel
time of approximately 8 min under free flow conditions. The cumulated travel time
indicates the impact of congestion on the overall system. A proportion of 30% ACC
vehicles prevents the traffic breakdown completely
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Fig. 5. Time series of the quality of service y = τ0/τ based on the travel time
and resulting level of service index. The reduction of traffic congestion by vehicles
equipped with our proposed ’traffic assistance system’ leads to a considerable better
traffic quality compared to the scenario without ACC-equipped vehicles

Finally, let us consider the travel time τ as the most important measure
for the user-oriented quality of service. As the desired velocity v0 = 120 km/h
of car drivers (see Table 2) together with the length of the considered road
section of 13 km determine a reference travel time τ0 = 6.5min, we define the
quality measure by

y =
τ0

τ
. (9)

By rounding Ny with N = 10 to integer values, we define a discrete quality
index in the range from 1 to N = 10, where 10 indicates the best quality value.
Figure 5 shows the time-dependent quality of service y(t) and the resulting
discrete index time series for different proportions of vehicles equipped with
the traffic-adaptive ACC system.

4 Inter-Vehicle Communication

The detection model presented in Sec. 2.2 is exclusively based on local infor-
mation. For a more advanced vehicle-based traffic state estimation, non-local
information must be additionally incorporated in order to improve the detec-
tion time and quality (cf. Fig. 2). For example, a short-range communication
between vehicles (inter-vehicle communication, IVC) is a reasonable exten-
sion providing up-to-date information about dynamic up- and downstream
fronts of congested traffic, which cannot be estimated without delay by local
measurements only [6, 7, 8, 9, 19]. In contrast to conventional communication
channels, which operate with a centralized broadcast concept via radio or
mobile-phone services, IVC is designed as a local service. Vehicles, equipped
with a short-range radio device, broadcast messages which are received by all
other equipped cars within the limited broadcast range. The message trans-
mission is not controlled by a central station, and, therefore, no further com-
munication infrastructure is needed. Wireless local-area networks (WLAN)
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have already shown their suitability for IVC with typical broadcast ranges of
100–300m. In addition, the short-range broadcast technology allows also for
a roadside-to-vehicle communication, e.g., while passing a stationary sender.

In the context of freeway traffic, messages normally have to travel up-
stream in order to be valuable for their receivers. In general, there are two
strategies, how a message can be transported upstream via IVC as displayed
in Fig. 6: Either the message hops from an IVC car to a subsequent IVC
car within the same driving direction (‘longitudinal hopping’), or the message
hops to an IVC-equipped vehicle of the other driving direction, which takes
the message upstream and delivers it back to cars of the original driving direc-
tion (‘transversal hopping’). A problem of the longitudinal hopping process
is that it may not work properly for low equipment rates due to the short
broadcasting range. However, the latter mechanism with vehicles of the oppo-
site driving direction serving as relay stations is operational for a reliable and
fast information propagation in case of low equipment levels of some percent
of the vehicle fleet. For example, even for an equipment rate of 5% only, a
traffic-information message will be passed 1 km upstream with a probability
of 50% within 36 seconds [6].

4.1 Dynamic Congestion Front Detection

Since our focus is to use the traffic information as input for traffic-adaptive
ACC systems, the crucial events to be detected and transmitted are the po-
sitions of jam fronts. In most cases, jam front positions can only be exactly
detected by cars passing the location. Figure 7 illustrates 3 examples of dif-
ferent congestion fronts:

THLH

A

Transport by transmitter Car T

T

BTH

Fig. 6. Transport of a traffic-related information: The car A enters a traffic jam and
broadcasts a corresponding message. The message is either received by a subsequent
car via longitudinal hopping (LH) or by an equipped transmitter car T of the other
driving direction via transversal hopping (TH). The message can travel with the
transmitter vehicle further upstream until the message hops back to the original
driving direction (BTH). The transversal hopping process is much more efficient for
a fast and reliable message propagation in upstream direction
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1. A downstream front of a traffic jam is pinned at some bottleneck, e.g., at
the location of an incident referring to the straight line in Fig. 7.

2. An upstream jam front is moving with an propagation speed that depends
on the upstream traffic flow.

3. A downstream dissolution front of congested traffic is propagating with a
characteristic speed of about −15 km/h [20, 21, 12].

In the following, we present a model for the detection of jam fronts based
on floating-car data. In order to detect reliably these acceleration and de-
celeration processes, and to minimize the number of ’false alarms’, each IVC
vehicle smoothes the time series of its velocity, v(t), using an exponential mov-
ing average (EMA), Eq. (2), with a relaxation time τ = 10 s. An upstream jam
front is determined via Eq. (6) with Δvup = 15 km/h, while a downstream
front is identified by the condition (7) with Δvdown = 10 km/h. When a con-
gestion front is detected, a corresponding message containing position, time,
and jam-front type is generated. This message is repeatedly broadcasted until
it is discarded after 10 minutes. In order to reconstruct and predict the jam
fronts locally by the received messages from other vehicles, each car sorts the
messages according to the reported jam front type. Then, starting from the
time, when the most recent generated message has been generated, a time
interval of 120 s is considered. Only messages that are not older than 120 s
compared to the most recent message are chosen for further evaluation. In
case of two or more remaining messages, the best linear approximation for
the jam front in the space-time plane is calculated by linear regression. This
simple approximation approach is applicate with respect to the properties of
jam fronts.

A5
(04/16/2001)

19

20

21

Time (h)

100

0

Velocity (km/h)

Accident 19:15

Intersection Bad Homburg

Friedberg
Junction

Fig. 7. Example for the spatiotemporal dynamics of congested traffic illustrating
different types of jam fronts (cf. main text). This traffic jam on the German freeway
A5 between Kassel and Frankfurt in direction South was caused by a blockage of
the most-right of altogether three lanes after an accident occurred as noted in the
sketch of the freeway
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The following simulation demonstrates the local prediction algorithm. We
assume a freeway with two driving directions and two lanes in each direction.
In one driving direction, a ‘moving localized cluster’ [21, 12] is triggered while
traffic is free in the other driving direction. We consider an IVC equipment
rate of 3%. The resulting trajectories and the sending and receiving processes
via transversal hopping are illustrated in Fig. 8. Note that the distance of the
equipped vehicles exceeds the broadcast range of R = 250m, even in the region
of congested traffic. As a result from the simulation, the considered vehicle
receives the first message about the upcoming traffic congestion already 2 km
before encountering the traffic jam. Further received messages from other
equipped vehicles are used to confirm and update the predicted downstream
traffic situation. In order to measure the quality of the jam front prediction, we
consider the difference e between the predicted and actual jam front. Figure 9
illustrates that the prediction error e decreases while the considered vehicle
approaches the jam front, denoted by D. For details we refer to Ref. [22].

5 Adaptive Control of Traffic Signals

Decentralized approaches can also be applied to the adaptive control of traffic
signals at intersections in urban road networks [23, 24]. When the arrival
flows of vehicles are low, it is known that the first-in-first-out principle or the
right-before-left principle without any further traffic regulation work well. For
moderate flows, rotary traffic has shown to be efficient, reaching only small
delays in travel times. However, for high traffic volumes, it is better to bundle
cars with the same or compatible directions and to serve them group-wise
rather than one by one. This implies an oscillatory mode of service, since it
saves clearance times to serve many cars with the same direction.

A large amount of effort has been spent on optimizing traffic light control
in the past. The classical approaches require vast amounts of data collection
and processing as well as huge processing power. Centralized control concepts,
therefore, imply a tendency of overwhelming the control center with informa-
tion, which cannot be fully exploited online. Furthermore, today’s control sys-
tems have difficulties responding to exceptional events, accidents, temporary
building sites or other changes in the road network, failures of information
channels, control procedures, or computing centers, natural or industrial dis-
asters, catastrophes, or terrorist attacks. These weaknesses could be overcome
by a decentralized , adaptive approach, which can utilize local information bet-
ter. The independence from a central traffic control center promises a greater
robustness with respect to localized perturbations or failures and a greater
degree of flexibility with respect to the local situation and requirements. A
decentralized control approach reduces the computational complexity and the
sensitivity to far remote traffic a lot. As there is usually only one globally
optimal solution, but a large number of nearly optimal solutions, the idea is
to find the one which fits the local situation and demand best.
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Fig. 8. Space-time diagram of our traffic simulation and the transmission of traffic-
related messages by IVC-equipped vehicles moving in the opposite driving direction.
Only the trajectories of IVC-equipped vehicles are shown by solid or dotted lines. In
the first driving direction (solid lines) a temporary blockage of the road triggers a
stop-and-go wave (moving traffic jam). When cars encounter the propagating local-
ized cluster, they broadcast messages about the position and time of the upstream
jam front and the following downstream jam front. The subsequent messages are
represented by numbers. The receipt of these messages by the considered vehicle
(thick solid line) is indicated by the same numbers

In a pending patent [25], we have described an autonomous adaptive con-
trol based on a traffic-responsive self-organization of traffic lights, which leads
to reasonable operations, including synchronization patterns such as green
waves. In particular, our principle of self-control is suited for irregular (i.e.
non-Manhattan type) road networks with counter flows, with main roads (ar-
terials) and side roads, with varying inflows, and with changing turning or
assignment fractions.4 This distinguishes our approach from simplified sce-
narios investigated elsewhere [26, 27, 28].

Our approach to the problem was inspired by pedestrian flows at bottle-
necks [29, 30, 23]: One can often observe oscillatory changes of the passing
direction, as if the pedestrian flows were controlled by a traffic light (see

4 See our website http://www.trafficforum.org/trafficlights.
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Fig. 9. Subsequent snapshots of our congestion front prediction, as the considered
vehicle (thick solid line) approaches the jam front. Large symbols denote a jam
front detection event that has been used for the jam front prediction algorithm,
while small symbols correspond to outdated or future messages that have not been
used. The prediction quality is measured by e, which is the distance between the
actual and the predicted position of the jam front. The prediction error e decreases
with the vehicle distance D from the actual jam position
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Fig. 10. Alternating pedestrian flows at a bottleneck. These oscillations are self
organized and occur due to a pressure difference between the waiting crowd on one
side and the crowd on the other side passing the bottleneck (after [29])

Fig. 10). Therefore, we extended this principle to the self-organized control
of intersecting vehicle flows. Oscillations are an organization pattern of con-
flicting flows which allows to optimize the overall throughput under certain
conditions [31]. In pedestrian flows, the mechanism behind the self-induced os-
cillations is as follows: Pressure builds up on that side of the bottleneck where
more and more pedestrians have to wait, while it is reduced on the side where
pedestrians can move ahead and pass the bottleneck. If the pressure on one
side exceeds the pressure on the other side by a certain amount, the passing
direction is changed. Transferring this self-organization principle to urban ve-
hicle traffic, we define red and green phases in a way that considers ‘pressures’
on a traffic light by road sections waiting to be served and ‘counter-pressures’
by subsequent road sections, when these are full and green times cannot be
effectively used. Generally speaking, these pressures depend on delay times,
queue lengths, or potentially other quantities as well. The proposed control
principle is self-organized, autonomous, and adaptive to the respective local
traffic situation. It provides reasonable control results (see Fig. 11).

Our proposed autonomous, decentralized control strategy for traffic flows
has certain interesting features: Single arriving vehicles always get a green
light. When the intersection is busy, vehicles are clustered, resulting in an
oscillatory and efficient service (even of intersecting main flows). If possi-
ble, vehicles are kept going in order to avoid capacity losses produced by
stopped vehicles. This principle bundles flows, thereby generating main flows
(arterials) and subordinate flows (side roads and residential areas). If a road
section cannot be used due to a building site or an accident, traffic flexibly
re-organizes itself. The same applies to different demand patterns in cases of
mass events, evacuation scenarios, etc. Finally, a local dysfunction of sensors
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Fig. 11. The fraction of traffic lights in a regular road network serving a particular
direction oscillates irregularly. The travel direction of green waves is permanently
changing in order to adapt to the local traffic demands. A movie on our website
www.trafficforum.org/trafficlights demonstrates this effect

or control elements can be handled and does not affect the overall system.
A large-scale harmonization of traffic lights is reached by a feedback between
neighboring traffic lights based on the vehicle flows themselves, which can
synchronize traffic signals and organize green waves. In summary, the sys-
tem is self-organized based on local information, local interactions, and local
processing, i.e. decentralized control.

6 Summary and Outlook

We have presented two decentralized, vehicle-based approaches of traffic con-
trol: adaptive cruise control (ACC) and self-organized traffic light control.
First, we have focused on a new ACC system that adapts its driving strategy
to the respective traffic situation, which is autonomously detected. In order
to enhance this system by non-local information, we have proposed a concept
based on inter-vehicle communication (IVC), which is capable of the estima-
tion and prediction of congestion fronts. Further studies of the impact of such
decentralized traffic control strategies show that already a small percentage
of vehicles equipped with such systems can have significant positive effects on
the overall traffic situation in terms of increasing the stability and capacity
of traffic flows. Our simulations indicate that an equipment rate of only 20%
could get rid of most traffic jams that we fact today.

There are also manifold implications of decentralized approaches for future
adaptive traffic light control. Our self-organizing signal control is adapting to
local traffic demands instead of dominating it by pre-determined traffic light
schedules. This is the key for a more effective usage of the network capacities
and also implies reduced travel times for the individual drivers. Our traffic
light operation distinguishes several regimes: (i) At low traffic demand, each
vehicle gets a green light upon arrival. (ii) At higher demand, conflicts become
more likely and delay times are unavoidable. These delays, however, impose a
bundling effect resulting in a more efficient usage of the green times. Moreover,
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suitably delayed green phases give rise to the emergence of ‘green waves’. (iii)
If the demand exceeds capacity, some turning directions will be prohibited.
This leads to an even more efficient service at the intersections, although some
routes become a little longer. (iv) In extreme cases, where the demand is
considerably above capacity and heavy congestion is unavoidable, our control
generates ‘green waves’ for gaps. The goal of this operation scheme is to
balance the load equally in the road network.
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1 Introduction

The analysis of the vulnerability of critical infrastructures has become a key
issue in the last few years, particularly in view of the relevance of Critical
Information Infrastructures Protection (CIIP) policies for economic develop-
ment and security. CIIP studies have been originally focussed on Information
Technology, Telecommunications and Energy supply systems but the impor-
tance of other sectors has been also recognized and the list of issues that such
policies are expected to cover has grown over time. In particular, vehicular
transportation systems and, specifically, road, rail, air and waterways trans-
port networks, are now formally recognized as a crucial part of their critical
sectors [1]. In this work we focus on the road transportation system and, in
specific, on highway networks.

Highways should allow a fast and easy access to cities in normal and in
emergency situations. They play, moreover, an important role for trading ac-
tivities and for allowing a fast and reliable supply to industry, being intensively
used for goods transportation. With their rapidly growing size and number
of users, highways have naturally become complex both from the point of
view of their topology and the traffic dynamics which takes place on them. A
first perception of the growing complexity of this matter can be obtained by
recalling that in Germany, France and Italy, the highway networks (in terms
of total length) have grown of about a factor five in less than 50 years: in
1960 there were 2515 km of German highways, in 2004 there were 12174 km.
The more complex the system, the more difficult is to predict its behavior
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and to ensure an adequate control. As a consequence of this rapid growth,
highway critical infrastructures networks (HCIN) are more prone to failure;
main causes of vulnerability should be comprised and managed in order to
prevent (or mitigate) the effects which failures are likely to produce in other
CIs to which they are functionally interconnected. Any network system, in
fact, should be thought as being intrinsically vulnerable i.e. its functionality
could be significantly reduced due to some failure produced by internal or
external unexpected events. When dealing with systems at a national scale
such as the road network, “. . . an unexpected reduction in functionality can
have a serious impact on the health, safety, security or economics well-being
of citizens or the effective functioning of governments . . . ” 1 Gaining a better
understanding of what makes the network vulnerable and to what extent is
thus a major interest of both governments and CI operators as a number of
European Projects suggest [2]. In the present work, we employ methods and
techniques developed in the context of Complexity and Transportation Science
to address the problem of defining and measuring highways vulnerability.

This chapter is organized as follows. In Sec. 2 we give a short review of
studies from the field of complexity science which have addressed the problem
of unveiling network’s properties from their topological structures. In Sec. 3 we
introduce a methodology which, combining the results of topological analysis
(complexity science) and those of dynamic flow simulations (transportation
science), enables the evaluation of vulnerability properties of highway road
networks. Using this methodology, we compare, in Sec. 4, data resulting from
the analysis of three national highway networks, the Italian, the German and
the French ones. Section 5 will be mainly devoted to draw some conclusions
and to propose issues for future works.

2 Vulnerability Studies

We will first recall results of previous studies on road’s networks vulnerability,
from the Complexity and the Transportation Science perspectives.

Complexity Science started to address the issue of network’s vulnerability
in the late 90s [3]. Its general approach is to first “reducing” the components of
a complex system into abstract mathematical structures such as the elements
(nodes and arcs) of a graph. The reduction of the structure of a complex sys-
tem into a graph allows the study of its topological properties which provides
useful information on the “quality” of the network and keys for predicting
its efficiency. It has been ascertained, in fact, that the topology of a network
plays an important role in determining its function, tells us a lot about the
causes and the mechanisms of its specific growth, and ultimately determines,
to some extent, its vulnerability [4, 5].

1 From the definition of CI given by the Commission of the European Communities
in 2004 [1]
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Different graph-theoretical measures (such as the clustering coefficient, the
distribution of nodes degree, the network entropy etc.) have been applied to
characterize the robustness of many networks [3, 22, 7, 8]. Several kind of
networks have been analyzed under this perspective: among others, the world
wide web [9], electricity grids [10, 11, 12], metabolic networks [13] and others
(for a recent comprehensive review of this matter, see [7]).

Seminal papers have demonstrated that there are many unifying topolog-
ical properties which associate networks of diverse origins. The most striking
is the sharing of the functional form of the distributions of nodes degree (a
“power law”), which allowed to call “scale-free” the topological class to which
those networks have been attributed. It has been found that networks with
power-law node’s degree distribution are highly robust with respect to ran-
dom node failures, but very sensitive to intentional attacks on the so-called
“hubs” (high degree nodes [5, 14]).

Vehicular transportation networks have received less attention but recently
there seems to be a growing interest also in this direction. Differently from
most of the networks object of study of Complexity Science, road networks
do not exhibit a peculiar topological structure. Due to “physical” constraints
(roads junctions cannot have an arbitrarily large number of connections),
they are expected to share more similarities with electrical grids (for instance
an exponential-decaying distribution of nodes degree) than with the web or
Internet network (which, in turn, present a “scale free” distribution). Power
grids and road networks are also constrained by geography and high costs of
physical equipment, that limits the possibilities of spreading. These limitations
usually turn systems to show different distributions than power laws [15]. With
the example of the web and the US highways, Gastner and Newman [16]
show the topological differences between the structure of non-geographical
and geographical networks and give an explanation for these differences in
terms of costs and benefits of transportation. The Indian railway network, for
example, obeys an exponential cumulative node degree distribution [17]. Also
urban street networks have been shown to have unique topological properties,
e.g. it was shown for German cities, that the relation between the size of the
neighbourhoods and the traveling time scales with typical exponents [18].

Several approaches can be used to map a road network into a graph [19].
The first, a “direct” approach, the more intuitive one, represents roads as
links and road intersections as nodes. In the second, a “dual” approach, in
turn, roads are mapped into nodes and links represent road intersections.
Both approaches have advantages and limits, as demonstrated in a recent
study on the Polish transportation system [20] where both approaches have
been applied and compared. In the mathematical representation form, links
are differentiated by their relative weights. When links are chosen to represent
roads, the weight of links can refer to their capacities, i.e. that is the maximum
vehicle flow they can sustain per unit time. Recently, there has also been a
growing interest in the study of weighted networks [21].
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In a study of the topological characteristics of weighted graphs, for the case
of the world-wide airport networks it has been shown that “the inclusion of
weight and traffic provides evidence for the extreme vulnerability of complex
networks to any targeted strategy and need to be considered as key features
in the finding and development of defensive strategies” [22]. This implies that,
aside to structural vulnerability, one must also consider the “dynamical” vul-
nerability of a network, which is the response of the network functioning to a
given perturbation (i.e. the removal of some structural component such as a
node or an arc). The combination of topological and functional analysis of a
complex infrastructure will thus ensure to obtain a complementary set of data
enabling to understand and predict the more vulnerable elements of a given
network. Indeed, since the early nineties, traffic flow models have become a
major research subject of physicists and extensive reviews are available in
the literature [23, 24]. Most of these works are aimed at understanding some
peculiarities of traffic flow, such as stop-and-go regimes and traffic jams; to
date, however, we are not aware of tools which combine the two approaches,
i.e. the topological and the dynamical analysis.

We turn now to vulnerability studies in Transportation Science. Though
related subject such as reliability and risk analysis studies are big sub-fields in
transportation science, vulnerability studies of road network was introduced
in this field only in recent years. One of the first to approach this subject
was Berdica who wrote a rather comprehensive “Introduction to road vulner-
ability: what has been done, is done and should be done” [25]. In the what
“has been done” Berdica quoted that most studies are only “vulnerability-
related” such as the case in many reliability studies. In engineering, reliability
indicates the degree of stability of the quality of service which a system NOR-
MALLY offers. Extreme cases and other cases which are “abnormal” such
as the unforseen closure of road, are in general excluded, being events with
low probability of occurrence. Hence, a new methodology for the assessing of
roads’ vulnerability still needs to be developed. Some attempts for develop-
ing such methods where done by Lleras-Echeverri et al. [26], D’este [27, 28]
and others [29, 30] but still there seems to be no generally accepted method.
Moreover, these studies seems to ignore the relevance, in this context, of a
correct topological analysis of the network’s graph.

In the following section we introduce a simple method in which both ap-
proaches, the topological-based and the flow-based analysis are combined.
This method will then be used to make a qualitative vulnerability assessment
of the highway networks of three large European countries.

3 The Proposed Approach

In this work, we attempt to combine Complexity Science and Transportation
Science issues to perform a qualitative assessment of the vulnerability of three
of the largest european highways systems.
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Let us start with the description of the different actions which compose
the approach used for the assessment.

The first action consists in reducing the highway networks into weighted
graphs. We adopt the “direct” mapping where road segments are links and
roads’ junctions are nodes. We first analyze the graph’s topology and deter-
mine networks elements which are more critical from the topological point of
view. Then, we implement a “4-steps” approach to input traffic data and set
up the simulation of traffic flow. This is determined by finding the resulting
Wardrop equilibrium. After having determined the “physiological” traffic flow
which establishes on the highway, in different traffic conditions, we attack the
vulnerability study by selectively removing a number of links (i.e. closing a
number of road segments) and evaluating the resulting values of purposely-
defined estimators of highways Quality of Service. In the following sections we
will detail all these actions.

3.1 General Definitions

A system is said to be vulnerable if its functioning can be significantly reduced
by intentional or non intentional means. Thus, in order to assess a systems’
vulnerability, we need to evaluate its functioning and to examine its response
to failures where failure means the improper functioning or disfunction of one
or more of the system’s elements. This can be done by defining some measur-
able quantity f indicating the functionality of the system such as efficiency or
quality of service and then measuring the relative change of these quantities
in case of a failure (big changes will indicate high vulnerability). The level of
vulnerability L of a system with functionality f could be indicated by

L =
df

du
(1)

where u stands for the extent of the failure. Failures can be originated by
internal events, such as tiredness of material or improper operation (human
mistakes), or by external events such as natural disasters and intentional at-
tacks. It is possible to classify failures according to some common character-
istic of the individual elements which malfunction e.g. the type of elements or
the failure magnitude (number of elements that failed) and the level of vul-
nerability can be measured for different classes of failure such as to indicate
to which failure class it is more vulnerable. In the highway network, however,
all these events will result in the closure (full or partial) of one or more of the
highway road segments. Since we treat the highway as a network, closing a
road corresponds to removing one or more links and partially closing the road
corresponds to reducing the roads capacity. From the topology point of view,
the amount of damage caused by the removal of one particular link depends
on the position of that link in the network, on its degree, on its values of
centrality properties etc. The functional damage caused to the roads network
will be also related to these properties and to the level of traffic, its specific
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demand etc. In the following sections, we define, on one side, the topological
quantities which could be usefully measured on the network’s graphs and, on
the other side, a dynamic model for the steady-state traffic flow simulation on
the given network. Results of topology analysis and of the traffic flow simu-
lation will then be used to extract information about the vulnerability of the
network under study.

3.2 Topological Quantities

Let us assume the highway network as being represented by a “direct” ap-
proach: G = G(N,E) with N nodes and E arcs. In the following, we will
also assume that the graph is weighted and we will define the main topo-
logical properties accordingly. We distinguish between two different types of
nodes: nodes where traffic can enter and exit the network and junction nodes.
Junctions represent highway intersection (for example a biforcation) where no
exit or entrance are present. Entrance and exit nodes are, in turn, the points
where trips begin and end. Differently from other networks where nodes are
relevant elements (i.e. in the Internet network where they represent, for in-
stance, the position of active devices such as Autonomous Systems routers),
for the highways graphs they assume only an ancillary role whereas links rep-
resent the basic feature of the graph. Therefore, rather than to node-related
quantities, our analysis will focus on link-related quantities. We will focus on
some of the so-called “centrality” measures and in particular on the quanti-
ties called “Betweenness Centrality” and “Information Centrality” (see for a
current definition, [7], whose definition will be recalled in the following).

The Betweenness Centrality bij of the link connecting the nodes i and j
(link ij) is expressed as:

bij =
nij

(N − 1)(N − 2)
(2)

where nij is the number of shortest paths between each pair of node containing
link ij, and N is the total number of nodes in the graph.

The topological efficiency of the network ET [G] provides an estimate of the
average efficiency with which the network ensures that all nodes are reachable
and can be defined as

ET [G] =
1

N(N − 1)

∑

i,j∈G

1
dij

(3)

where dij is the shortest path between nodes i and j. This definition is
extremely general and holds also for non-connected networks (whereas for
some i and j, dij → ∞). Low values of E[G] indicate that many couples i,j
have a difficult connection (i.e. dij is large).

From the definition of the network efficiency E[G] we can evaluate the
Information Centrality IC of the generic link ij which indicates the change
in the network’s efficiency when that link is missing. The IC is expressed as:
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ICij =
ΔE

E
=

E[G] − E[G′]
E[G]

(4)

where E[G] and E[G′] are the efficiency of the unperturbed network and that
of the network after the removal of the link ij, respectively. The larger the
ICij , the higher the importance of the ij link in the global efficiency of the
network (i.e. that link allows to have, in general, reasonably small values of
dkl, for all the nodes k,l in the network).

It is evident that the evaluation of the IC of all nodes will give a first
insight of the links which are mostly relevant for the graph’s vulnerability.

Relating the efficiency to the functionality of the system f and the removal
of the link to the failure u, eq.(4) provides the form of the level of vulnerability
L ( eq.(1) ). We can thus define the topological vulnerability LT as

LT =
ΔE

E
=

E[G(0)] − E[G(u)]
E[G(0)]

(5)

where G(u) indicates the graph formed after the failure u and G(0) the
graph with no failure. We should point out here that in eq.(2) the element
nij depends on the shortest path between all possible pair of nodes; similarly
the sum in eq.(3) is extended over all possible pair of nodes. This is because
in other type of networks such as the internet or the humans social network,
nodes usually belong to the same type (routers, humans etc.) and the connec-
tion between each pair of nodes has similar meaning. In a highway network,
in turn, a trip can begin only in an entrance node and end up in an exit node.
Trips between junctions are meaningless. We thus define a sub-set of node
pairs containing the pairs of nodes which are either origin and/or destina-
tion, i.e. the set of all pairs which could act as entrance and exit points and
we denote it as D. The Betweeness and the efficiency of a highway network
should be then related to this set; when calculating the topological level of
vulnerability, the efficiency is evaluated with the sum over the set D rather
then the set of all nodes pairs.

3.3 Flow-dependent Quantities

The function of the highway critical infrastructure is to allow vehicles to move
between different geographical locations in a reasonable time. The system’s
functioning thus depends, other than its topological structure, on how many
vehicles use it (are present on the network) in a given time period (the flows),
and the routes used by the vehicles when traveling from one point of the
network to another. In order to describe the distribution of traffic flows in
the highways and to estimate the associated traveling times we will use a
static traffic model. We therefore consider the network to be in a stationary
state. Although the traffic volume changes within one day, we assume it to
stay constant during one particular hour of several successive days, e.g. the
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rush hour. The stationary state will be reached on a long time-scale after all
drivers got informed about the closure of a road segments and had the chance
to discover alternative routes. This state is referred to as the Wardrop-Nash
equilibrium [31, 32, 33] and results from the assumption that each driver
minimizes individually its traveling time.

An estimate of the traffic flow on each network at equilibrium, can be
obtained with classical distribution models. We chose the 4-step-model [31]
which will be described briefly. It consists in four different actions which allow
to input the traffic demand and output the equilibrium traffic flow which
originates from the input conditions and results from the application of the
Wardrop-Nash equilibrium. The four actions are:

1. the trip generation which calculates the amount of traffic entering or leav-
ing the network within one hour. A demand vector Vi represents then the
outgoing flow from the source node (entrance node) i. We further assume
that outgoing and incoming flows are equal and the total traffic demand
is then given by V =

∑
i Vi.

2. the trip distribution which chooses the origin-destination relation for each
pair of cities. To determine how the outgoing flow distributes among the
different cities, that is the magnitude of each origin-destination pair, we
assume that the probability of going from one city to another is inversely
proportional to the time required to cover the travel. In more details, if Pij

is the probability of going from origin i to destination j, then Pij ∝ e−βTij

where Tij is the traveling time from i to j and β a suitable parameter. This
distribution is obtained by solving a set of non-linear equations which are
also referred to as the Logit model equations [31].

3. the modal split; this is required when considering different kinds of trans-
ports e.g. public transport, commercial etc. In our model we omit this
step because we will only consider the case of private vehicles and omit
to account for the use of public transportation.

4. the traffic assignment, where the traffic is distributed among the different
roads of the network. This is the central step as it is used to determine
the model output, i.e. the resulting flow distribution in the different road
segments. To obtain the flows on each link for a given traffic demand
V and a given flow distribution of origin-destination pairs, we have to
evaluate the traffic flux by using an iterative procedure which allows the
finding of the Wardrop equilibrium. The iteration runs as follows:
a) find shortest path from origin to destination in terms of time
b) assign flows to the shortest path
c) recalculate the traveling time for the new distribution of flows
d) if there is no change in time finish, else go to step 1.
For static traffic distribution the time is usually calculated using the Ca-
pacity Constraint Function Tl(ql) of the specific road l depending on the
traffic flux ql

Tl(ql) = T 0
l

[
a(1 + (ql/kl)

b
]

(6)
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where T 0
l is the “free” travel time on link (road segment) l, estimated

as the ratio between the road’s length and the road’s maximum allowed
velocity, kl is the capacity of road l (in terms of vehicles per hour), a
and b are network parameters. We also assume all roads to have the same
capacities and same maximum velocities. The traveling time Tij between
the generic origin-destination pair ij will be thus a function of the traffic
flux ql on each road segment which composes the path

Tij(ql) =
∑

l

Tl(ql) (7)

By applying the 4-step model to a given network, we can obtain the dis-
tribution of flows and traveling times on the links for various values of traffic
demand. These values are used to evaluate the networks flow dependent ef-
ficiency eq.(10). To quantify the efficiency with which an highway is able to
fulfill its function, for a given traffic demand, we must introduce a “Cost Func-
tion” C allowing to measure the performance of the highway with respect to
some given reference. There are many possible choices to specify the cost func-
tion since the damage or the cost of a failure is not an absolute value. A one
hours delay in arrival could be a nuisance but not highly significant event if
looked from a private driver’s point of view, while for a factory one hours
late of all personal can have serious implication on the whole productivity of
the factory. The interest of this study however is not to minimize costs for
individual drivers or specific sectors but more to observe how the network
reacts to perturbation for different traffic demands. It is thus useful to take
a classical form of the cost function that depends only on the traffic demand
and the resulting traveling time. Traffic demand is the number of trips per
unit time between each pair of nodes defined on the D set. In a more formal
way the cost funciton C for a given demand is:

C =
∑

ij

Cij =
∑

ij

DijTij (8)

Cij is the cost of all trips between nodes i and j. Dij is the flow (number of
trips per unit time ) between node i and node j and T is the flow-dependent
travel time matrix with elements Tij indicating the traveling time between
origin i and destination j. The lowest possible cost value for a given demand,
Cmin, is taken as a reference point for our analysis. Its value depends on the
specific function used to calculate the traveling time T . Using this reference
point, we can define for the system its Quality of service which will indicate
the functionality of the system eq.(1). A commonly used quality of service
function in this context is of the form

Q =
Cmin

C
, (9)

where 0 ≤ Q ≤ 1 and the value of one corresponds to the best possible func-
tioning of the system. However, this definition is quite limiting since it is not
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well defined for the case in which the system is disconnected. Entellus and
Madison [34] solved this problem by defining a separate importance function.
Here, instead, we choose to solve this problem by using the topological effi-
ciency definition eq.(3). We convert it into a flow-related form by replacing
the value in the denominator dij (which can be thought as a topological cost
function), with that of the Cost Function previously defined, for each origin-
destination pair. Flow dependent efficiency EF is then:

EF =
1

N(N − 1)

∑

ij∈D

1
Cij

(10)

with
Cij = qijTij . (11)

Analogously, we derive the maximum efficiency from the cost function; the
flow-dependent quality of service becomes

Q =
EF

EFmax

=

∑
ij Cij

−1

∑
ij (Cmin

ij )−1
(12)

where we introduce the maximum network efficiency EFmax
as reference

point for calculating Q. We can define the maximum flow dependent efficiency
EF

max by taking the limit of EF for an infinite capacity of all roads

EFmax
=

1
N(N − 1)

∑

ij∈D

lim
k→inf

1
Cij

=
1

DijT 0
ij

(13)

Finally we define the flow-dependent Level of vulnerability L
(u)
F in accor-

dance with eq.(1)

L
(u)
F = 1 −

〈
Q(u)
Q(0)

〉
, (14)

where Q(0) and Q(u) are the quality of service for the non-perturbed and the
perturbed system, respectively. (LF ranges between the values one and zero.
One indicating the highest level of vulnerability).

The normalization of both Q and LF allows the comparison between dif-
ferent networks, though having different sizes or traffic demand.

4 Analysis of Some European Highways

As test cases, we will apply the proposed methodology to compare three high-
way networks with different geographical features: the German, the Italian,
and the French highway network, shown in Fig. 1. Each network is represented
by a graph G(N,E) with N nodes and E links. These networks are directed
and weighted. Links are the highways road segments and their capacity is the
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Fig. 1. The highway networks of Germany, Italy, and France. Some relevant nodes
are highlighted

links weight. The nodes are the entrance and exit point from the highways as
well as the intersection points of different roads. Each of the national highways
contain hundreds of exit and entrance points; here we restricted the network
to a small subset of nodes and links connecting the Ncity = 29 largest cities
of each country. All roads in this set are bidirectional i.e. they are composed
of two segments (links) one for each direction; thus a road is represented by
two links.

In Table 1 we report general properties and data of the chosen networks’
subsets.

Further information on the network can be obtained by evaluating the
Topological vulnerability Level LT eq. (5) and the Betweenness centrality of
links in the different networks. The Betweenness Centrality bi of link i can be
estimated by setting N = Ncity in eq.(2).

Table 1. General properties of the three networks used in the test. Population
indicates the total population of the 29 largest cities considered. < bij > and <
degree > represent the average Betweenness Centrality eq.(2) and the average node’s
degree, respectively

Italy Germany France

population 10701491 17366502 8381434
nodes 43 43 52
road’s number 57 65 71
total road’s length (km) 4946 5453 8194
average road’s length (km) 86 83 115
< degree > 2.6 3.0 2.7
< bij > 0.0451 0.0328 0.0332
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The average value of b for all network’s links is reported in table 1 and
the normalized distributions reported in Fig. 2. These results show that Ger-
man highway is characterized by relatively low values of b indicating a sharp
distribution of link’s centrality (whose maximum value is as low as b = 0.1
and the ability of network to make an “homogenous” use of all its links. The
French and Italian network, in turn, have a quite broader distributions with
maximum values which are double of that of the German one. This indicates
that there are links which will be intensively stressed by traffic flow as they
will contain minimum paths joining several origin-destination pairs.

Data are reported on Fig. 2. Also for this quantity, it is evident that the
Italian and Frech networks suffer of a high average IC values. This means
that the networks should be prone to be heavily damaged in the case of a
specific link’s removal. In sec. 3.2 we have defined the Topological vulnerability
LT (u) eq.(14). We now present the result of this measure applied to the three
networks under study. L was measured for five different magnitudes of failure.
The failure magnitude λ is the size of the set u (i.e. the number of road
segments simultaneously closed). For λ = 1, 2, L was measured by taking the
average of all the possible choices of road segments removal. For λ = 3, 4, 5
LT has been averaged over 10,000 different contributions of road segments
simultaneously removed. Fig. 3 reports the average value of L for each set of
measures.

Fig. 2. The normalized distribution of (a) the betweenness centrality and (b) the
information centrality of Italy, Germany, and France
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Fig. 3. The topological vulnerability level for Germany, Italy, and France for dif-
ferent magnitudes λ = 1, 2, ..., 5. For λ = 1, 2 the result is averaged over all possible
cases. For λ = 3, 4, 5 results are averaged over 10,000 different scenarios

It is clear from Fig. 3 that there is a linear dependence between the topo-
logical vulnerability and the magnitude of perturbation. The larger the slope,
the higher is the extent of topological damage that roads’ closure is able to
induce on the network. The average loss of efficiency can be as high as 6%
in the case of the simultaneous closure of λ = 5 road segments in the Italian
network.

4.1 Flow-related Vulnerability Analysis

The application of the “4-steps” model for the evaluation of the equilibrium
traffic flow which establishes in the networks provides, as a function of the
total traffic demand, a quality of service plot reported in Fig. 4 for the the
three highway networks.

Results show that the German network can handle a larger traffic de-
mand, better then both the Italian and France networks. There are several
reasons which might help explaining this result. First of all, the large scat-
ter of the cities population and the cumulated size of the three major italian
cities (Rome, Milan, Naples) which aggregates a large traffic demand on the
North-South direction, affecting a large fraction of the whole network. On the
other side, the Betweenness Centrality of the links of the Italian network, as
reported on Fig. 2 is higher, in average, then those of the other networks;
this implies that there are links which will receive a large amount of traffic
which will thus reach a congested situation prior then in other cases. However,
whereas for Italy and France (which have a similar amount of population con-
sidered in this example, see Table 1) there should be a similar average traffic
demand, Germany has a largest total population; this would imply that its
average network’s quality of service (Q) should be referred to a total traffic
demand higher than that of the Italian and French cases.
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Fig. 4. The quality of service (Q) for Germany, Italy, and France for different total
traffic demands d. Higher traffic demand leads to higher traveling times and to a
resulting smaller Q value

To evaluate the flow-related vulnerability we chose all networks to be in
the same initial functional state that is to have the input traffic demand such
that Q = 0.5. Then we perturb the network by removing links from the graph
(closing roads) and measure Q(u). Recalling that λ represents the number
of elements composing the set of removed links u, we report the results of
the perturbation for λ = 1, 2, 3. For λ = 1, 2, level of vulnerability LF was
measured by taking the average of all the possible choices of road segments
removal. For λ = 3, LF has been averaged over 10,000 different contributions
of road segments simultaneously removed. Results are reported in Fig. 5.
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Fig. 5. The network level of vulnerability for Italy, Germany and France. Networks
were perturbed from an initial state of Q = 0.5. Perturbations are of order λ = 1, 2, 3.
For λ = 1, 2 the result is averaged over all possible roads removal. For λ = 3 results
are averaged over 10,000 different randomly chosen sets of removed road segments
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Similarly to what was observed for the topological vulnerability, there is
a linear dependence between the magnitude of perturbation and the level of
vulnerability. The obtained result presents a German network which, although
being characterized by an higher topological quality of service compared to
the French and Italian ones, here exhibits a large vulnerability similar to that
of the Italian network. This effect is a consequence of the complex interplay
existing between topology and flux distribution. It is a further evidence that
flow analysis must be performed in order to validate the results based on a
mere topological analysis of the network graph.

5 Summary and Outlook

We have attempted to obtain a qualitative vulnerability assessment of se-
lected sub-networks of three out of the major European highway networks.
To this purpose, we have proposed an approach which combines a topological
analysis of the graphs representing the networks with the evaluation of the
steady-state traffic flow on the network though a Wardrop-Nash equilibrium
search. After having evaluated the traffic flow in normal conditions, we have
perturbed the network by simultaneously removing an increasing number of
the links and measured a suitable function which describes the associated loss
in the Quality of Service. Results indicate that, whereas topological analysis
of the networks provide first keys to evaluate the network’s elements which
could decrease the system’s robustness, the evaluation of the flow-dependent
quality of service issued upon network perturbation provides a comprehensive
assessment of the effects.

The proposed method can be applied to networks of larger extent, rep-
resenting both highways and urban roads. To follow this aim, we are imple-
menting a computer program which will allow the treatment of very large and
complex graphs with a number of nodes ranging over N ∈ 104.
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1 Introduction

Credit is extended by banks to firms (loans), by one bank to another (inter-
bank credit) and by one firm to another (trade credit). As a result, there is a
network of credit relationships among firms, among banks and between firms
and the banking system.

Credit relations create value but also financial dependency. Therefore, for
a node in the credit network having many links is a way to diversify risk but
it is also the ground for the so called financial contagion [1].

In particular, some of these credit relationships are between firms or insti-
tutions in different countries and thus connect national credit networks in a
world wide network. The possibility of a systemic crisis affecting the whole or
a significant part of a credit network raises growing regulatory concern and it
is the responsibility of policy makers to ensure that adequate fire walls are in
place in order to prevent the spill over of crisis across institutions and firms
[18].

An important and open debate, with major policy implications, concerns
whether or when higher network density (in other words more links in the
network) leads to lower or higher systemic risk (in the sense of probability of
joint failures causally related).

The dominant neoclassic approach in economics typically assumes (1)
equilibrium and/or (2) indirect interaction through price. The failure of co-
ordination which is likely to arise in a decentralized market economy is simply
assumed away. [6].

This approach to economic theory has been recently challenged by the ap-
proach based on heterogeneous interacting agents, which conceives the econ-
omy as a complex system. The starting point of this approach is that while
prices surely play a fundamental role, the price mechanism can work well only
if information is perfect and markets are complete. If this is not the case,
i.e., if the future is uncertain, it is not possible to ignore direct interactions
and co-ordination mechanisms that arise in spatio-temporal way – i.e. supply
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chains, communication, imitation, learning, trust and credit relationships. In
this context, complex patterns of heterogeneous agents’ interactions at the mi-
cro level lead to the emergence of statistical regularity at the macroeconomic
level through a self-organised process. A pioneering work applying a com-
plex systems approach to the macroeconomic impact of a production network
dates back to the early 90’ [2]. There, it was shown that local uncorrelated
fluctuations can nevertheless generate, through interaction, large aggregate
output fluctuations. Concerning credit networks, the view resulting from the
dominant approach tends to see more dense networks as more stable. In this
chapter, we show how the interacting agents approach results in a different
view.

While banks-firms credit relationships have been extensively studied since
long ago in the economic literature (for an overview, see [5]), a recent in-
teresting line of research has analysed phenomena of financial contagion in
interbank credit [1, 18]. Finally, trade credit , is less investigated but yet an
important part of the network of credit relationships. It represented, for in-
stance, one half of the short term liabilities of the corporate sector in 2004
in the U.S. [3]. Moreover, trade credit is largely used as collateral in bank
borrowing, especially by small and medium sized firms. In the U.S., lines of
credit secured by accounts receivables represented approximately one quarter
of total bank loans in 1998 [8]. In Italy, loans secured by receivables were 22%
of total loans and 54% of short term loans in 2002 [12]. In the theoretical
literature, [7] emphasize the role of trade credit as a propagation mechanism
(the so called balance-sheet contagion) , while the dynamics of credit chains
has been investigated by [3].

From the point of view of complex systems, few important works have
applied the concept of self-organized criticality (see also below) to the context
of interbank markets [15, 19].

However, the issue of systemic risk in credit networks remains to some
extent underresearched, both at the theoretical and empirical levels.

In this chapter, we present a model recently introduced in [14, 16] and we
discuss the features of a networked economy in which N firms are organised
in M production levels. Each firm at a certain level is supplied by a subset
of firms in the upper level (suppliers) and supplies a subset of the firms in
the lower level (customers). The bottom level consists of retailers, i.e., firms
that sell in the consumer market. The top level consists of firms that provide
primary goods to the other firms. Firms are connected by means of two mech-
anisms: (i) the output of supplier firms is an input for customer firms; (ii)
supplier firms extend trade credit to customers (as it is typically the case in
reality).

However, in the model, the trade credit contract is only implicitly sketched:
we neither design the optimal trade credit scheme nor look for the optimal
amount of trade credit a customer firm should require. Instead, we focus on
the mechanisms of propagation of bankruptcy . When a firm is unable to
reimburse debt, it goes bankrupt. This may happen as a result of one of (or
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any combination of) three mechanisms: (1) there is a production default in
the firm (production is lost and so is profit, while the firm still has to pay
for input and processing); (2) some customers are not able to pay; (3) some
suppliers are not able to deliver the agreed input (in this case the firm does
not bear the cost of input but still does bears some cost due the fact the
resources were allocated in view of processing that input).

Thus, the failure to fulfill debt commitments by a customer may hamper
the solvency of the supplier, who may become unable in turn to pay its own
suppliers located in the upper level, which may lead to a chain of similar fail-
ures (domino effect) and in extreme cases result in bankruptcy avalanches.
When a firm goes bankrupt, in fact, the probability of bankruptcy in con-
nected firms increases, yielding clustered fluctuations in the number of failing
firms. In other words, a single bankruptcy may have systemic repercussions
through an avalanche of bankruptcies.

In this context, having many customers and many suppliers is a way for the
firm to diversify the risk of defaulting payment or delivery. If the network is
dense enough, the default of a firm in paying its debt doesn’t cause any other
default. For instance, if every firm has k customers (with similar volume of
orders), the default of one customer in paying causes a unexpected relative
decrease in profit of order 1

k . The larger k the smaller the unexpected loss.
However, in presence of externalities , the loss caused by a defaulted pay-

ment or delivery may be amplified through the network. Some multi-agent
models of financial fragility have been able to account for this effect. In [4] a
single bankruptcy may have systemic repercussions: in fact, the banking sys-
tem reacts to the bankruptcy by restraining the supply of credit and pushing
up the interest rate to all firms. The increase in the interest rate may cause
some other bankruptcies and thus trigger an avalanche of bankruptcies. Such
models incorporate only the indirect interaction among firms that takes place
through the endogenous determination of the interest rate on bank loans.

In the present model, instead, direct interaction among firms takes place
through supply and extension of trade credit which is also subject to an in-
terest rate. If the interest rate is dynamic and depends on the change of
growth rate of the firm itself and its neighbours, then losses can be amplified
through credit relations. Under such conditions, increasing the network den-
sity, while decreasing the shocks to individual firms, it may also increase the
systemic risk, thus inducing a trade-off between individual risk diversification
and global instability.

This result is consistent with a recent work on failure avalanches in complex
networks [17] which has pointed out the role of the interplay of two opposing
mechanisms: diffusion and contagion. On one side, when energy diffuses from
a node to its k neighbours, the energy received by each neighbour is of order
1
k of the initial one. On the other side, in a contagion process, nodes have
discrete states and with a certain probability switch from one to the other
when a neighbour has changed state. Therefore, if both mechanisms are at
work at the same time, then increasing the density of the network, the impact
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of a change of state of a given node on the neighbours first decreases due the
diffusion and then increases due to the contagion. The work by [17] bridges
two strains of work in the physics literature on complex systems: the models
on cascading phenomena on one side and those on epidemic spreading on the
other side.

Avalanches of events in networks have been studied extensively in the con-
text of self-organised criticality (SOC) and in particular in models inspired to
the sand pile model [9] and the fiber bundle model [13]. In all these models, an
event on a node of the network ( a “toppling”) transfers energy to neighbour-
ing nodes, possibly triggering their toppling. Each node is associated with one
state variable, which depends on the toppling of the neighbours and causes
the node to topple when it reaches a given threshold. In the SOC models there
is a slow build-up mechanism (flow of sand, increase of the force on the bun-
dle) acting everywhere in the system and decreasing over time the distance
of the state variable of the nodes from the toppling threshold. Without this
build-up mechanism the system would not become critical and the network
density would increase the resilience of the system. On the other hand, the
works on epidemic spreading have shown that if the network is dense or there
are hubs the onset of the epidemic phase is facilitated [11].

Overall, the investigation on failure propagation in the context of credit
networks of firms deserves more attention. Besides the work of [14, 16] pre-
sented here, [10] have recently studied a similar model where, however, there is
no credit and cost is only proportional to delivered input, so that bankruptcy
occurs only as result of production defaults. In fact, such model addresses a
different issue related to the emergence of activity patterns in geographical
economics.

The rest of the chapter is organised as follows. In section 2 we describe a
modelling framework for networks of firms engaged in supplier-customer rela-
tions. We discuss the properties of a specific model in section 2.10, reporting
some analytical results and some computer simulations. Some conclusions are
drawn in section 3.

2 The Model

2.1 Economic Environment

The economy consists of N firms organised in M production levels. We will
denote firms with indices i, j, k, l, ... and levels with indices J,K,L, .... We
adopt the convention that production takes place along the vertical axis in
downwards direction. The structure of the connections defines the production
network as in the example shown in figure 1, in which arrows represent supply
of goods (supply proceeds downwards, while money moves upwards).

In the example, each node has the same number of links k, but in general
this could be from any distribution and, besides, the number of incoming links
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Fig. 1. Example of structure for the production network. The direction of produc-
tion is from top to bottom. Each firm in a level receives goods from a subset (3 in
this case) of firms from the upper level. The top level consists of primary producers.
Layer 3 (from the top) consists of firms that sell in the consumer market (retailers).
We have highlighted in dark gray the set of all suppliers upward from a given retailer
(in green)

do not have to even outgoing links. Each firm in a level K is supplied by a
subset of firms in the upper level K − 1 and in turn supplies a subset of the
firms in the lower level K +1. The bottom level K = M represents firms that
sell in the consumer market (retailers). The top level K = 1 represents primary
producers. Firms are connected to each other through two mechanisms:

1. A firm asks for inputs from the suppliers in order to produce output.
2. A firm asks for payments from the customers in order to realize profit.

.
The output of each level K is produced by processing the input from the

previous level K−1. Output is qualitatively different from input. For the sake
of simplicity, we assume the following linear technology:

Y
(K)
i =

∑

j∈V S
i

Q
(K,K−1)
ij Y

(K−1)
j (1)

where Yi is the output of firm i, Si is the set of suppliers of firm i, and Qij

represents the fraction of the total output of firm j that firm i uses to produce
its own output. In other words, Q is the input-output matrix and for any K,
it follows that:

∑

i ∈ level K

Q
(K,K−1)
ij = 1, ∀j ∈ level K − 1 (2)

2.2 Timing

We have to model the fact that over time, firms decide their desired amount of
production, send orders, produce, deliver to customers and pay suppliers. We
assume that time is discrete and divided into periods, each period including
the following events for all firms: At the beginning of each period (or time
step) t, orders flow upwards; then production and delivery flow downward. At
the end of the period, money flows upward.
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In greater detail, at the beginning, all firms in the bottom level M de-
termine their desired output, based on the demand they face on the market
and their production capacity, and then send orders to the upper level M − 1.
Afterwards, all firms in level M − 1 determine their desired output based on
the demand they face from their customer firms in level M . One after an-
other, all levels do the same, up to level 1 (primary producers). Once the
desired output is known, firms can compute their expected output, based on
the expected output of the suppliers, which they communicate to the firms
downward. This allows customer firms to allocate the necessary resources and
premises to process the inputs they will receive.

At this point, production starts in level 1 and proceeds downward one
level after the other, as each firm needs the input from its suppliers in order
to produce. Output produced by a firm is delivered to customers on the basis of
full trade credit; we rule out the possibility of inventory accumulation. When
production reaches the bottom level, products are fully sold in the consumer
market.

At the end of the period, a sequence of payments proceeds upwards from
the retailers up to the primary producers. At each level, each firm pays its
suppliers upstream only after having been paid by its customers. If costs
exceeds revenues, the firm goes bankrupt and does not pay the suppliers in
the current period. Moreover, the firm stops production for a number τ of
periods in the future, after which it is replaced by a new firm endowed with
an assigned initial value of production capacity. During those τ periods, the
suppliers of that firm do not receive orders from it, nor do the customers
receive production from it. Therefore, bankruptcy at the end of period t results
not only in disruption of payments but also in a temporary local disruption
in the production chain which is repaired in period t + τ + 1.

2.3 Remarks

The structure of the connections does not change during the process. This
means that when a firm goes bankrupt, its customers do not create new links
with other suppliers. This follows from the assumption of prohibitively high
costs of establishing relations with new suppliers. So far, we have described a
general framework, while the mechanisms involved can be specified in several
ways (for example, we have to specify the dynamics of price, profit and net
worth). However, some of the results presented in this paper do not depend
on the specification of such mechanisms. Therefore, the present structure is
a candidate for a class of models sharing similar behavior, in particular, con-
cerning the conditions for the occurrence of avalanches of bankruptcies which
are analysed in section 2.10. In the following, we provide a detailed descrip-
tion of a simple version of the model and a discussion of its limitations. In any
period t each firm i is endowed with a level of real net worth Ai(t), defined
as the stock of the firm’s assets in real terms, that has been financed only
through net profits (we assume complete equity rationing).
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2.4 Desired Output

Firm i at level K determines at time t its desired output, Y
(d,K)
i . This de-

pends on the orders received from level K + 1, with the constraint of its
production capacity that we assume to be proportional to net worth A

(K)
i by

a constant θ > 0 (as stated in eq. 3). Therefore, capacity is financially con-
strained as, for instance, in Greenwald and Stiglitz,(1993) and in related work
by Delli Gatti et al., (2005). As in Greenwald and Stiglitz we can conceive
of θA

(K)
i (t) as the optimal (i.e., maximizing expected profit) output in the

presence of bankruptcy costs.
Hence, desired output is defined as follows:

Y
(d,K)
i (t) = min{θA(K)

i (t),
∑

j ∈ V C
i

O
(K,K+1)
ij (t)Y (d,K+1)

j (t)} (3)

In the equation above, V C
i is the set of customers of firm i, O(K,K+1) is the

order matrix describing the orders from level K + 1 to K, and in particular
O

(K,K+1)
ij is the fraction of the total supply needed by firm j, that firm j

orders to firm i. In matrix notation we can write:

Y (d,K)(t) = min{θA(K)(t), O(K,K+1)Y (d,K+1)(t)} (4)

For level M , we assume that at each time step the consumer market absorbs
the whole production and therefore:

Y (d,M)(t) = θA(K)(t) (5)

2.5 Expected and Effective Output

Once the desired output is known at all levels, firms compute their expected
output, based on the expected output of the suppliers. Here, “expected” has
nothing to do with “expectation value” in statistical sense. A firm i may not
be able to fulfill the orders of its customers, either because they exceed its
production capacity or because the input from its suppliers is insufficient. As
a result, supply can be smaller than the ordered quantity and therefore the
expected output of firm i, Y

(e)
i , can be smaller than the desired one Y

(d)
i . In

this version of the model, firms have a fixed set of suppliers (the network
structure is static) and they cannot look for new suppliers. However, there
is some freedom in the way firms decide to place orders to their suppliers,
in other words, the way O

(K,K+1)
ij are determined. This is discussed later on,

and plays an important role. The production function of firms is assumed to
be linear so that the output of a firm in level K is a linear combination of the
input received from the suppliers in level K − 1. This yields:

Y
(e,1)
i (t) = Y

(d,1)
i (t)

Y
(e,K)
i (t) =

∑

j ∈ V S
i

Q
(K,K−1)
ij (t)Y (e,K−1)

j (t) (6)
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For firms at level 1, the expected output coincides with the desired one, as
they do not have suppliers. V S

i is the set of suppliers of firm i, Q(K,K−1) is the
input-output matrix describing the transformation of input from level K − 1
into the output of level K. Each entry Q

(K,K−1)
ij represents the fraction of the

total output of firm j that firm i uses to produce its own output. Firms in level
1 are primary producers and do not need any supply, therefore Y

(e,1)
i = Y

(d,1)
i .

In matrix notation, the output of any level can be expressed as a function of
the output of the first level as follows:

Y (e,K)(t)=Q(K,K−1)(t)Y (e,K−1)(t)=Q(K,K−1)(t) · ... · Q(2,1)(t)Y (e,1)(t) (7)

The expected output is communicated downward to customers. Any two firms
engaged in a supplier-customer relation agree on this amount to be delivered
and paid at the end of the period. Customer firms allocate the necessary
resources and premises to process the expected input they will receive from
suppliers.

At this point, we include in the model some occasional production failures
(due, for instance, to technical problems). At each period t, with probability
q, the production of firm i is lost during the processing and no output is
delivered to customers. This event occurs independently of the financial state
of firms i and this failure lasts only one period. Therefore, we have to rewrite
the effective output of i, Y

(K)
i (t), as:

Y
(K)
i (t) = Y

(e,K)
i (t)Si(t) (8)

where Sj(t) = 1 with probability q and Sj(t) = 0 with probability 1 − q.

2.6 Production Costs

The output produced by firm i is sold to the customer at the price Pi(t)
(no inventory accumulation). We can think of the price of a firm’s output in
level K as Pi(t) = P (K)(t)ui(t) where P (K)(t) is the general price at level K
and ui(t) is the relative price for the output of the single firm. We assume
that ui(t) is a random variable, uniformly distributed in [1 − δP , 1 + δP ] and
independent of P (K)(t). Therefore, firm i incurs the following cost to get its
supply of inputs from level K − 1:

C̃
(s,K)
i (t) =

∑

j ∈ V S
i

Q
(K,K−1)
ij P (K−1)(t)uj(t)Y

(K−1)
j (9)

The cost of inputs in real terms is obtained by dividing nominal costs by the
level of prices in the level K:

C
(s,K)
i (t) =

P (K−1)(t)
P (K)(t)

∑

j ∈ V S
i

Q
(K,K−1)
ij (t)uj(t)Y

(K−1)
j (t)

= cs

∑

j ∈ V S
i

Q
(K,K−1)
ij (t)uj(t)Y

(K−1)
j (t) (10)
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where cs is defined as the ratio of the price levels at level K − 1 and K and
we assume it to be the same for all K.

Firm i also incurs a cost associated with the resources used in processing
the input (labour and premises). As for the supply cost, this cost is assumed to
be proportional to the expected output through a constant cr > 0. We assume
that the resources allocated by the customers of i to process its expected
output cannot be dis-allocated within the current time period. Therefore, in
case of a production failure of i, its customers run a cost proportional to the
expected output and not to the effective output:

C
(r,K)
i (t) = crY

(e,K)
i = cr

∑

j ∈ V S
i

Q
(K,K−1)
ij (t)Y (e,K−1)

j (t) (11)

Of course, in the case of a production failure by i, the customers of i do not
incur any supply cost. On the other hand, firm i not only does not receive any
payment but has also to pay for the input from its suppliers. The production of
firm i resumes at the next time step, if it has survived the shock. In conclusion,
the production cost of firm i is the sum of the two terms defined above:

C
(K)
i (t) = C

(s,K)
i (t) + C

(r,K)
i (t) (12)

2.7 Profit and Bankruptcy

In each period, when output is sold in the consumer market and payments
start, some firms may realize sales revenue smaller than their supply costs. If
this loss is high enough, firms go bankrupt and do not pay their suppliers .
Therefore, we have to distinguish between the output delivered by firm i to
its customers, Yi(t), and the output Y s

i (t) that is actually paid for (“s” for
“sold”), at price ui(t), to firm i by its customers. Profit in real terms is equal
to the difference between revenues and costs in real terms.

π
(K)
i (t) = ui(t)Y

(s,K)
i (t) − C

(K)
i (t) (13)

Profit, which can be negative or positive, incrementally changes the real net
worth of the firm:

A
(K)
i (t + 1) = ρA

(K)
i (t) + π

(K)
i (t) (14)

where 1 − ρ measures a depreciation rate.
We assume that firms go bankrupt when the ratio of profit and net worth

becomes smaller than a negative threshold value:

π
(K)
i < −βA

(K)
i (15)

with 1 > β > 0. If a firm goes bankrupt at time t, it stops supplying customers
and paying suppliers for a number τ of time steps (referred to as “inactivity
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time” in the following). During these time steps, neighboring firms are not
allowed to look for alternative customers or suppliers, as the network structure
is static. Firms can however (at least in some of the scenarios considered in
the following) adjust their orders as a function of the production capacity of
the suppliers. As this is proportional to net worth, it means that customers
order less and less when a supplier’s net worth decreases. Once the inactivity
time elapsed, the bankrupt firm is replaced by a new firm with the same links
as its predecessor and its net worth is re-initialized: A(t + τ + 1) = Aentry.

2.8 Strategies for Placing Orders and Delivery

Although the network is static in this version of the model, and therefore the
set of suppliers of a firm is fixed, still there are many possible ways to allocate
orders to the suppliers. Consistently with our bounded rationality framework,
we consider simple strategies for placing orders and one strategy for delivering.
Firm i places orders evenly:

O
(K,K+1)
ij (t) =

1
|V S

i | (16)

where |V S
i | is the cardinality of the set of suppliers j of firm i (notation is

consistent with equation 3).
Firm i delivers to each customer j in proportion to its order:

Q
(K,K−1)
ij (t) =

O
(K,K+1)
ij (t)Y (K−1)

j (t)
∑

l∈V C
j

O
(K,K+1)
lj (t)Y (K−1)

j (t)
(17)

The equation above satisfies the condition of equation 2. For other possible
strategies see ([14])

2.9 Generic Properties of the Model

A number of specific models can be investigated within the framework pre-
sented so far. In particular, in the presence of delayed payments (trade credit)
and costs due to failures in supply (as assumed above), in this model it is
possible to have avalanches of bankruptcies originating locally and spreading
both upstream and downstream.

If bankruptcies can propagate simultaneously in both directions, then, and
only then, are they “reflected” diagonally at each level and the result is a net
horizontal propagation, that is perpendicular to the direction of production
(figure 2, c-d). The horizontal propagation is important because it is a neces-
sary condition for the spreading of an avalanche to a significant part of the
network if the number of layers is much smaller than the number of site po-
sitions. This is typically the case in several sectors and was one of the weak
points among the condition for the emergence of Self Organized Criticality
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Fig. 2. Different modalities of failure propagation. Edges through which failure
propagate are in darker gray. The firm triggering the avalanche is represented by
the node in dark gray. a.-b. Downward and upward propagation of failures. c.-d.
Horizontal propagation occurs when each level transmits downward but also reflects
upwards. In panel c failures have propagated up to two degrees of separation from
the initial firm; in panel d up to three degrees

in the work of [2]. In particular, the horizontal axis could also represents a
geographical or technological space.

In the following we will speak of horizontal bankruptcy propagation to mean
the situation in which bankruptcies can propagate potentially to the whole
network and not only to the downward/upward cone of firms.

On the contrary, previous models ignore local interaction so that the prop-
agation of bankruptcies is activated only by means of global coupling: the more
firms fail, the higher the interest rate for all, hence the more they fail.

The model, as presented so far, reproduces qualitatively important prop-
erties of a production network:

1. Spatio-temporal correlation of output, growth and bankruptcies
2. Exponential growth
3. Oscillations of de-trended aggregate output
4. Heterogeneous firm size distribution
5. Exponential probability distribution of aggregate growth (right side)

For a detailed discussion of this properties, see [14]. Varying allocation
strategies, dynamics on prices and other parameters one can investigate the
role of the main factors involved in models of financial fragility and address
the following issues:

1) The role of trade-credit relationships in the propagation of bankruptcies
2) The role of interest rate and policies to prevent the occurrence of large

avalanches
3) The role of the structure of the network of interactions
4) Policies to make such structure more robust against large avalanches
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In the rest of this chapter, we will focus on the role of the network density
in combination with the dynamics of the interest rate, an issue discussed more
in depth in [16].

2.10 Analysis of a Specific Setting

In order to isolate the impact of network density on the dynamics of avalanches,
we will now consider a specific case of the model in which there is no accumu-
lation of net worth ( we set ρ = 0 in eq. 14). As a result, aggregate output is
no longer growing exponentially and, moreover, firm size distribution does not
evolve in time into a skewed distribution. Consistently, we also set β = 0 in
eq. 15 : as firms do not accumulate net worth, they go bankrupt when profit
is not positive. Therefore, in this setting, a production default implies also
bankruptcy.

Concerning prices, we assume, as discussed in [14], that prices are stochas-
tic and independent, distributed according to a uniform distribution in
[1 − δP , 1 + δP ]. Eq. 15 implies that a firm goes bankrupt if the price falls
below a critical value, which can be approximated as:

u∗
i (t) =

(cr − β/θ)Y e
i (t) + csYi(t)

Y s
i (t)

(18)

Because it is Y s
i ≤ Yi ≤ Y e

i , the probability of bankruptcy increases the
smaller are, with respect to the expected output Y e

i , Yi and Y s
i (see section

2.7).

Density Decreases Systemic Risk

For the sake of simplicity, we assume that firms have the same number k of
suppliers and customers, and we study the impact of different values of k. We
consider M production layers, each including the same number n of nodes.
If k = 1 the network is actually composed of isolated chains, while if k = n
all possible links are realized. Clearly, increasing k reduces the fluctuations of
input from suppliers due to production default and therefore, the probability
of bankruptcy. Consider for simplicity, a two-layer network; for k = 1, with
probability q a customer is not delivered at all (because the supplier experi-
ences a production default with probability q) and goes bankrupt. For large
n, input delivered to each customer approaches the fraction 1− q of the input
requested, and thus, if cr

1−q + cs < 1, the probability of causing bankruptcy of
customers to go bankrupt as a result of a production default among suppliers
is zero. 4

4 Of course, one could assume that firms incorporate probability if defaults in their
decision, by ordering 1

1−q
so to be delivered the exact requested quantity. Instead,

as before, for the purpose of this work we assume agents are boundedly rational
and do not take into account production defaults in their decisions.
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We can make precise predictions on the bankruptcies caused by a
production default by computing the profit of the neighbouring firms. In a
two layer network, after a production default in a supplier, the profit of each
customer is:

πj(t) = pY s
i (t) − csYi(t) − crY

e
i (t) = (p − cs −

k

k − 1
cr)Yi(t) (19)

Similarly, after a production default in one customer, the profit of each sup-
plier is:

πj(t) = pY s
i (t) − csYi(t) − crY

e
i (t) = (

k − 1
k

p − cs − cr)Yi(t) (20)

In both cases, the increase of k increases the profit and makes a bankruptcy
less probable. We can also estimate the profit of firms in case of multiple
defaults in the neighbourhood, and thus compute the expected profit in the
general case [16]. Overall increasing network density reduces the probability of
bankruptcies of individual firms, as well as the probability of joint bankrupt-
cies, in other words, it reduces the systemic risk.

Systemic Risk in Presence of Positive Feedback

However, if there is a positive feedback of the probability of bankruptcy of a
firm i on the cost i faces (namely, that the more a firm is likely to fail the
higher the cost it faces), then the effect of network density can be to increase
the instability of the system. In fact, in a very dense network, an increase
in the average probability of failure would increase the cost of all firms, thus
increasing in turn their probability of failure. In a sparse network, the coupling
is only local so that the probability of failure may increase somewhere while
decreasing somewhere else. In order to investigate quantitatively this issue,
we now, consider the cost of the firm to be dependent on the financial state
of the firm. The rationale for this is that firms pay an interest rate on the
supply they receive (trade credit) and/or on the funds used to pay wages or
processing (loan). The interest rate a firm is charged by other firms or by the
bank increases (at least within a range) with the financial fragility of the firm
itself as its partners need to compensate their risk in extending credit to it
(however, when the interest rate is very high, creditor usually don’t have an
incentive to increase it further, see [5] (chapter 5). In order to capture this
effect, we assume that an increase in bankruptcy risk (a decrease in profit)
leads to an increase in interest rate and therefore in production costs. As a
consequence, the production cost for firm i is multiplied by a factor η evolving
in time as follows:

ηi(t + 1) = ηi(t) + α · sign(
∑

j ∈ Vi

Pj(t) − Pj(t − 1))

ηi ∈ [ηmin, ηmax] (21)
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where Vi is the neighbourhood of i including i itself, while α is a parame-
ter. The range of variation of ηi is bound, corresponding to a minimum and
maximum interest rate. The equation above implies that whenever profit de-
creases/increases among neighbours, cost increases/decreases by a fixed quan-
tity α. Other functional dependencies are possible and reasonable, but the
important feature here is that the net average change of profit in the neigh-
bourhood causes a discrete change in the cost.

Understanding the Dynamics in a Simplified Model

A similar dynamics has been recently introduced in [17] in the context of cas-
cades in complex networks . There, agents are associated with a state variable,
representing their fragility, that evolves as a function of the neighbours. At
each time step, the fragility of each agent receive an i.i.d. shock ( through a
normalized stochastic variable ξ(t), with standard deviation equal to 1), which
is shared with the neighbours. If, at time t the fragility of agent i exceeds a
given threshold θ, the agent fails and the quantity a, representing the damage
associated with its failure, is distributed to the neighbours (by incrementing
their fragility), which may in turn fail. All the toppling events following the
initial failure occur at time scale faster than the one for fragility, in other
words they all occur before the next time step t+1. In formulas the dynamics
reads:

φi(t + 1) =
∑

j ∈ Vi

Wij(φj(t) + σξj(t)) + α · sign(
∑

j ∈ Vi

Wij(φj(t) − φj(t − 1)))

(22)

where W is a matrix representing interaction among agents, with
∑

j Wij =
1∀i, and σ is a parameter. Additionally, if φr(t + 1) ≥ θ ∃r, then:

1. For all neighbours of each node r:
φs → φs + aWsr

2. For all such r, φr → 0

3. Repeat until φi < θ for all i in the system.

In order to understand the onset of instability we analyse the dynamics
above in a mean field approximation, in the case Wij = 1

k . We consider the
average fragility in case of large k:

Φ(t + 1) =
1
N

∑

i

φi(t + 1) � Φ(t) +
σξ(t)√

k
+ α · sign(Φ(t) − Φ(t − 1)) (23)

In the regime where σξ(t)√
k

� α, the process is dominated by the first term
of eq. 24 and it is approximated by a random walk with step of amplitude



Trade Credit Networks 233

σ√
k
, thus decreasing with k. In particular, if the first term dominates, the

difference Φ(t) − Φ(t − 1) is positive or negative with equal probability and
thus the second term does not contribute any systematic drift. In this regime,
increasing k makes the step of the random walk smaller and thus decrease the
probability to hit the threshold.

If σ√
k
� α, then expressing Φ(t) in terms of Φ(t − 1), we have:

sign(Φ(t) − Φ(t − 1)) = sign(
σξ(t)√

k
+α(sign(Φ(t − 1) − Φ(t − 2)))) =

+α(sign(Φ(t − 1) − Φ(t − 2)))) (24)

The expression above is always true if the distribution of ξ(t) has a limited
support and α is larger than the right limit of such support, otherwise it
is true with a certain probability that can be computed. Therefore, in this
regime the average fragility tends to keep moving in the direction it is already
moving. Because Φ is repelled from 0 by construction, in the limit of large k,
it moves upwards with constant slope and periodically it hits the threshold
and is then reset to 0. When the average fragility hits the threshold and the
individual fragility trajectories are sufficiently close, then one or few failures
cause an avalanche involving the whole system.

The argument suggests therefore that, increasing the density of network
in the system described by eq. 22, the probability of failures first decreases
and then increases. In other words there is a trade-off between diversifying
the risk by sharing the shocks with many other agents and the systemic risk
resulting from the synchronization of the fragility trajectories. For a more
formal analysis see [17].

The argument above suggests that a similar result should also hold for
the economic model presented in this chapter. The reader may notice that we
have inferred an important property of a fairly complicated economic model
from a basic argument, based on a mean field approximation of a simplified
model that captures some essential dynamical features of the original model.
In the next section we will examine the results of computer simulations of the
original model.

2.11 Results of Computer Simulations

In this section, we compare the time evolution of some quantities measured on
a network of 2 production layers, with three different values of connectivity de-
gree, k = 1, 5, 20. Unless specified otherwise, results reported in this work are
obtained with constant price (interval width δP = 0), production default prob-
ability q = 0.03, cs = cr = 0.3, inactivity time τ = 1, 2, 3 with equal probabil-
ity. Firms are endowed with constant value of net worth Ai(t) = Ainit = 1∀i.
As explained above the bankruptcy threshold is set as β = 0 and the depre-
ciation factor is set as ρ = 0 (which yields a depreciation rate 1 − ρ = 1% ).
Finally, the value of α in the dynamics of the cost factor ηi(t) is set to 0.05.
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Fig. 3. Time evolution of output of the production network with degree k = 2.
Zoom on a time interval. Each frame represents the production network at a given
time step with index of the node on the y axis and production layers on the x
axis. The layer of primary producers is now the left column of each frame, while
the layer of retailers in the consumer market is the right column of each frame.
Output is normalized in each frame by its maximum value in order to emphasize
the relative spatial distribution and is represented by a color scale as specified by the
color bar. Magenta crosses indicate production defaults occurring stochastically with
probability q, while black crosses indicate bankruptcy (see text for more details)

In figures 3, 4, 5, the evolution of output over the production network
is shown in an interval of 25 time steps. In order to follow the propagation
of bankruptcies, we choose a represent different from the one used in fig. 1.
Each frame represents the production network at a given time step with index
of the node on the y axis and production layers on the x axis. The layer of
primary producers is now the left column of each frame, while the layer of
retailers in the consumer market is the right column of each frame. Output
is normalized in each frame by its maximum value in order to emphasize the

Fig. 4. Time evolution of output of the production network with degree k = 5. The
figure is constructed in the same way as figure 3
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Fig. 5. Time evolution of output of the production network with degree k = 5. The
figure is constructed in the same way as figure 3

relative spatial distribution and is represented by a color scale as specified by
the color bar. Magenta crosses indicate production defaults occurring stochas-
tically with probability q, while black crosses indicate bankruptcy. Following
the position of the crosses from one frame to the next, it is possible to observe
the propagation of bankruptcies over time. With the parameters chosen in
this specific setting, production default in a firm also implies its bankruptcy,
although it is not true in general.

With degree k = 1 (not shown), production is organized in chains, which
are obviously very fragile to shocks, as the production default of a sup-
plier/customer implies also the bankruptcy of its only customer/supplier.
With the chosen values for cost, cs = 0.3 and cr = 0.3, and with degree
k = 2, the default of a supplier is very likely to cause, the bankruptcy of its
two customers, which in turn do not pay their suppliers, causing two addi-
tional bankruptcies. Overall, five firms go bankrupt in such an event, while
with degree k >= 3 instead, the default of a supplier is very likely not to cause
any bankruptcy. Simulations shown in figures 3, 4 confirm this estimate, al-
though some deviations are possible, due the internal dynamics of the cost
factor. With high degree (k = 30, 5) the feedback mechanism prevails on the
risk diversification and larger avalanches occur (at time 32 in the figure).

The effect can be seen also in figures 6, 7, 8, where the evolution of output
Yi(t) and cost factor ηi(t) is shown over 100 time step. In order to emphasize
the spatio-temporal patterns we use now another representation with respect
to figures 3, 4, 5. The x axis is time, while the y axis represents the index of
the nodes from 1 to N. In other words, positions from 1 to n on y (from to
the top) represent the nodes of the first layer (n = 30 in this example), while
positions from n to 2n (from to the top) represent the nodes of the second
layer. We chose n and time interval relatively small to make the patterns
visible. Output and cost factor are represented by a color scale as specified
by the color bar. Magenta crosses indicate production defaults (occurring
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Fig. 6. Time evolution of output Yi(t) (left) and cost factor ηi(t) (right) with
degree k = 2. The x axis is time, while the y axis represents the index of the nodes
from 1 to N. Output and cost factor are represented using a color scale specified
by the color bar. Magenta crosses indicate production defaults, while black crosses
indicate bankruptcy

stochastically with probability q), while black crosses indicate bankruptcy.
Following the position of the crosses from one frame to the next, it is possible
to observe the propagation of bankruptcies over time.

An important aspect of the phenomenon investigated here is that the in-
stability induced at high k is also visible at the aggregate level. In figure 9
the aggregate output of the network is shown for 200 time steps. Going from
degree k = 2 (blue curve) to k = 5 (green curve) and to k = 30 (magenta
curve), fluctuations first decrease and then increase.

A more detailed investigation of the trade off between individual risk di-
versification and systemic risk is out of the scope of this work and can be
found in [16].
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Fig. 7. Time evolution of output Yi(t) (left) and cost factor ηi(t) (right) with
degree k = 5. The figure is constructed in the same way as figure 6
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Fig. 8. Time evolution of output Yi(t) (left) and cost factor ηi(t) (right) with
degree k = 30. The figure is constructed in the same way as figure 6
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Fig. 9. Time evolution of aggregate output of the production network with different
value of degree k: k = 2 (blue), k = 5 (green) and k = 30 (magenta)

3 Conclusion

In this chapter we have examined the impact of network density on the sys-
temic risk in networks of credit relations. A node in a credit network may
form several links in order to diversify its risk, but this may also induce a
form of financial contagion.

Systemic risk raises today growing regulatory concern and policy makers
would like to know how to ensure adequate fire walls in order to prevent the
spill over of a crisis across institutions and firms. Avalanches of failures in
networks have been studied extensively in the Complex System literature in
the context of SOC and epidemic spreading, but, outside such two contexts,
the investigation deserve more attention. In the economic literature, there is
a growing body of work on systemic risk in credit networks, although there
seems to be a dominant view on the positive role of the network density on
the systemic risk.
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Credit is extended by banks to firms (loans), by one bank to another
(interbank credit) and by one firm to another (trade credit). In this chapter,
we have focused on the last case and we have investigated a specific setting
of the model introduced by [16]. In such a setting it is possible to isolate the
impact of network density on the dynamics of avalanches.

Using a complex system approach, we have inferred some properties of
the economic model based on a mean field approximation of another model,
actually much simpler, that captures some essential dynamical features of the
original one. We have shown how, under some conditions on the parameter
chosen, a trade off emerges between individual risk diversification and systemic
risk. This result is in line with recent finding in the economic literature, but
it is in contrast with the dominant view. This works contributes to the debate
on what are the appropriate regulations to ensure the robustness of credit
networks.
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1 Introduction and Motivation

Our contemporary societies are examples of highly complex systems with
many interacting constituents that are organized in ways that often are hard
to grasp. Their organizational systems and infrastructures are time-dependent
and highly interconnected. Thus, what may appear as different parts of our
societies, do indeed depend on and influence each other.

Large Complex Critical Infrastructures (LCCIs) are national — or inter-
national — technological systems whose correct functioning has a high social
impact. A current definition of a “Critical Infrastructure” is a large scale in-
frastructure which if degraded, disrupted or destroyed, would have a serious
impact on health, safety, security or well-beings of citizens or the effective
functioning of governments and/or economy [4]. This definition therefore al-
lows to label many infrastructures that we are well-familiar with from our
daily lives, as being “critical”. Among them are, for instance, the networks
for the transmission and the distribution of electrical power, those allowing
communication to occur (in all its forms, from telephones to the Internet),
transportation networks like roads, railways and sky-routes up to pipelines
for drinking water, gas and oil, etc. LCCIs are thus strategic (in the wider
sense of the term); as such, an enormous care should be taken to keep them op-
erational and efficient, preventing their failure due to accidents or intentional
attacks.
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A further major issue comes from the high level of interdependency, i.e. the
fact that each LCCI interacts (in a more or less explicit way) with one another.
This may have the implication that a disturbance in one of them might affect
the functionality of others. This renders the task of preventing failures and, in
general, the same operational control, an extremely complex task. It is indeed
desirable to have the best possible control on single infrastructures in order
to prevent faults. However, optimizing and securing individual infrastructures
independent of the presence of others, is often not sufficient to securing such
interconnected system.

LCCIs are also intriguing technological objects. They are “complex”, ac-
cording to the current definition of complexity, as their behavior cannot be
simply predicted on the basis of the behavior of their single components. Com-
plexity triggers the emergence of new phenomena which cannot be predicted
by usual means but only through a complete description of all its components
altogether. Emergence of new phenomena occurs, a fortiori, when many LC-
CIs are functionally coupled together: also in the case of a weak connection,
there is the seed for the emergence of further unpredictable behavior.

All this conceptual entanglement has attracted the interest of the Com-
plexity Science (CS) community. This work intends to introduce some basic
statements, show the CS methods and tools and some recent results of their
application in the field of LCCIs. In this chapter, we intend to make a first
recognition of some basic problems which can be tackled by making use of
mathematical models and numerical methods, with the aim of producing re-
sults useful for the understanding of some fundamental questions related to
their structure.

2 Why LCCIs Become/Behave More and More Complex

Historically, in Europe (at least), the LCCIs were often national monopolies
typically owned and/or controlled by the national governments. Over the last
decades, this situation has changed to a large extent; many LCCI sectors
have been deregulated and thus the monopolistic state removed. This opened
up for new market players that together with the former monopolists (of a
given region) could compete. Notice that this situation was not (in principle)
restricted to a geographical (national) region, but also international competi-
tion was encouraged by the market liberalization. For instance, one prominent
example of the latter is the European power market. The formal basis of the
deregulation of the European electricity market was laid out in the 1996 EU
Directive 96/92. However, about three years later, on 19 February 1999, the
electricity market in thirteen countries in the European Union (EU) and the
European Economic Area (EEA) began to open up on an international basis.
A competitive European Power market was born!

With the deregulation of the European LCCI sector, new challenges were
created. Now (big) consumers could, say, buy their electrical power from
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any market participant. This implied that the backbone of the European
transmission grid had to be fully interconnected, and that it should be able
to handle rising loads. However, the European transmission grids were not
designed for this purpose (and volume) in mind. Connections to neighboring
states were typically built up for backup reasons, and to handling short term
import-export scenarios. Hence, the new business model that was put in place
(due to the liberalization) prompted some technically minded people to ques-
tion the robustness of the ever more complex power transmission grid. This
concern became strengthened by the increased terrorism threat as well as the
recent large-scale Italian September 2003 blackout, and the similar previous
cases from London, North America, Sweden and Denmark. For instance, the
cause of the London blackout was traced back to a badly-installed fuse at a
power station; indeed all the others happened for similar reasons. Furthermore,
it was realized, by a careful analysis of the cause of events, that problems typ-
ically start at one place and propagate over large geographical distances, like
a domino effect. For instance, the great 2003-blackout in New York initially
was triggered by an event in the mid-west (Ohio) [1, 27].

Analogous problems must be faced in telecommunication (TLC) systems,
where a large number of stakeholders crowd common infrastructures and com-
pete for bandwidth and customers. TLC routes are constantly stressed by a
constantly increasing traffic level.

Most LCCIs have grown in an unsupervised regime (there is not a gen-
eral controller of worldwide Internet network) and needs to face a dramatic
increase of their usage by adopting an “intrinsic” ability to adapt themselves
according to changing external conditions. This seems to be a key point in this
matter: Are technological networks able to autonomously react to external in-
put in a way to adapt their functioning to constantly guarantee a reasonable
efficiency? If so, which are the agencies that allow adaptive behavior to oc-
cur? What can LCCI managers reasonably do to let adaptation mechanisms
run faster and more efficiently, and to better respond to mutated external
conditions?

Complexity Science tries to answer these questions also by identifying com-
mon scenarios which subtend rather “universal” behaviors which take place in
complex systems. This approach has allowed a flow of data and methods from
diverse scientific fields and triggered the customization of ideas and meth-
ods, typical in one domain, to other domains. Living objects, for instance, as
bacterial colonies, swarms and bird flocks do display a number of intriguing
control strategies which, if properly understood, could be mutuated and used
to analyse and control technological systems (bio-mimetic strategies).

This scenario has prompted calls for improved coordination between basic
and applied research on the evaluation and the design of new tools for the
analysis and the control of LCCIs at a multi-national level. For instance,
many EU funded projects have been launched within this domain in the sixth
Framework Program (FP6), and similar projects have received public funding
in the US. Dedicated programs within this area are forecasted also for FP7.
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In the remaining part of this chapter, we will introduce and discuss LCCIs
from a complex network perspective. In particular, the graphs, which are the
network’s basic model and will be the object of the present study, will be
introduced. They are mathematical objects onto which CS can deploy its
methods whose results can provide measures of their ability of providing useful
information on the networks. Various analyzing methods suitable for LCCIs
will be proposed and discussed. Examples of results that can be obtained from
such analysis will be given for some example LCCIs.

3 What is A Network?

The term network is used in every-day life, so most of us have an impression
of what is meant by it. As we will attempt to reply to basic questions on
these networks, also the metaphors which will be used to describe networks
will be at a high level of abstraction. However, here we will put a specific
meaning to that word. By a network we will mean a set of N objects, referred
to as nodes or vertices, that are connected through what is typically known
as links, arcs or edges (L). A network G will thus be indicated as a collection
of objects G = (N,L) (in these terms, the network can be also represented as
a mathematical Graph which is indicated by explicitating the same entities).
Some simple networks are sketched in Fig. 1. In this figure, the nodes are
indicated by red (or grey) filled circles, while the links are black lines between
the nodes. For instance, for an electrical power network, nodes correspond
to power generators or distribution (or transmission) stations, while links
represent the power transmission lines connecting the nodes.

It should be noticed that links do not have to be physical connections;
they might also represent logical connections between nodes, such as in the
case of a so-called social network. Here nodes are persons, and a link exists
between two persons if they are considered (in some way) to be friends.

Networks represent the natural starting point for modelling infrastruc-
tures. As mentioned above, the investigation of networks has received an in-
creasing attention in the last decade in the CS community. Genuinely, the
field was embodied in mathematics as graph theory, which, due to progress in
computer power and the growing consciousness of the relevance of network’s
structure in several fields, has prompted this topic to a wider scientific audi-
ence. The field experienced a strong push forward when the famous “small-
world” paper by Watts and Strogatz was published in 1998 [2] by delivering
examples of networks where seemingly distant nodes actually are surprisingly
close to each other due to the peculiar network structure; this property has
been called “small-world” as it perfectly reproduces the situation of a global-
ized world where local events can have a long-range impact . This property
has also been fixed in the common language by the phrase “six degrees of
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Fig. 1. Examples of complex networks. Fig. 1(A) depicts a random network, while
a scale-free network is shown in Fig. 1(B). The typical degree distribution, P (k) of
each class of network is shown in the lower part of the figure, i.e. the distribution
of the number of links, k that is associated with each node. Notice in particular the
marked difference in topology that results from the change in the degree distribution.
(After Ref. [26])

separation”6. It expresses that in a small-wold class network, two arbitrary
chosen nodes can be connected in, on average, only six steps. For social net-
works, this effects (as well as the number of six) had already been known
empirically since the 1960’s due to some cleverly designed experiments con-
ducted by the social psychologist Stanley Milgram [5]; with a small chain of
friends and friends-of-a-friend, each of us can reach whatsoever other person
in the world in (on average) six steps.

A major outcome of this new branch of theoretical disciplines is the recog-
nition that diverse networks (from sociology, technology and biology) dis-
play a peculiar structure with clear small-world characteristics. This seems
to be a property emerging from complexity and, as such, probably brings

6 The phrase was made well-known outside scientific circles by John Guare’s pop-
ular theater play of the same name (and later movie).
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some added-value to the network’s property. Much work has already been
performed in order to show which are exactly the benefits engendered by such
a topological structure.

Recently, several comprehensive reviews on network research (graph the-
ory) have appeared in the literature [3, 6, 7, 22] displaying the current state
of its application to real world networks. Most of the work, so far, has focused
on static properties and behaviour of networks, e.g. the question of network
robustness [8].

The main property of a network stems from its classification as belonging
to a specific topological class. These are related to the specific form displayed
by the distribution of the node’s degree, k, of the network, P (k) (degree distri-
bution). The degree, k, of a node is defined as the number of nodes to which
it is directly (physically or logically) connected. The most relevant topological
classes are:

• Random networks
• Scale-Free networks

In the first case (see Fig. 1A), P (k) has a Poissonian shape; the network is
thus composed of almost equivalent nodes, with an average degree 〈k〉 and
a given standard deviation. In the second case (see Fig. 1B), the situation is
more complex, as P (k) follows a power-law, i.e.

P (k) ∼ k−γ , (1)

where γ is a real positive constant which has been found to take values typi-
cally in the range 2 < γ < 3 [6]. This situation occurs when nodes are highly
non-equivalent. Such networks have been named Scale-Free (SF hereafter) be-
cause a power-law has the property of having the same functional form at
all scales. In fact, power-laws are the only functional forms f(x) that remain
unchanged, apart from multiplicative factors, under a rescaling of the indepen-
dent variable x. They are the only solutions to the equation f(αx) = βf(x).
SF-networks, having a highly inhomogeneous degree distribution, result in the
simultaneous presence of a few nodes (the hubs) linked to many other nodes,
and a large number of poorly connected elements (the leaves). Each of these
network-classes occurs in specific cases; there are, however, other topological
classes which will be referred to, in the following, when they will be eventu-
ally mentioned. Up to the eighties, the current opinion was that practically
all networks representing real world structures (from social to technological
networks) could be ascribed to the class of Random networks. After all, they
were thought of as resulting from unsupervised growth processes and, as such,
believed to be produced by a growth mechanism where new nodes stuck ran-
domly to existing nodes (random-growth mechanisms). Relevant studies, at
the end of the last decade, have shown the inadequacy of this scenario to
represent the topological features of real networks: they have demonstrated
that, although resulting from unsupervised growth processes, a large number
of networks grow under the action of some effective selective pressure whose
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resulting effect is the realization of a structure more appropriately ascribed
to the SF class [3].

From the knowledge of the network’s graph, many different topological
properties can be deduced which further specify the network’s properties and
characteristics. These data allow to design specific growth mechanisms able
to design networks with desired topological properties. For comprehensive
reviews on the proposed growth mechanisms to reproduce networks with dif-
ferent topological structures, the reader is referred to Refs. [3, 6].

4 Critical Infrastructures as Networks

In this work, we will attempt to analyze available data of several CIs by using
the methods and the ideas of topology analysis. According to the definition
of CIs given previously, the following technological infrastructures may be
certainly ascribed to the CI set:

• Public power supply networks
• Telecommunication networks
• The Internet

In the following sections, we will apply the methods of graph analysis to
the graphs resulting from the available data of the technological networks of
the above mentioned CIs.

4.1 Public Power Supply Networks

The Power Grid

The public power supply network transmits power from generation to loads
thereby providing the link between producers and consumers. The network
connects large numbers of generators and loads together thus (i) improving
the reliability of the power supply, (ii) reducing needs for reserve, peak, con-
trol and storage capacity, (iii) enabling more efficient and economic power
production, and (iv) providing a necessary platform for the electricity mar-
ket. The strengthening of the cross border transmission capacity has made the
public power supply network increasingly international and spatially very ex-
tended. The power supply network is an essential, but often very international
part of the national critical infrastructure.

The power supply network is hierarchically organized to transmission and
distribution networks. Transmission networks cover very wide geographical
areas, and have typically very high voltage levels and large power flows. Dis-
tribution networks, on the other hand, connect the loads and distributed gen-
eration with the transmission network. The distances are traditionally shorter
and the voltage level lower than in the transmission network. Distribution net-
works are normally organized in a radial way, although redundancy is provided
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by a meshed network topology. Low voltage customers are connected to the
distribution network via low voltage distribution networks.

About one third of the cost of power supply comes from the distribution of
power. The power distribution network has also a much higher impact on the
reliability and power quality than the power transmission network. Failures
on the transmission network are relatively rare, but their impact spreads over
much wider areas than those occurring on distribution networks.

A power network is characterized by the fact that it has very little buffer-
ing storage capacity and the physical balance of supply and demand must
be maintained, otherwise the power transmission system will collapse. The
deregulated electricity market is an important tool for finding a cost efficient
initial solution for this balancing problem. Operation of the power network
is highly and increasingly dependent on protection, automation, information
and communication systems.

Distributed generation, intermittent generation from renewable energy
sources (e.g. wind energy), pressures to cost reduction and power quality im-
provements, ever bigger generation and transmission units are expected chal-
lenges to the power network. This calls for significant changes in the power
distribution systems and their automation and operation, but the power dis-
tribution systems have much inertia. The required lifetime of the power net-
work related investments is very long. Thus rapid fundamental changes are
seldomly possible.

Topological Analysis

From the topological point of view, the graphs representing electrical trans-
mission networks cannot be properly ascribed to random nor to SF networks.
In fact, as it happens for networks whose structure is constrained (i.e. by geo-
graphical reasons) or that cannot present an arbitrarily large node’s degree (as
for roads, for instance, where there is a very low maximum degree), electrical
networks have a Gaussian shape , with a heavy exponential tail that drops the
values of the highest degrees to smaller numbers (for electrical transmission
lines the maximum degree of a node is usually of the order of 10) [10, 11, 12].

The electrical network which has been widely studied in recent years, and
which will also be the object of the present analysis, is the Italian high-
voltage (380 kV) electrical transmission network (HVIET hereafter). A graph
of HVIET, as deduced from publicly available data, is depicted in Fig. 2,
and it consists of N = 310 nodes and L = 361 links (transmission lines). In
fact there are different node types; generators (117), loads (139), and junc-
tions (54), but a distinction between them will not be made in our analysis.
Moreover, 14 (of the total 361) links are double (transmission) lines.

Several topological analysis have been performed on the HVIET network.
One of the relevant properties of the network, allowing to classify the topology
of the network, is constituted by the distribution of the node’s degree k (the
degree is the number of links connecting each node to its nearest neighbors).
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Fig. 2. Graph of the Italian high-voltage (380 kV) transmission network, where
nodes are located at approximately correct geographical location. The 6 links located
in the central region of Italy and represented by thick solid links correspond to the
first critical section (min-cut selection) that divides the network into two almost
equal-in-size parts (as indicted by the dark and white node symbols). Different node
types (generators, loads and junctions) are not distinguished

The distribution of node’s degree of HVIET is reported in Fig. 3 which confirms
that HVIET does not show neither a clearcut SF nor a random character.
The network has a limited number of hubs, whose maximum degree is kmax =
11. Another property which has been measured on the HVIET network is
the average clustering coefficient7 C, which measures the propensity of nodes
to form small-scale communities (c.f. Refs. [3, 22] for additional details and
formal definition). The clustering coefficient C is large when nodes, neighbors
of a common node, are also neighbors of each other, i.e., if node 1 is connected
to node 2, and 2 to 3, then, if C is large, there is a relatively high probability
that node 1 is also connected to node 3. Hence, we see that C measures in
some sense the (relative) number of connected triangles in the network. In the
HVIET network, the tendency to form connected triangles is rather small,
and the clustering coefficient is as small as C = 2.06× 10−2 (we will later see

7 Notice that some authors refer to this same effect as network transitivity [22].
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Fig. 3. The degree distribution, P (k) vs. node degree, k, (in log-log scale) for the
HVIET network depicted in Fig. 2

in Sec. 4.2 that, for instance, the clustering in the backbone of the Internet
can be orders of magnitude higher).

An interesting result on HVIET has been evaluated by using the min-cut
theorem associated with the spectral analysis of the so-called Laplacian L. In
order to define this matrix, let us start by introducing the adjacency matrix,
A, who’s matrix elements, Aij , take the value 1 if node i and j are connected,
and 0 otherwise [22]. Then, in terms of A the (symmetric) Laplacian matrix
is defined according to

Lij =
{∑N

k=1 Aik, if i = j
−Aij , if i �= j

(2)

An interesting result that can be obtained from the spectral analysis of
L can be stated as follows: The signs of the components of the eigenvector
associated with the first non-vanishing eigenvalue of the Laplacian allow to
optimally bisecate the network. As L is symmetric, the first eigenvalue is
always vanishing. The n components of the eigenvector vL

2 = (v1, v2, ..., vn)
associated with the second eigenvalue, solve the one-dimensional quadratic
placement problem of minimizing the function

z =
1
2

n∑

i=1

n∑

j=1

(vi − vj)2Aij . (3)

The vector is subjected to the constraint |v| = (vT v)
1
2 = 1 [17]. The

process allows to partition the graph G = (N,L) into disjoint subsets G1
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and G2 such that L12/(N1 · N2) is minimized, where L12 is the number of
links to be removed and N1 and N2 are the number of nodes in the two
resulting subnetworks. It comes clear that this procedure allows for the “op-
timal” bisectioning of the graph, i.e. it forms the closest possible subnet-
works G1 and G2 with the minimum amount of broken links L12. If one
applies the min-cut procedure, one gets the following bisection: the HVIET
network is divided into two, connected, parts HVIET1 and HVIET2. The
first is formed by N(HVIET1) = 195, and the second by N(HVIET2) = 115
nodes. The two parts are separated by only six links; The removal of these
links allows to totally bisecate the network, which would separate it into two,
non-communicating, parts (see Fig. 2). The ideal line, joining the location of
the removed links, has been called first critical section. Indeed, there are sev-
eral other lines of cut of the network, grouping a set of links whose removal
produces a bisection of the network. These sets, although being composed
(in some cases) by a lower number of links, do not minimize the function
of Eq. (3) and, ultimately, are less efficient in separating the graph into two
(almost) equal parts. This is a major outcome of the spectral analysis; this
provides a way to locate the critical vulnerability lines of the network. The pro-
cedure can be iterated on the different components of the graphs, by creating
critical sections of higher orders. If on a simple graph, the min-cut procedure
can be almost done by visual inspection, for larger graphs it cannot be simply
performed by any other mean.

Relevant information on the robustness of a network can be gained by
simulations. Starting from the graph structure, for instance, one can evaluate
what is the probability of physically disconnecting one (or more) nodes by
disconnecting one (or more) lines. This will produce a qualitative evaluation
of the structural robustness of the network. The knowledge of further technical
details on the network (i.e. the electrical characteristics of lines) allows the
formulation of a dynamical model for the power transport on the network. A
recent work [13] has attempted to reproduce the flow on the HVIET produced
by a given gauge of injected/extracted electrical power by/from the different
nodes and by the real electrical admittance of the different electrical lines.
The availability of such information opens the way to evaluate the so-called
flow vulnerability. If one eliminates a given number of lines, the dynamical
model allows to evaluate the new flux distribution; in case of overtaking given
threshold of maximum flux on the lines, the flow equations are re-evaluated by
starting from a different gauge of injected/extracted electrical power. When
relevant lines are missed, the network must undergo a severe reduction of
the injected power in order to be able to correctly sustain the power flux.
If one associates the amount of power reduction to re-establish the flux to
the specific removed line, one can classify the different lines as a function
of the damage that their absence produce to the whole network. If applied
to HVIET, this procedure allows to obtain a classification of the lines as a
function of the damage which their absence is able to produce (which can be
as large as 1.5GW, see Fig. 4).
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Fig. 4. Lines of HVIET whose removal is associated to the largest injected power
reduction: The illustration shows on the abscissa the number of the power line, on
the ordinate the amount of injected power (in MW) to be reduced to re-establish a
correct power flux in the network

4.2 The Internet

Organizational Issues

The Internet should be known (and appreciated) by all of us, and therefore
probably does not need any further introduction. In the following, by the
term “the Internet” we will be referring to the network formed by the so-
called Autonomous System (AS) router level [14]. An AS is a collection of IP
networks and routers under the control of one entity (or sometimes more) that
presents a common routing policy to the Internet. Therefore any sub-network
appears as an AS, and the important difference between Intra-AS routing
and Inter-AS routing must be introduced. The entity that controls an AS can
choose the routing protocol to be used inside it, so in general AS can use
different routing protocols. But in order to make interconnectivity between
AS possible, each AS must employ one or more routers to interface with
the “outer world”, in order to informing it of the AS presence and topology.
Usually there are specifically designated routers dedicated to accomplish this
task — the so called Border Routers. Clearly these routers must adhere to
the Internet rules and protocol set (explained further on). Thus, the AS-level
routers form the backbone of the Internet which speaks the same language
(i.e. adhere to the same protocol).

Since the first Internet connection was made on June 6, 1969, its size
and complexity has grown dramatically. A recent paper examined the growth
rate for nodes (gn) and links (gl) of such a network during the end of last
decade [10], and it was found that gn ∼ 140 nodes/month and gl ∼ 300
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links/month. It is worth recalling that a new AS-level router corresponds to
the introduction of a new subnetwork which can also contain thousands of
(internal) nodes.

Topological Data

To get accurate data on the topology of the Internet is difficult. In fact, the
Internet should be measured “from its inside”, since no one has the complete,
up-to-date map of it. This need has prompted a number of large-scale projects
aimed at “mapping” the Internet in the most accurate way. Examples of such
projects are the DIMES [15] and the RouteViews Projects [16].

Data which will be referred to in the present work have been collected from
the DIMES project funded by the EU. They refer to a snapshot of the map
taken at a given date (July 2005). A repository of several snapshots, collected
at different times, is also contained in the projects web site. These are useful in
order to monitor the growth of the network (or, at least, its time variation);
These data could be used to infer growth mechanisms underlying the time
variation of the network’s properties (size, degree, clustering etc.) [10].

Other less accurate data sets of the Internet, but covering a larger geo-
graphical region, can be found in e.g. Ref. [28].

Topological Analysis, and Network Growth Models

Topological analysis to evaluate the major topological properties have been
performed on the DIMES network and, for comparison, on similar data taken
from the repository of a US-funded project (RouteViews). Data collected on
the two sets of data (DIMES and RouteViews) are reported in Table 1.

Several points of Table 1 need to be highlighted. First of all the small
characteristic path length 〈dij〉 (which should be compared to its predicted
value for a random network of a similar dimension

〈
drand

ij

〉
(
〈
drand

ij

〉
=

log N/ log 〈k〉). This is a quite controversial point in the literature. Stand-
ing on their analysis, some authors have claimed an Internet characteristic

Table 1. Relevant topological properties of the DIMES and the RouteViews Internet
network data. N denotes the number of nodes of the network, L the number of links,
γ the exponent of the degree distribution (see Eq. (1)), C the clustering coefficient,
kmax the maximum degree of a node (the largest hub of the network), 〈k〉 the
average degree, d the diameter of the network (the largest inter-node distance) and
〈d〉 the average node’s separation,

〈
drand

ij

〉
the average node’s separation of a random

network of equal N and 〈k〉

Data set N L γ C kmax d 〈dij〉
〈
drand

ij

〉

DIMES 14154 38928 2.41 0.41 1932 9 3.343 5.606

ROUTEVIEWS 11461 32730 2.35 0.35 2432 9 3.565 5.712
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Fig. 5. The degree distribution, P (k) vs. node degree, k, (in log-log scale) for the
DIMES data

path length higher than that predicted for a random networks [18], others
have measured a slightly lower diameter [3]. Then the large clustering coef-
ficient, C, of the network which measures the propensity of nodes to form
small-scale communities (Refs. [3, 22]). SF networks do not necessarily have
large C values. Thus is a peculiar feature of the Internet network and of many
social networks [3]; other Critical Infrastructures (such as Power grids) do not
share this feature.

DIMES shows, as expected, a distribution of node’s degree which properly
fits a power-law with exponent γ = 2.41 (Fig. 5).

In order to summarize the observations made concerning the node’s de-
gree distribution and of the large clustering coefficient, we have attempted
to define an “empirical” growth mechanisms allowing to reproduce the In-
ternet topology. We succeded in this task by using a suitable combination
of the Preferential Attachment (PA) [3] and the Triad Formation (TF) [9]
mechanisms, the first allowing a SF network to be produced, the second able
to account for an arbitrarily high value of the clustering coefficient. If, in a
growth mechanisms where, starting from an initial set of n nodes, we wish to
add a new node, we define that P(n+1)→j is the probability that the new node
(n + 1) sticks on the node j belonging to the network, it will be as follows:

P(n+1)→j = (1 − β)PAα + βTF. (4)

It means that the new node will stick with a probability (1−β) with a modified
PA algorithm (indicated as PAα or with probability β with a TF mechanism).
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The value of the parameters providing the best agreement with the DIMES
data set are: α = 1.44 and β = 0.93.

Our speculations follow a previous attempt made on the issue of modeling
the Internet’s large-scale topology [19]. The authors pointed on a modification
of the PA mechanisms by introducing a further dependence on the distance
among nodes: highly connected nodes are favoured if geographically close.
With this assumption, links to far away nodes are discouraged while clustering
is favored because node’s proximity tends to enhance the establishment of links
particularly among neighboring nodes.

The Random Walk Approach

In the previous sub-subsection, we saw that one could characterize the
“clusteredness” of a network by, e.g., the clustering coefficient C. How-
ever, given a network topology, how can one identify the nodes belong-
ing to the same cluster? For large networks, like the Internet, this is a
highly non-trivial (and often computationally daunting) task. Recently, sev-
eral dedicated numerical algorithms have been proposed with this purpose
in mind [3, 6, 20, 21, 22, 23, 24, 25, 29]. Here we do not intent to present
a full overview of such clustering-algorithms, but instead outline a particular
approach based on diffusion or random walkers.

To motivate this algorithm in simple terms, let us consider the following
mental image; Assume the (very hypothetical) scenario that a car driver is
located randomly somewhere in North-America, without the ability to gain
information about direction from traffic signs, maps etc. Whenever he ap-
proaches a cross road, he randomly picks (with equal probability) one of the
possible connecting roads. In this way, the driver randomly moves around on
the road network without being assisted by any directional information that
we all are so used to benefiting from. If the main aim of our “random driver”
is to reach a given destination in, say, South America, you can probably easily
guess, that the drivers strategy is far from being optimal. The driver will most
probably find himself driving around in North America for a very long time,
simply because there are relatively few roads “connecting” North and South
America. In other words, the random driver will spend most of his time in
the “northern” cluster where he started off. There is only a small probability
that he will find his way through the bottleneck, here represented by Central
America.

If there is not only one (random) driver, but instead a large number of
them, one may ask for the relative fraction of drivers being at a particular
node i at time t. This fraction, or density, is simply ρi(t) = Ni(t)/N where
Ni(t) is the number of drivers at node i at time t, and N is the total number of
drivers. If the system is evolving according to the random dynamics outlined
above, one may suspect that the walker density in highly connected regions of
the network, i.e. within a cluster (if any), will reach an almost constant value
much faster than in not so highly connected regions of the network. It was
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this suspicious that, in the first place, lead us to consider it as a candidate for
a clustering detection algorithm.

Given the underlying network topology, the process of the random drivers
(or walkers) can easily be formulated mathematically, and the suggestions
made above can be confirmed within a solid framework. The process is math-
ematically described by the “diffusion-like” equation [23, 24, 25]:

∂tρ(t + 1) = Dρ(t) (5)

where ρ(t) is the density vector of walkers at time t, and D a matrix that can
be called the diffusion matrix (operator) for the system. This matrix is related
to the adjacency matrix Aij in the following way Dij = Aij/kj −δij , where kj

refers to the degree of node j, and δij is the Kronecker delta function. Notice
that D is non-symmetric, unlike the adjacency and Laplacian matrices (2).
The solution to Eq. (5) should be readily obtained as the linear combination of
v(α)exp

(
−λ(α)t

)
where v(α) and λ(α) are corresponding pairs of eigenvectors

and eigenvalues, respectively, of the diffusion matrix. The index α is used
to label the ordered sequence of eigenvalues so that α = 1 corresponds to
the largest one (that can be shown to be exactly one), α = 2 to the next-
to-largest one, and so on. Hence one realizes that the terms corresponding
to increasing α’s (where λ(α) > 0) correspond to faster-and-faster decaying
modes of the system. The interpretation of this observation is that the largest
α’s different from one (the slowly decaying modes), can be related to the
large scale topological features of the network. This has been demonstrated
in recent publications [23, 24, 25] by plotting e.g. the current of walkers,
c
(α)
i = ρ

(α)
i /ki, leaving node i for an increasing number of modes α. For

a given (small) mode α �= 1, the signs of the corresponding currents, c
(α)
i ,

indicate a partitioning (into two parts) that may, or may not, correspond
to a well-defined module or cluster for the network. To determine if a given
partitioning can be characterized as a module we have used the so-called
modularity measure. It is defined, given a (predefined) partition, as essentially
the total number of links falling within modules minus the expected number
of links for an equivalent network where links are placed at random [31, 32,
33, 30].

If the modularity for a given partitioning is large, one says that the par-
titioning represents a “good” modular structure, otherwise not. By repeating
this process for higher and higher (diffusive) modes, α, a rather rich commu-
nity structure can be identified (cf. Ref. [25] for additional details).

We will now analyze the topology of the Internet by this random walk
current mapping technique. In the following we will consider an AS-data set
obtained from Ref. [28]. It consists of about 6 500 nodes from various parts
of the world. Fig. 6 shows the 2-dimensional current mapping of the network
using the two slowest decaying diffusive modes, i.e. α = 2, 3. All AS-systems
have been labelled with black dots. Later all nodes from some selected na-
tions have in addition been labeled differently for convenience. The star-like
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Fig. 6. The two-dimensional current mapping of an Autonomous System (AS) net-
work [23, 28]. The symbols refer to the geographical location of the AS: Russia (�),
France (©), USA (×). The inset shows the modularity, Q(α), and number of de-
tected communities, N (α), for the optimal partitioning of the network at a given
diffusive mode. (After Ref. [25])

structure indicates that there is a hierarchy of vertices where those located
the furthest away from the origin of the current plot are the most peripheral
vertices of the network. Furthermore, each hierarchy corresponds roughly to
the national division of the AS network. Fig. 6 shows that the three legs of the
star-structure correspond to Russia, the US and France. For the AS-network
we identified 13 communities resulting in a modularity of about one-half (inset
to Fig. 6).

This analysis indicates that the extreme edges of the Internet corresponds
to US (blue crosses in Fig. 6) and Russian (red squares) AS. A closer inves-
tigation into the location and purpose of some of there “extreme systems”
revealed that the “extreme” US sites corresponds to US military South Pa-
cific (i.e. Hawaii). These systems, among all the American ones, are the least
connected to the other systems of our analyzed data set.

Another peculiar observation to be made from Fig. 6 is the single American
node located in the “Russian sector”. It turned out that this node belonged
to the Russian branch of the (American) car-maker Ford. This alone would
probably not make it “Russian” since one still would expect that much of
the routed traffic would be to other branches of Ford located outside Russia.
According to the contact person for this AS, this system had, during the
time period covered by the data set, been taken over by hackers. Our analysis
therefore suggests that substantial parts of the traffic for this system therefore
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went over other Russian AS. This explains (partly) why this system, from the
routing information alone, was classified alongside other Russian systems.

By applying the mapping technique in higher and higher dimensions, a
more and more detailed clustering structure could be found. This is illustrated
by the inset to Fig. 6 from which one sees that a total of 13 communities,
mainly corresponding to a national location of the nodes, could be identified
from the analyzed data set.

5 Conclusions and Outlook

Large Complex Critical Infrastructures (LCCIs) are national — or interna-
tional — technological systems whose correct functioning is highly impacting
our contemporary societies and the well-beings of their citizens. It is therefore
essential that such systems have the highest level of protection and security.
In order to make sure that this is the case, one is required to fully understand,
and therefore analyze, their behaviors.

The science of Complex Systems can help in this regard. It is today widely
recognized that most systems that grow in a not centrally optimized manner,
including most LCCIs, do display common features. This might pave the way
for a number of approaches aiming to migrate analysis and control systems
tools from one system to another. Topological analysis of the graphs described
by the (physical and logical) complexion of the infrastructural network might
help in designing new networks and to increase their actual efficiency Func-
tional models describing basic features of LCCIs can also disclose a number
of complex phenomena taking place under appropriate conditions.

A major problem encountered in critical infrastructures is their interdepen-
dency. This defines the degree of correlation existing between two (or more)
systems, allowing a perturbation acting on one of them to produce sizeable
effects in others. Interdependency is the factor which produces large cascade
effects when, for instance, electrical blackouts take place. Complexity Science
can help in analyzing and understand these phenomena and in describing
network interdependency.

Definitely intriguing is the possibility opened by the adaptation of bi-
ological control (and optimization) strategies to technological environments
(bio-mimetic strategies); This and other recent fields are expected to foster
a number of significant advancements in the field of infrastructures manage-
ment.
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1 Introduction

The provision of digitized content on-demand to millions of users presents
a formidable challenge. With an ever increasing number of fixed and mobile
devices with video capabilities, and a growing consumer base with different
preferences, there is a need for a scalable and adaptive way of delivering a
diverse set of files in real time to a worldwide consumer base.

Providing such varied content presents two problems. First, files should
be accessible in such a way that the constraints posed by bandwidth and the
diversity of demand is met without having to resort to client server architec-
tures and specialized network protocols. Second, as new content is created, the
system ought to be able to swiftly respond to new demand on specific content,
regardless of its popularity. This is a hard constraint on any distributed sys-
tem, since providers with a finite amount of memory and bandwidth will tend
to offer the most popular content, as is the case today with many peer-to-peer
systems.

The first problem is naturally solved by peer to peer networks, where each
peer can be both a consumer and provider of the service. Peer to peer net-
works, unlike client server architectures, automatically scale in size as demand
fluctuates, as well as being able to adapt to system failures. Examples of such
systems are Bittorrent [4] and Kazaa, who account for a sizable percentage
of all the use of the Internet. Furthermore, new services like the BBC IMP,
(http://www.bbc.co.uk/imp/) show that it is possible to make media con-
tent available through a peer-to-peer system while respecting digital rights.

It is the second problem, that of an adaptable and efficient system capable
of delivering any file, regardless of its popularity, that we now solve. We do
so by creating an implementable incentive mechanism that ensures the exis-
tence of a diverse set of offerings which is in equilibrium with the available
supply and demand, regardless of content and size. Moreover, the mechanism
is such that it automatically generates the long tail of offerings which has
been shown to be responsible for the success of a number of online businesses
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such as Amazon or eBay [2]. In other words, while the system delivers favorite
mainstream content, it can also provide files that constitute small niche mar-
kets which only in the aggregate can generate large revenues.

In what follows we describe an efficient incentive mechanism for P2P
systems that generates a wide diversity of content offerings while respond-
ing adaptively to customer demand. Files are served and paid for through a
parimutuel market similar to that commonly used for betting in horse races.
An analysis of the performance of such a system shows that there exists an
equilibrium with a long tail in the distribution of content offerings, which
guarantees the real time provision of any content regardless of its popularity.
In our case, the bandwidth fraction of a given file offered by a server plays the
role of the odds, the bandwidth consumed corresponds to bettors, the files to
horses, and the requests are analogous to races.

An interesting consequence of this mechanism is that it solves in com-
plete fashion the free riding problem that originally plagued P2P systems like
Gnutella [1] and that in milder forms still appears in other such systems. The
reason being that it transforms the provision of content from a public good
into a private one.

We then analyze the performance of such a system by making a set of
assumptions that are first restrictive and are then relaxed so as to make them
correspond to a realistic crowd of users. We show that in all these cases there
exists an equilibrium in which the demand for any file can be fulfilled by the
system. Moreover this equilibrium exhibits a robust empirical anomaly which
is responsible for generating a very long tail in the distribution of content
offerings. We finally discuss the scenario where most of the servers are bounded
rational and show that it is still possible to achieve an optimum equilibrium.
We conclude by summarizing our results and discussing the feasibility of its
implementation.

2 The System and its Incentive Mechanism

Consider a network-based file exchange system consisting of three types of
traders: content provider, server, and downloader or user. A content provider
supplies—at a fixed price per file—a repertoire of files to a number of people
acting as peers or servers. Servers then selectively serve a subset of those files
to downloaders for a given price. In a peer-to-peer system a downloader can
also, and often does, act as a server.

If the files are typically large in size, a server can only afford to store and
serve a relatively small subset of files. It then faces the natural problem of
choosing an optimal (from the point of view of maximizing his utility) subset
of files to store so as to sell them to downloaders.

Suppose that the system charges each downloader a flat fee for download-
ing any one file (as in Apple’s iTunes music store), which we normalize to
one. Since many servers can help distribute a single file, this unit of income
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has to be allocated to the servers in ways that will incentivize them to always
respond to a changing demand.

In order to do so, consider the case where there are m servers and n files.
Let bij be the effective bandwidth of server i serving file j, normalized to∑

i,j bij = 1. Also, denote the bandwidth fraction of file j by πj =
∑

k bkj .
Suppose that when a downloader connects to the system, it starts down-

loading different parts of the file simultaneously from all available servers that
have it. When it finishes downloading, it will have received a fraction of the
file j

qij =
bij∑
k bkj

=
bij

πj
(1)

from server i. Our mechanism prescribes that the system should pay an amount
qij to server i as its reward for serving file j.

Now consider the case when server i’s reserves an amount of bandwidth
bij as his “bid” on file j. Because we have normalized the total bandwidth and
the total reward for serving one request both to one, the proportional share
allocation scheme described by Eq. (1) can be interpreted as redistributing
the total bid to the “winners”, in proportion to their bids. Thus our payoff
structure is similar to that of a pari-mutuel horse race betting market, where
the πj can be regarded as the odds, the bandwidth corresponds to bettors,
the files to horses, and the requests are analogous to races (Fig. 1). It is worth
pointing out however, that in a real horse race all players who have placed

Fig. 1. A parimutuel horse betting board
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a bet on the winning horse receive a share of the total prize, whereas in our
system only those players that kept the “winning” file and also had a chance
to serve it get paid. In spite of this difference it is easy to show that when
rewritten in terms of expected payoffs, the two mechanisms behave in similar
fashion.

3 The Solution

3.1 Rational Servers with Static Strategies and Known Download
Rates

In this section we make three simplifying assumptions. While not realistic
they serve to set the framework that we will utilize later on to deal with more
realistic scenarios. First, every server is rational in the sense that he chooses
the optimal bandwidth allocation that maximizes his utility, whose explicit
form will be given below. Second, every server’s allocation strategy is static,
i.e. the bij ’s are independent of time. Third, we assume that each file j is
requested randomly at a rate λj > 0 that does not change with time, and
these rates are known to every server.

Consider a server i with the following standard additive form of utility:

U = E

[∫ ∞

0

e−δtu(t)dt

]
, (2)

where u(t) is his income density at time t, and δ > 0 is his future discount
factor. Let Xj1 be the (random) time that file j is requested for the first time,
let Xj2 be the time elapsed between the first request and the second request,
and so on. According to our parimutuel reward scheme, server i receives a
lump-sum reward bij/πj from every such request, at times Xj1,Xj1 + Xj2,
etc. Thus, the server i’s total utility is given by

U =
∑

j

bij

πj

∞∑

l=1

E[e−δ
∑ l

k=1 Xjk ] ≡
∑

j

bij

πj
uj . (3)

which amounts to each server receiving a utility proportional to the fraction
of the file that he serves. Notice that the sum of expectations in Eq. (3) (de-
noted by uj) can be calculated explicitly. Because the Xjk’s are i.i.d. random
variables with density λ−1

j exp(λjx), it can be calculated that uj = λj/δ. If we
let λ =

∑
j λj be the total request rate and pj = λj/λ be the probability that

the next request asks for file j, then we can also write uj = λpj/δ. Plugging
this back into Eq. (3), we obtain

U =
λ

δ

∑

j

pjbij

πj
. (4)
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Since we assume that server i is rational, he will allocate bij in a way that
it solves the following optimization problem:

max
(bij)n

j=1∈R
n
+

∑

j

pjbij∑
k bkj

subject to
∑

j

bij ≤ bi. (5)

where bi is the total upload bandwidth of user i. Thus we see that the servers
are playing a finite budget resource allocation game. This type of game has
been studied intensively, and a Nash equilibrium has been shown to exist
under mild assumptions [8, 11]. In such an equilibrium, the players’ utility
functions are strongly competitive and in spite of a possibly large utility gap,
the players behave in almost envy-free fashion, i.e. each player believes that
no other player has received more than they have.

3.2 Rational Servers with Static Strategies and Unknown Request
Rates

We now relax some of the assumptions made above so as to deal with a more
realistic case.

It is usually hard to find out the accurate request rate for a given file,
especially at the early stages when there is no historical data available. Thus
it makes more sense to assume that every server i holds a subjective belief
about those request rates. Let pij be server i’s subjective probability that the
next request is for file j. Then server i believes that file j will be requested at
a rate λij = λpij . Eq. (5) then becomes

max
(bij)n

j=1∈R
n
+

∑

j

pijbij∑
k bkj

subject to
∑

j

bij ≤ bi. (6)

which is still a finite budget resource allocation game as considered in the
previous section.

It is interesting to note that when m is large, bij is small compared to πj =∑
k bkj , so that πj can be treated as a constant. In this case, the optimization

problem can be well approximated by

max
(bij)n

j=1∈R
n
+

∑

j

pijbij

πj
subject to

∑

j

bij ≤ bi. (7)

Thus, user i should use all his bandwidth to serve those files j with the largest
ratio pij/πj .

This scenario (7) corresponds to the so-called parimutuel consensus prob-
lem, which has been studied in detail. In this problem a certain probability
space is observed by a number of individuals, each of which endows it with
their own subjective probability distributions. The issue then is how to aggre-
gate those subjective probabilities in such a way that they represent a good
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consensus of the individual ones. The parimutuel consensus scheme is similar
to that of betting on horses at a race, the final odds on a given horse being
proportional to the amount bet on the horse. As shown by Eisenberg and Gale
[6], an equilibrium then exists such that the bettors as a group maximize the
weighted sum of logarithms of subjective expectations, with the weights being
the total bet on each horse.

Moreover a number of empirical studies of parimutuel markets [5, 7, 9] have
shown that they do indeed exhibit a high correlation between the subjective
probabilities of the bettors and the objective probabilities generated by the
racetracks. Equally interesting for our purposes is the existence of a robust
empirical anomaly called the favorite-longshot bias [5, 7, 9]. The anomaly
shows that favorites win more frequently than the subjective probabilities
imply, and longshots less often. This anomaly enhances the long tail, which
is populated by those files which while not singly popular, in aggregate are
responsible for a large amount of the traffic in the system.

3.3 Rational Servers with a Dynamic Strategy

We now consider the case where the rate at which files are requested can
change with time. Because of this, each server has to actively adjust its band-
width allocation to adapt to such changes. As we have seen in the last section,
user i has an incentive to serve those files with large values of pij/πj . Recall
that πj(t) is just the fraction of total bandwidth spent to serve file j at time
t, which in principle can be estimated from the system’s statistics. Thus it
would be useful to have the system frequently broadcast the real-time πj to
all servers so as to help them decide on how to adjust their own allocations
of bandwidth.

From Eq. (1) we see that, by serving file j, user i’s expected per bandwidth
earning from the next request is pjqij/bij = pj/πj . Hence a user will benefit
most by serving those files with the largest “p/π ratio”. However, as soon as
a given user starts serving file j, the corresponding p/π ratio decreases. As a
consequence, the system self-adapts to the limit of uniform p/π ratios. If the
system is perfectly efficient, we would expect that pj/πj = constant. Because
pj and πj both sum up to one, this implies that πj = pj , or

∑
k bkj = λj/λ ∝

λj . In other words, the total bandwidth used to serve a file is proportional to
the file’s request rate.

This result has interesting implications when considering the social utility
of the downloaders. Recently, Tewari and Kleinrock [10] have shown that
in a homogeneous network the average download time is minimized when∑

k bkj ∝ λj . This implies that in the perfectly efficient limit, our mechanism
maximizes the downloaders’ social utility, which is measured by their average
download times.

Since in reality a market is never perfectly efficient, the above analysis
only makes sense if the characteristic time it takes for the system to relax
back to uniformity from any disturbance is short. As a concrete example,
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consider a new file j released at time 0, being shared by only one server.
Suppose that every downloader starts sharing her piece of the file immediately
after downloading it. Because there are few servers serving the file but many
downloaders requesting the file, for very short times afterwards the upload
bandwidth will be fully utilized. That is, during time dt, an amount πj(t)dt
of data is downloaded and added to the total upload bandwidth immediately.
Hence we have

dπj(t) = πj(t)dt. (8)

which implies that πj(t) grows exponentially until πj(T ) ∼ pj . Solving for T ,
we find

T ∼ log
(

pj

πj(0)

)
. (9)

Thus the system reaches uniformity in logarithmic time, a signature of its
high efficiency.

3.4 Servers with Bounded Rationality

So far we have assumed that all servers are rational, so that they will actively
seek those files that are most under-supplied so as to serve them to download-
ers. In reality however, while some servers do behave rationally, a lot of others
do not. This is because even a perfectly rational server sometimes can make
wrong decisions as to which files to store because his subjective probability es-
timate of what is in demand can be inaccurate. Also, such a bounded-rational
server can at times be too lazy to adjust his bandwidth allocation, so that
he will keep serving whatever he has, and at other times he might simply
imitate other servers’ behavior by choosing to serve the popular files. In all
these cases we need to consider whether or not the lack of full rationality will
lead to equilibrium on the part of the system.

As a simple example, assume there are only two files, A and B. Let p =
λA/λ be file A’s real request probability, and let 1− p be file B’s real request
probability. Suppose the servers are divided into two classes, with α fraction
rational and 1− α fraction irrational, arriving one by one in a random order.
Each rational server’s subjective probability in general can be described by
an identically distributed random variable Pt ∈ [0, 1] with mean p. Then with
probability P[Pt > π(t)] he will serve file A, and with probability P[Pt < π(t)]
he will serve file B. In order to carry out some explicit calculation below, we
consider the simplest choice of Pt, namely a Bernoulli variable

P[Pt = 1] = p, P[Pt = 0] = 1 − p. (10)

(Clearly E[Pt] = p, so the subjective probabilities are accurate on average.)
It is easy to check that under this choice a rational server chooses A with
probability p and B with probability 1 − p.
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On the other hand, consider the situation where an irrational server
chooses an existing server at random and copies that server’s bandwidth allo-
cation. That is, with probability π(t) an irrational server will choose file A.3

From these two assumptions we see that

P[server t serves A] = αp + (1 − α)π(t), (11)

and
P[server t serves B] = α(1 − p) + (1 − α)(1 − π(t)). (12)

The stochastic process described by the above two equations has been re-
cently studied in the context of choices among technologies for which evidence
of their value is equivocal, inconclusive, or even nonexistent [3]. As was shown
there, the dynamics generated by such equations leads to outcomes that ap-
pear to be deterministic in spite of being governed by a stochastic process. In
the context of our problem this means that when the objective evidence for
the choice of a particular file is very weak, any sample path of this process
quickly settles down to a fraction of files downloaded that is not predeter-
mined by the initial conditions: ex ante, every outcome is just as (un)likely
as every other. Thus one cannot ensure an equilibrium that is both optimum
and repeatable.

In the opposite case, when the objective evidence is strong, the process
settles down to a value that is determined by the quality of the evidence. In
both cases the proportion of files downloaded never settles into either zero or
one.

In the general case that we have been considering, there are always a
number of servers that will behave in bounded rational fashion and a few that
are perfectly rational. Specifically, when α > 0, which corresponds to the case
where a small number of servers are rational, the π(t) will converge to p in
the long time limit. That is, a small fraction of rational servers is enough for
the system to reach an optimum equilibrium. However, it is worth pointing
out that since the characteristic convergence time diverges exponentially in
1/α, the smaller the value of alpha α, the longer it will take for the system to
reach such an optimum state.

4 Conclusion

In this paper we described a peer-to-peer system with an incentive mechanism
that generates diversity of offerings, efficiency and adaptability to customer

3 This assumption can also be interpreted as follows. Suppose a downloader starts
serving his files immediately after downloading, but never initiates to serve a file.
(This is the way a non-seed peer behaves within Bittorrent.) Then the probability
that he will serve file j is exactly the probability that he just downloaded file j,
which is πj(t).
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demand. This was accomplished by having a pricing structure for serving files
that has the structure of a parimutuel market, similar to those commonly
used in horse races, where the the bandwidth fraction of a given file offered
by a server plays the role of the odds, the bandwidth corresponds to bettors,
the files to horses, and the requests are analogous to races. Notice that this
mechanism completely solves the free riding problem that originally plagued
P2P systems like Gnutella and that in milder forms still appears in other such
systems.

We then analyzed the performance of such a system by making a set of
assumptions that are first restrictive but are then relaxed so as to make the
system respond to a realistic crowd. We showed that in all these cases there
exists an equilibrium in which the demand for any file can be fulfilled by
the system. Moreover this equilibrium is known to exhibit a robust empirical
anomaly, that of the favorite-longshot bias, which in our case generates a very
long tail in the distribution of offerings. We finally discussed the scenario
where most of the servers are bounded rational and showed that it is still
possible to achieve an optimum equilibrium if a few servers can act rationally.

The implementation of mechanism is feasible with present technologies.
The implementation of a prototype will also help study the behavior of both
providers and users within the context of this parimutuel market. Given its
feasibility, and with the addition of DRM and a payment system, it offers
an interesting opportunity for the provision of legal content with a simple
pricing structure that ensures that unusual content will always be available
along with the more traditional fare.
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1 Introduction

1.1 Motivation

Over the recent decade, the Internet has conquered people’s homes and life:
they pursue an increasing amount of activities on the World Wide Web and
this has fundamentally impacted the lifestyle of society. For example, people
use their computers for communication with others, to buy and sell products
on-line, to search for information, and to carry out many more tasks. Along
this development, so far unknown ways of marketing, trading and informa-
tion sharing are booming. This situation is made possible by a set of related
emerging technologies centred around the Internet – just to mention a few: col-
laborative work and information sharing environments, peer-to-peer networks
, and rating, recommendation, and reputation systems. At the economic level,
the impact of these technologies is already very high and it is expected to grow
even more in the future. The Internet has become a social network, “linking
people, organisations, and knowledge” [2] and it has taken the role of a plat-
form on which people pursue an increasing amount of tasks that they have
usually only done in the real-world. An approach looking at these emerging
technologies and their effects from a complex systems perspective can, as we
will show in this chapter, be very useful.

1.2 Emerging Technologies

In the following, we will look at the particular technologies already mentioned
– collaborative work and information sharing environments, peer-to-peer
∗ The model discussed in this chapter is based on our paper of a trust-based rec-

ommendation system on a social network, see [1]. For more formal and detailed
descriptions of the model, the analysis, and the simulations, please also refer
to this paper. For further materials on our research in this area, please see our
website www.sg.ethz.ch/research.
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networks, and rating, recommendation, and reputation systems – in more
detail. We will demonstrate that collaborative work and information sharing
environments are tools to create vast amounts of globally available informa-
tion; in addition, peer-to-peer networks help to quickly spread this information
over large distances. This leads to the situation that people are confronted
with an information overload ; one possible solution to this problem lies, as
we will demonstrate, in rating, recommendation, and reputation systems.

Collaborative Work and Information Sharing Environments

Collaborative work and information sharing environments have created plat-
forms where people are able to share knowledge, tastes, bookmarks etc. An
example of such a system would be wikipedia.org, a free on-line encyclo-
pedia which can be accessed and edited by anyone on the web. Over the
recent years, Wikipedia has grown manifold and now is considered a real
challenge for the established encyclopedias available both on-line or as books.
Wikipedia is an example of a whole range of websites that act as the plat-
form for people making information available to others – there are many
more, for example delicious.com, a repository for the bookmarks of people,
citeulike.org, where people can make their bibliographies and literature
lists available, ohmynews.com, which is an online newspaper with the motto
“every citizen a reporter” and where anyone can contribute articles, and many,
many more.

Peer-to-Peer Networks

At the same time, peer-to-peer networks have become very popular because
they enable users to share information, typically digital content. Peer-to-peer
networks are inherently distributed in the sense that they do not require a
central server which coordinates clients but rather that nodes self-organise and
adapt to change. This makes it very difficult to attack peer-to-peer networks
(i.e., this includes attempts to take them off the network). Furthermore, they
reflect the structure of social networks in the real life. The simplicity to dupli-
cate and share digital content combined with the ineffective implementations
of digital rights management platforms has caused some to suggest the revi-
sion of the notion of intellectual property. Several approaches can be thought
of in the framework of these emerging technologies: for instance, a rating sys-
tem of the digital content would allow to compensate authors based on the
aggregate rating of the items that they offer. Nonetheless, the core feature of
peer-to-peer networks is that they provide a medium to spread information
without boundaries in space and time.

Information Overload

Now, the technologies mentioned so far – collaborative work and information
sharing environments as well as peer-to-peer networks – confront people with
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an information overload : they are facing too much data to be able to effectively
filter out the pieces of information that are most appropriate for them. The
exponential growth of the Internet [3] implies that the amount of information
accessible to people grows at a tremendous rate. Historically, people have –
in various situations – already had to cope with information overload and
they have intuitively applied a number of social mechanisms that help them
deal with such situations. However, many of these, including the notion of
trust, do not yet have an appropriate digital mapping [4]. Finding suitable
representations for such concepts is a topic of on-going research [6, 5, 7, 8, 9]
across disciplines.

Rating, Recommendation, and Reputation Systems

The problem of information overload has been in the focus of recent research
in computer science and a number of solutions have been suggested. The use
of search engines [10] is one approach, but so far, they lack personalisation and
usually return the same result for everyone, even though any two people may
have vastly different preferences and thus be interested in different aspects of
the search results. A different proposed approach are rating, recommendation,
and reputation systems [13, 11, 12]:

• Rating systems allow users to post their rating on items, which are then
ranked according to the aggregate rating in the system. An example would
be ciao.com, a website which allows to do product and price comparisons.
The obvious drawback of such systems in which the aggregate rating is
made the benchmark is that users with preferences deviating from the
average will find the rating unsatisfactory for them.

• Recommendation systems based on collaborative filtering suggest users
items based on the similarity of their preferences to other users. For ex-
ample, on amazon.com users are often presented the message that “people
who bought [a particular] book also bought these other books” followed by
a list of related books. This kind of recommendation system works quite
well for low-involvement items such as books, movies or alike. Many sci-
entific teams are working on the data mining aspect, but the few works
based on complex systems theory seem particularly promising [26], [25].
Furthermore, the combination of collaborative filtering with trust is one
the hot topics in computer science in the near future [28], and again a
complex systems approach is proving to be quite successful [32], [1]. In
such recommendation systems, the fact that information is processed in
a centralised way raises scalability issues. However, more importantly, if
ratings concerned high-involvement services, such as health care, insur-
ance, or financial services, centralisation also raises confidentiality issues.
As we will see in the following, these limitations can be overcome with
trust-based networks.
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• Reputation systems are used more and more in trading. Possibly the most
prominent example is ebay.com, the Internet auction platform where both
buyers and sellers have an associated reputation value which reflects their
reliability, quality-of-service, and trustworthiness. Such notions of repu-
tation are gaining visibility – even to the point that people post their
ebay.com reputation value on their curriculum vitae when looking for a
job. However, there are several unsolved game theoretic drawbacks to such
systems, for instance the incentive to give good ratings in order to avoid
retaliation.

Figure 1 illustrates the use cases of such recommendation systems along the
example of amazon.com. In the example, a user is searching for a travel guide
to Switzerland. The recommendation system is used to establish a ranking of
potential books to be bought and to facilitate the decision making of the user.

1.3 Applications to Business and Society

As we have seen from the examples, these concepts have formed the basis
for recently founded businesses all over the world. This demonstrates their
high impact at the global economic level. Moreover, the current trend is that
the sector is continuously expanding with the foundation of new start-ups.
However, the impact is not limited to the business world, but also affects
society. For the first time in history, a large-scale real-time self-organisation
of citizens in previously unknown forms is possible. For instance, now it is
more straightforward for consumers to reach and share ratings of products
independently of the producers. It is also feasible, for example, that groups
of consumers form buying groups that negotiate with firms the delivery of
products or services with specific features. Market diversity , which, today, is
a producer-driven process, could become a consumer-driven process, a major
change of perspective. In particular, the market share for sustainable prod-
ucts and services could increase significantly. In particular, the application of
recommendation systems and akin is not limited to targeted marketing. On
the contrary, there is an unprecedented potential for empowering citizens to
make more informed choices in their daily life in a vast range of domains, from
grocery purchases to political support.

1.4 Role of Complex Systems Theory

The important aspect from the perspective of complex systems theory is that
these developments give rise to large-scale collective dynamics. While com-
puter science research in this field mainly focusses on aspects such as proto-
cols, algorithms, security, and infrastructure, the theoretical understanding of
the large-scale emerging properties is poor. Research from a complex systems
perspective can and should give important contributions to better understand
these developments with respect to collective dynamics.
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Fig. 1. Amazon, an example of a recommendation system. In the example on top,
recommendations are used to rank particular items in a category, e.g. books that
claim to be travel guides to Switzerland, and in the example at bottom, recommen-
dations are used to make choices based on ratings that they provide, e.g. whether to
buy/not to buy a particular book. Note the erroneous result on Norway in the list
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1.5 Trust-based Networks

The complex systems approach offers a promising way to cope with all these
mentioned challenges: trust-based networks. A trust-based network can be
defined as an information processing system in which interconnected agents
(citizens, firms, organisations) share knowledge in their domains of interest.
Each agent has a set of neighbours – e.g., friends, partners, and collaborators
– with which it decides to share lists of products, services, people, experts
etc. together with ratings on these. Trust between neighbours is built up dy-
namically, based on the satisfaction experienced from the recommendations
received by these neighbours.

Soon, paths of trust build up in the network, and each agent is able to reach
and rely on – filtered – information, even if coming from another agent far away
in the network. This emerging property has some reminiscence to the building
of optimal paths in ant colonies [27, 29]. Some recent works have proven the
overwhelming superiority of such trust-based recommendation systems over
those based on the frequency the recommendations [32]. From the point of
view of scalability, trust-based networks are inherently distributed in their
nature and do not require centralised information.

A trust-based network can be regarded as an IT support tool for decision
making shaped around the natural behaviour of individuals in society. Today’s
search engines allow the user to find a range of information/products/services
from a centralised source, corresponding to a set of keywords. Through a trust-
based network, an agent can, instead, search relevant items from specialised,
distributed sources and evaluate the trustworthiness of the items with respect
to its own preferences.

Subsequently, we present an example of a trust-based network by illus-
trating a model of a trust-based recommendation system. This system, in an
automated and distributed fashion, filters information for agents based on the
agents’ social network and trust relationships.

The model that we are going to present enables a quantitative study of the
problem and also provides a sketch for a solution in terms of a real Internet
application/web service. The idea at the core of the model is that agents

• leverage their social network to reach information; and
• make use of trust relationships to filter information.

We describe the model and the results obtained through multi-agent sim-
ulations. To some extent, it is also possible to make analytical predictions of
the performance of the system as a function of the preferences of the agents
and the structure of the social network. In the following, we will refrain to go
into all the details of the model and stay at the level of an informal treatise;
for more formal and detailed descriptions of the model, the analysis, and the
simulations, please also refer to [1].

The remainder of the chapter is organised as follows: in the following sec-
tion, we put our work into the context of the related work. Subsequently, we
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describe an illustrative example of a situation in which a user could benefit
from the use of a trust-based network. Then, we present our model of a trust-
based recommendation system on a social network. This is followed by a sum-
mary of the results from computer simulations and analytical approximations
as well as their interpretations. Subsequently, we outline an application of the
model. Finally, we illustrate a number of extensions.

2 Related Work

Recent research in computer science has dealt with recommendation systems
[11]. Such systems mostly fall into two classes: content-based methods suggest
items by matching agent profiles with characteristics of products and services,
while collaborative filtering methods measure the similarity of preferences be-
tween agents and recommend what similar agents have already chosen [38].
Interestingly, some of the achievements in this field come from the community
of complex systems research [26, 25]. Often, recommendation systems are cen-
tralised and, moreover, they are offered by entities which are not independent
of the products or services that they provide recommendations on, which may
constitute a bias or conflict-of-interest.

Additionally, the diffusion of information technologies in business and so-
cial activities results in intricate networks of electronic relationships. In par-
ticular, economic activities via electronic transactions require the presence of
a system of trust and distrust in order to ensure the fulfilment of contracts
[4, 9]. However, trust plays a crucial role not only by supporting the security
of contracts between agents, but also because agents rely on the expertise of
other trusted agents in their decision-making.

Along these lines, some recent works have suggested to combine dis-
tributed recommendation systems with trust and reputation mechanisms
[13, 12, 31, 39, 28]. Because of the fact that both building expertise and test-
ing items available on the market are costly activities, individuals in the real
world attempt to reduce such costs through the use of their social/professional
networks.

Such complex networks, in particular their structure and function, are the
subject of an extensive and growing body of research across disciplines [17].
In particular, it has been shown that the structure of social networks plays
an important role in decision making processes [22, 23, 24].

In this chapter, we combine these three approaches – recommendation
systems, trust, and social networks – along the lines of [1].

3 Illustrative Example

The situation we want to model could be illustrated by the following scenario:
a person needs to buy a bottle of Swiss wine to accompany an evening with
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cheese fondue and, just having moved to the country, does not know which
one to choose. Therefore, the person contacts its friends and asks them for
advice. The friends either have a piece of advice or they pass the question
on to their own friends. Let us assume that there are several brands of wine
to choose from: {a, b, c, ...}. After some time, the person receives a number of
recommendations, say 6 in number, for specific brands to choose from. For
instance, there could be

• 3 recommendations that suggest brand a,
• another 2 that suggest brand b, and
• 1 that suggests brand c.

How is it possible to make the best use of the recommendations? One
might choose brand a because it is the most frequently recommended, but
it may also be that brand c has been recommended by a friend of a friend
who is known to be an expert in wines. Now, there is a trade-off – should one
rely on the opinion of the majority or on the opinion of an expert? For an
person with average preferences, the opinion of the majority, i.e. the “average
opinion” might do well. However, if the preferences of the person deviate from
the average in its community, following the advice of an expert may be much
more useful.

Let us assume, for the moment, that the person decides for brand a because
it is the most frequently recommended choice. However, upon consumption,
it discovers that this brand does not match its taste at all. Now, it may make
sense that, at the next time when the person goes shopping for wine, it gives
less importance to the recommendations of those agents that recommended
brand a and that it may even try brand b or c. By following such a strategy,
the person would, over time, learn which other people give reliable advice with
respect to a particular context and which do not.

Note that in order for this system to work, all people concerned need
to have identical definitions of the concept “wine”: whenever they exchange
recommendations on wine, they know that they all are talking of the same
concept.

However, consider that the person now also requires a recommendation on
which brand of cheese to buy for the fondue. By the same procedure as for the
wine, it obtains a number of recommendations, some from the same people
that also made recommendations for the wine. Should the experiences made
with the former recommendations on wine influence the decision of which
recommendation on cheese to follow? Certainly this must not necessarily be
the case: for example, the expert on wines may give good recommendations
on wine, but since he is not at all experienced in cheese, his recommendations
on cheese may be completely useless. In other words, there may be some
contexts in which people may follow recommendations by certain friends and
other contexts in which they may not follow the recommendations by the same
friends.
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What people intuitively do in real life is to keep a mental mapping of
the level of trust that they have towards the advice of friends in a particular
context. However, this is a difficult task when the market offers thousands
of product and service categories as well as dozens of brands in each cate-
gory. Certainly, the recent developments in the field of information technology
make it both desirable and possible to automate this process by means of a
computer-assisted recommendation system.

4 Model Description

In the following, we describe an example of a trust-based network by illus-
trating a model of a trust-based recommendation system. The model deals
with agents which have to decide for a particular item that they do not yet
know based on recommendations of other agents. When facing to purchase
an item, agents query their neighbourhood for recommendations on the item
to purchase. Neighbours in turn pass on a query to their neighbours in case
that they cannot provide a reply themselves. In this way, the network replies
to a query of an individual by offering a set of recommendations. One way
to deal with these recommendations would be to choose the most frequently
recommended item. However, because of the heterogeneity of preferences of
agents, this may not be the most efficient strategy in terms of utility. Thus, we
explore means to incorporate knowledge of trustworthiness of recommenda-
tions into the system. In the following, we investigate under which conditions
and to what extent the presence of a trust system enhances the performance
of a recommendation system on a social network.

4.1 Agents, Objects, and Profiles

We consider a set SA of NA agents a1, a2, a3, ..., aNA
. The agents are con-

nected in a social network such as, for example, a social network of people
and their friends [15, 16, 17] that are recommending books to each other.
Hence, each agent has a set of links to a number of other agents (which we
call its neighbours). In reality, social networks between agents to evolve over
time; in other words, relationships form, sustain, and also break up. In this
chapter, we mainly focus on a static network while dynamic networks will be
investigated more thoroughly in further work. At this stage, we assume the
network to be described by a random graph [34].

Furthermore, there exists a set SO of NO objects, denoted o1, o2, o3, ..., oNO
.

These objects represent items, agents, products, buyers, sellers, etc. – any-
thing that may be subject to the recommendations, for example, books. We
further assume that objects are put into one or more of NC categories from
SC , denoted c1, c2, ..., cNC

, where these categories are defined by the system
and cannot be modified (i.e. added, removed, or redefined) by the agents. In
a scenario where the recommendation system is on books, categories could be
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Fig. 2. Agents rating Objects: this is a bipartite graph with the agents on the left
hand side and the objects on the right hand side, the ratings being the connections.
The set of all possible ratings of an agent constitutes its respective profile [1]

books on ‘epicurean philosophy’, ‘Swiss folklore’, or ‘medieval archery’. We
denote the fact that an object oi is in category cj by stating oi ∈ cj .

Each agent ai is associated to one certain preference profile which is one of
NP preference profiles in the system, where SP = {p1, p2, p3, ..., pNP

}. In the
following, we will use the terms ‘preference profile’, ‘profile’, and ‘preferences’
interchangeably. Such a profile pi is a mapping which associates to each object
oj ∈ SO a particular corresponding rating rj ∈ [−1, 1], pi : SO → [−1, 1]. This
is illustrated in Figure 2. In the current version of the model, we only consider
discrete ratings where −1 signifies an agents’ dislike of an object, 1 signifies
an agents’ favour towards an object. In a future version of the model, this
assumption can be relaxed; we chose to initially focus on a discrete rating
scheme because most of the ones found on the Internet are of such type.
We assume that agents only have knowledge in selected categories and, in
particular, they do only know their own ratings on objects of other categories
subsequent to having used these objects. Thus, each agent is and remains an
expert only on a set of initially assigned selected categories.

4.2 Trust Relationships

In this model, we also consider trust relationships between agents: each agent
ai keeps track of a trust value Tai,aj

∈ [0, 1] to each of its neighbour agents
aj . These values are initialised to Tai,aj

= 0.5. It is important to stress that
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trust relationships only exist between neighbours in the social network; if
two agents are not directly connected, they also cannot possibly have a trust
relationship with each other. However, two such agents may indirectly be
connected to each other through a path in the network. For example, agent
ai could be connected to agent aj through agents ak and al, should ak and
al, ai and ak, as well as al and aj be neighbours. We can then compute
a trust value along the path path(ai, aj) from ai to aj – in the example,
path(ai, aj) = {(ai, ak), (ak, al), (al, aj)} – as follows:

Tai,...,aj
=

∏

(ak,al)∈path(ai,aj)

Tak,al
(1)

i.e. the trust value along a path is the product of the trust values of the
links on that path. Figure 3 illustrates a part of such a social network of agents
and a chain of trust relationships between two agents.

ak,al

al,aj

ai,ak

al

aj

ai
ak

First Order 
Neighbourhood

Second Order
Neighbourhood

Third Order
Neighbourhood

Fig. 3. Social Network of Agents and their Trust Relationships: a section of the
social network around agent ai, indicating a chain of trust relationships to agent aj

and ordering the neighbours according to their distance in hops (‘orders of neigh-
bourhood’) [1]
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4.3 Temporal Structure, Search for Recommendations

The model assumes a discrete linear bounded model of time. In essence, there
are two possible types of search for a recommendation:

1. Ranking within a category (RWC): agents query for a particular category
and search recommendations for several objects in this category in order
to decide for one of the recommended objects in the response from the
network – typically the best one.

2. Specific rating for an object (SRO): agents query for a particular object
and search recommendations on this very object in order to decide for or
against using it, based on the response from the network.

Of these, the RWC is a superset of the SRO; a system which can provide a
RWC can trivially be extended to provide SRO, too. Hence, in the following,
we focus on the former rather than the latter.

At each time step t, each agent ai (in random order) selects a category cj

(again, in random order, with the constraint that the agent is not an expert on
the category) and searches for recommendations on the network. In informal
notation, the protocol for the agent’s search proceeds as follows:

1. Agent ai prepares a query(ai, cj) for category cj and then transmits it to
its neighbours.

2. Each neighbour ak receives query(ai, cj) and either
a) returns a response(ai, ak, (oj , rj), Tai,...,ak

), if it knows a rating rj for a
particular object oj in cj that it can recommend, i.e. if pk(oj) = rj > 0:

b) or, passes query(ai, cj) on to its own neighbours if it does not know a
rating rj for the particular category cj .

It is assumed that agents keep track of the queries they have seen. Now
there are two strategies to guarantee that the algorithm terminates: either,

• agents do not process queries that they have already seen again (“incom-
plete search”, IS); or,

• agents pass on queries only once, but, if they have an appropriate rec-
ommendation, can return responses more than once (“complete search”,
CS).

In essence, both are a form of breadth-first search on the social network
of agents, but with different properties: the former returns, for each possible
recommendation, only one possible path in the network from the querying to
the responding agent; the latter, however, returns, for each possible recom-
mendation, each of the possible paths in the network from the querying to
the responding agent.

As we will see later, this is a crucial difference for the decision making of
agents. For a given recommendation, there might be several paths between the
querying and the responding agent. The IS returns a recommendation along
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one of these paths, while the CS returns a set of recommendations along all
possible paths. Some paths between two agents have high trust, some have
low trust. The IS may return a recommendation along a low-trust path even
though there exists a high-trust path, thus providing an agent with insufficient
information for proper decision making. Of course, there is also a pitfall with
the CS – it is computationally much more expensive.

4.4 Decision Making

As a result of a query, each agent ai possesses a set of responses from other
agents ak. It now faces the issue of making a decision on the ratings provided.
The agent needs to decide, based on the recommendations in the response,
what would be the appropriate choice of all the objects recommended. We
denote query(ai, oj) = Q and a response(ai, ak, (oj , rj), Tai,...,ak

) ∈ R where
R is the set of all responses. The values of trust along the path provide a
ranking of the recommendations. There are many ways of choosing based on
such rankings; we would like to introduce an exploratory behaviour of agents
and an established way of doing so consists in choosing randomly among all
recommendations with probabilities assigned by a logit function [30]. For this
purpose, it is convenient to first map trust into an intermediate variable T̂ ,
ranging in [−∞,∞]:

T̂ai,...,ak
=

1
2

ln
(

1 + 2(Tai,...,ak
− 0.5)

1 − 2(Tai,...,ak
− 0.5)

)
∈ [−∞,∞] (2)

P (response(ai, ak, (oj , rj), Tai,...,ak
)) =

exp(βT̂ai,...,ak
)

∑
R exp(βT̂ai,...,al

)
∈ [0, 1] (3)

where β is a parameter controlling the exploratory behaviour of agents. For
β = 0, the probability of choosing each response will be the same (i.e. this is
equivalent to a random choice), but for β > 0, responses with higher associated
values of Tai, ..., ak have higher probabilities. To decide for one of the objects,
the agent chooses randomly between all recommendations according to these
probabilities. This process is illustrated in Figure 4.

For benchmarking the trust-based approach of selecting recommendations,
we consider an alternative decision making strategy, namely a frequency-based
approach without any trust relationships being considered at all. In this ap-
proach, an agent chooses randomly among each of the recommendations with
equal probability for each of the recommendations.

4.5 Trust Dynamics

In order to enable the agents to learn from their experience with other agents,
it is necessary to feedback the experience of following a particular recommen-
dation into the trust relationship. This is done as follows: subsequent to an
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query:
ai, oj

response:
ak, pk(oj)=rj, , ... ......... … ... ...

1 432 5 6 7

p(1) p(4)p(3)p(2) p(5) p(6) p(7)

An agent sends a query on an object to its neighbours:

The network responds with a set of ratings on the object by various agents:

Each recommendation is assigned a probability, the choice is made randomly according to these.

Fig. 4. Search for Recommendations and Decision Making: agents send queries,
they receive responses, and then decide for one randomly according to probabilities
they have assigned to each recommendation [1]

interaction, agent ai who has acted on a rating through its neighbour, agent
aj , updates the value of trust to this neighbour, based on the experience that
he made. Let ok be the chosen object. Then, assuming agent ai having profile
pi, pi(ok) = rk is the experience that ai has made by following the recom-
mendation transmitted through aj . It is convenient to define the update of
T (t + 1) in terms of an intermediate variable T̃ (t + 1):

T̃ai,aj
(t + 1) =

{
γT̃ai,aj

(t) + (1 − γ)rk for rk ≥ 0
(1 − γ)T̃ai,aj

(t) + γrk for rk < 0
(4)

where T̃ai,aj
(0) = 0 and γ ∈ [0, 1]. Because T̃ai,aj

∈ [−1, 1], we have to
map it back to the interval [0, 1]:

Tai,aj
(t + 1) =

1 + T̃ai,aj
(t + 1)

2
∈ [0, 1] (5)

The distinction between rk ≥ 0 and rk < 0 creates, for values of γ > 0.5,
a slow-positive and a fast-negative effect which usually is a desired property
for the dynamics of trust: trust is supposed to build up slowly, but to be torn
down quickly. The trust update is only applied between neighbouring agents –
the trust along a pathway between two non-neighbour agents Tai,...,aj

changes
as a result of changes on the links of the path. The performance of the system
results from the development of pathways of high trust and thus is a emergent
property of local interactions between neighbouring agents.

It is important to note that – in the current version of the model – trust
turns out to reflect the similarity of agents. In further extensions of the model,
it should reflect other notions such as “agent aj cooperated with agent ai”,
“agent aj gave faithful information to agent ai”, or “agent aj joined a coalition
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with agent ai”. In other words, the metric should be an aggregate of different
dimensions of trust, possibly measuring the faithfulness, reliability, availabil-
ity, and quality of advice from a particular agent.

4.6 Utility of Agents, Performance of the System

In order to quantitatively measure the difference of the trust-based approach
of selecting recommendations as compared to the frequency-based approach,
it is necessary to define measures for the utility of agents as well as for the
performance of the system.

We define an instantaneous utility function for an agent ai following a
recommendation from agent aj on object ok at time t as follows:

u(ai, t) = ri (6)

where agent ai’s profile determines pi(ok) = ri. We consider the perfor-
mance of the system to be the average of the utilities of the agents in the
system:

Φ(t) =
1

NA

∑

ai∈SA

u(ai, t) (7)

This gives us a measure for quantitatively comparing the difference that
the trust-based approach makes towards the frequency-based approach, both
on the micro-level of an agent and the macro-level of the system. In the
following, we will use the instantaneous measures for utilities and performance
rather than the cumulative ones (if not indicated otherwise).

5 Results and Interpretation

One of the most important results of the model is that the system self-
organises in a state with performance near to the optimum. Despite the fact
that agents only consider their own utility function and that they do not try
to coordinate, long paths of high trust develop in the network. This allows
agents to rely on recommendations from agents with similar preferences, even
when these are far away in the network. Therefore, the good performance of
the system is an emergent property, achieved without explicit coordination.

5.1 Key Quantities

Three quantities are particularly important for the performance of the system:
the network density, the preference heterogeneity among the agents, and the
sparseness of knowledge. The core result is that recommendation systems in
trust-based networks outperform frequency-based recommendation systems
within a wide range of these three quantities:
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• Network density : if the network is very sparse, agents receive useful recom-
mendations on only a fraction of the items that they send queries about;
the denser the network, the better the performance, but above a critical
threshold for the density, the performance stabilises. The proximity of this
value to the optimum depends on the other two quantities.

• Preference heterogeneity : if the preferences of agents are homogeneous,
there is no advantage for filtering the recommendations; however, if the
preferences of agents are all different, agents cannot find other agents to
act as suitable filters for them. In between, when preferences are hetero-
geneous, but ‘not too much’, the system performance can be near to the
optimum.

• Knowledge sparseness: when knowledge is dense (Nc and/or Np small), it
is easy for an agent to receive recommendations from agents with similar
preferences. In the extreme situation in which, for each category there is
only one expert with any given preference profile, agents can receive useful
recommendations on all categories only if there exists a high-trust path
connecting any two agents with the same profile. This is, of course, related
to the density of links in the network.

The performance of the system thus depends, non-linearly, on a combi-
nation of these three key quantities. Under certain assumptions, the model
can be investigated analytically and in a mean-field approach it is possible to
make quantitative predictions on how these factors impact the performance.
These results are presented in [1]. Here, we illustrate the properties of our
recommendation system by describing the results of multi-agent simulations
of the model. As a benchmark, we compare the trust-based recommendation
system to a frequency-based recommendation system.

5.2 Simulation Parameters

For the simulations we have used the following parameters to the model: we
consider Na = 100 agents, and the simulations are averaged over Nr = 100
runs. The size of each category is the same and we vary Nc ∈ {10, ..., 50} and
Np ∈ {2, 4, 6}; No is usually adjusted such that there are at least 2 objects
in each category. Profiles are distributed such that the sum over a profile is
0 on average – across the profile, categories, and agents. Each agent is an
expert on one category. Further, for the social network we assume a random
directed graph with a given number of agents, Na, and a given total number
of links, �. The network density is then defined as p = �/Na(Na − 1). Agents
are connected randomly with respect to their profile.

5.3 Trust and Decision-Making Dynamics

Figure 5 (left) shows that the update rule of trust as described by eq. 4
and eq. 5 produces a slow-positive fast-negative dynamics. Trust between two
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agents of the same profile evolves to 1 (red line, partially covered by the green
one). Trust between two agents of opposite profiles evolves to 0 (blue line).
In case that an agent recommends an object that is rated negatively, trust
drops quickly and recovers slowly (green line). The probability of choosing
a recommendation depends critically on the parameter β, which controls the
exploratory behaviour of agents, as shown in Figure 5 (right).

5.4 Performance over Time and Role of Learning

Over time, each agent develops a value of trust towards it neighbours which
reflects the similarity of their respective profiles. After some time, paths of
high trust develop, connecting agents with similar profiles. As a result, the
performance of the system, as defined in eq. 7 increases over time and reaches
a stationary value which approaches the optimum. This is shown in Figure 6,
where coloured curves correspond to different values of γ.

We have also simulated a situation in which, prior to the start of the
dynamics, there is a learning phase in which the agents explore only the
recommendations of their direct neighbours on the categories that these claim
to be expert on. This way, the trust dynamics already start from a value
deviating from the neutral point of 0.5 and closer to one of the fix points (see
eq. 4). In this case, the performance is optimal from the beginning on (black
curve). Interestingly, the system evolves, even in the normal dynamics, to the
same value that is reached with the learning phase, supporting the idea that
the optimal performance is an emergent behaviour of the system.

5.5 Impact of Network Density and Search Type

In the model description, we have described two types of search. Figure 7 –
the performance of the system plotted against increasing values of density
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Fig. 5. Trust and Decision-Making Dynamics. The left illustrates the slow-positive
fast-negative dynamics of trust and the right the impact of the choice of the explo-
ration parameter β on the decision making [1]
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Fig. 6. Performance Φ vs. Time for Nc = 10 (left) and Nc = 50 (right). Over time,
performance approaches the optimum – with learning (black line), this process is
accelerated. Different colours represent different values of γ [1]
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Fig. 7. Performance Φ vs. density for different Nc. Incomplete search (left) and
complete search (right). For sparse knowledge, the complete search performs much
better than the incomplete search [1]

in the network – shows that the search type becomes important when the
knowledge is sparse. We notice a sigmoid shape which would become steeper
for systems with larger numbers of agents. We consider different Nc, corre-
sponding to levels of sparseness of knowledge (in blue and red, 10 and 50
categories, respectively, Np = 2). With the incomplete search algorithm, the
performance deteriorates. With the complete search algorithm, the system
reaches the optimal performance even in the case of maximally sparse knowl-
edge (50 categories means that there is only 1 expert from each profile in
each category). In both (left) and (right) the black curves correspond to the
frequency-based recommendation system used as benchmark. In fact, without
trust, the performance is 0 on average, because random choices lead to an
equal distribution of “good” and “bad” objects (with respect to profiles).
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5.6 Preference Heterogeneity and Knowledge Sparseness

We now illustrate the role of preference heterogeneity. We consider first the
case in which there are two possible, opposite, profiles in the population, say
p1 and p2. We define the fraction of agents characterised by the first profile as
n1. In Figure 8 (left), we plot the performance of the system with and without
trust (yellow and black, respectively) against increasing values of n1. When
n1 = 0.5 there is an equal frequency of both profiles, while when n1 = 1 all
agents have the first profile. For the system without trust, the performance
increases for increasing n1. In fact, despite that choices are random, agents
receive recommendations which are more and more likely to match the pref-
erences of the majority. On the other hand, the minority of agents with the
profile p2 are more and more likely to choose wrong recommendations, but
their contribution to the performance of the system decreases. The simulation
results are in good agreement with the predictions obtained in an analytical
approximation (red and blue), see [1].

For the system with trust the performance is almost unchanged by the
frequency. This very strong result has the following explanation: The social
network is a random graph in which agents have randomly assigned profiles.
Agents assigned to p2 decrease in number, but, as long as the minority, as a
whole, remains connected (there is a path connecting any two such agents)
they are able to filter the correct recommendations. At some point the further
assignment of an agent to p1 causes the minority to become disconnected and
to make worse choices. In the simulations, this happens when n1 = 0.9 and
n2 = 0.1. Another way of investigating the role of heterogeneity of preferences
is to consider an increasing number of profiles in the population, each with the
same frequency. In the extreme case in which, for each category there is only
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Fig. 8. Effect of heterogeneity on performance. Performance as a function of the
heterogeneity of preferences (left) and with different Np (right). The trust-based
approach performs well also in very homogeneous systems; in the extreme case of
very heterogeneous systems, performance drops [1]
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one expert with any given preference profile, the performance, at constant
values of network density, drops dramatically, as shown in Figure 8 (right).

6 Application Scenario

We consider a portal on which users can register with their name and a
brief profile containing personal or contact information. Similar to many other
social networking services, each user maintains a list of other users which he
knows or is a friend of – a list commonly known as the “buddy list” of a
user. The system provides a search facility in which a user can search for
people on the platform by their name, address, or other details, as to make it
straightforward for people to find other people they know in the real world.
The set of users in the system and the connections between them constitutes
a social network.

Furthermore, the system maintains a list of objects, an object being a
unique representation for a user, product, buyer, seller, etc. Each object has
a name but also several keywords and a brief description as to enable users
to search for objects not only by their name. Each user now maintains a list
of objects that it has an opinion on and associates a rating with each of these
objects. A rating consists of

• A value of ‘like’, ‘neutral’, or ‘dislike’, corresponding to numeric values in
the set R = {1, 0,−1}.

• Optionally, a brief textual description with an explanation of the rating in
human-understandable format.

This scheme (please note that it is similar to the one used by ebay.com)
has several benefits, the main ones being the following:

• It is simple. Complicated schemes – for examples, ones requiring users to
make more fine-grained ratings – suffer from the fact that no two users will
interpret the metrics used in exactly the same manner, thus leading to in-
accuracies being amplified by the finer granularity of ratings. Additionally,
such schemes tend to be too confusing to use.

• It is two-fold in the sense that the numeric value can be processed au-
tomatically by algorithmic means but the textual string can still be used
by humans in case that they would like to obtain more information on a
particular rating.

Consider a university setting and let the users of the system be students,
researchers, and professors. The social network is built by acquaintance and
thus spans among the people in different groups of a university, but also across
groups and universities between people that know each other through collabo-
ration, projects, or conferences. Furthermore, let the objects in the system be
publications. Each publication has a unique identifier, information about the



Coping with Information Overload through Trust-Based Networks 293

title, authors, and similar information, as well as a set of keywords and possi-
bly an abstract. Each user maintains a list of publications he knows – a subset
of all publications known to the system – and with each of these, associates a
rating and possibly a brief textual description with more information.

The purpose of the recommendation system is to provide users with a
unique gateway to more information on the objects listed in the system. Users
can search for objects based on the name, description, or keywords. They then
see a ranking of objects matching their search and upon selecting a particular
object, they are displayed

• information on that object,
• an aggregate rating derived from the ratings of users in their social network

and weighted by the trust relationships to these users
and possibly

• a representative subset of the ratings (numeric values as well as textual
descriptions) used in construction of the aggregate rating.

Based on the recommendation provided by the system, users can then
decide to use a particular object. When they do so, they experience this ob-
ject and thus are able to provide a rating themselves. The system detects
and records such ratings and uses them as feedback on the trustworthiness
of ratings by other users. Over time, the system learns which users provide
particularly useful/useless recommendations for which other users, and uses
this knowledge to adjust the computation of aggregate ratings for individual
users. Along these lines, returning to the example scenario in the university
setting, the system allows users to

• Search for publications based on title, authors, keywords, and so on.
• Obtain a recommendation for any such publication; the recommendation

is based on the ratings of other users in a user’s social network and the
trust relationships existing to these other users.

• Obtain a ranking of publications for a particular set of tags, e.g. publica-
tions in a particular field or by a particular author.

The benefit of the system is that users are able to select, from a possi-
bly huge set of publications, those that may be relevant for them based on
what the people they trust find relevant. Thus, the system provides a filtering
technique for people to cope with information overload.

Any such recommendation system can implemented in an according way
that it can be accessed through a web interface but also through a web service
which seamlessly and transparently makes it available to all sorts of mobile
devices such as notebook computers, handheld devices, or mobile phones. This
might be more suitable for scenarios different from the example in a university
setting, such as recommendation systems for restaurants and bars, products
in supermarkets, and so on – returning to the example of Swiss wine and
cheese, imagine the scenario of a person querying for recommendations in a
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supermarket and receiving responses with ratings through a PDA in a matter
of seconds, while standing between two aisles in the supermarket.

7 Extensions to the Model

At this point, let us return to the model itself. So far, we have made the
assumptions that

• agents are self-interested in the sense of bounded rationality, but do not
act randomly, selfishly, or maliciously and that

• the social network of agents is fixed and does not change over time –
no agents join or leave the networks and no links are rewired, added, or
dropped.

In reality, both of these assumptions need to be relaxed, so in further work,
we plan to investigate the behaviour of the system in an evolving network as
well as its robustness in the presence of agents which act randomly, selfishly,
and maliciously.

7.1 Evolving Social Network

Considering a static social network between agents does not appropriately
depict reality; usually, social networks evolve over time with links being cre-
ated and deleted at each time step. People tend to establish contacts to new
people and lose contact to old acquaintances. Both of these actions lead to an
evolution of the underlying social network.

Thus, to stay close to reality, we have to analyse the model having an
underlying dynamic social network with the possibility of the

• Creation of links between agents which have mutually benefited from each
other’s recommendations for a particular number of times.

• Deletion of links unilaterally or bilaterally between agents that believe the
other agent to give useless recommendations.

It is conceivable that the evolution of the social network has a crucial im-
pact on the performance of the system: over time, agents learn which other
agents are trustworthy as well as which are not and adjust their links ac-
cordingly. A priori, it is not clear whether this leads to better performance
(possibly because agents have similar agents as their immediate neighbours
that they can rely on) or worse performance (possibly because agents focus
too much on their immediate neighbours to see that there are more opinions
than these). It might also be interesting to analyse to what extent the global
and local properties of the underlying social network change.

It is reasonable to assume that a person is more likely to keep a link
towards a neighbour the more he/she trusts the neighbour and vice versa.
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We do not model the decision-making process explicitly but we capture this
tendency with a stochastic rule as follows:

P (rewire) = 1 − Tai,aj
, P (keep) = Tai,aj

(8)

i.e. P (rewire) + P (keep) = 1. Equation 8 implies that the probability to
randomly rewire the link from agent ai to aj is high if the trust from ai to aj is
low. Thus, trustworthy links are kept while untrustworthy links are replaced.

Figure 9 shows how snapshots of the evolution of a sample network of
agents at different stages for different values of β (more and less explorative
agents) look like when applying this mechanism. This illustrates the dilemma
between exploration and exploitation faced by the agents. For β = 0, agents
choose randomly, thus performing worse, but they explore many the other
agents repetitively and their trust relationships converge to the steady state
of the trust dynamics. Then, over time, links with low trust are rewired and
links with high trust are kept. This leads to the emergence of two disconnected
clusters. Eventually, subsequent to the formation of clusters, such agents will

(a) t = tstart, β = 0 (b) t = tend, β = 0

(c) t = tstart, β = 1 (d) t = tend, β = 1

Fig. 9. Snapshots of the evolution of a network of 40 agents in 2 profiles and 80
links at time t = tstart and t = tend for β = 0 and β = 1, respectively. When β = 0
(very explorative agents, see eq. 3), disconnected clusters of agents with the same
profile form, when β = 1 (less explorative agents, see eq. 3), interconnected clusters
of agents with the same profiles form. For β > 0, agents develop stronger ties to
agents of the same profile than to agents of different profiles [1]
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perform well, as any recommendation will come from an agent of the same pro-
file. For β = 1, agents choose according to the strength of trust relationships,
thus performing better, and they are able to exploit their knowledge. How-
ever, they exploit stronger links while not even exploring weaker ones. This
results in clustering, but with interconnections between clusters. As networks
in reality are evolving, it is important to study the impact of such behaviour
on the system in more detail.

7.2 Robustness against Attacks

The model also allows us to focus on the robustness of the recommendation
system against attacks. This is a very important aspect because of the fact
that in real-life systems there will be users that try to cheat the system as
soon as money is involved – which would be the case even in the illustrative
example of Swiss wine and cheese. The financial incentive for some of the
agents in the system may have a level high enough to, for example, lead to
the following: wine and cheese manufacturers may be tempted to improve
recommendations for their products so as to increase their revenues, upset
customers may try to defame products that they made bad experiences with
as an act of retaliation, and so on.

To illustrate and further stress this point, consider a similar example from
the field of search engines: Google, currently the most widely used search en-
gine builds its search engine rankings according to the page rank algorithm.
The basic idea is that the more links point to a page, the higher up in the
search ranking this page will be placed. Of course, as Google has a vast mar-
ket share in the search engine domain, it is of utmost importance for the
manufacturers of a certain product or the providers of a certain service that
they rank among the top 5 of the search engine results for certain keywords.
There is a strong incentive for manipulation of the search engine results by
means of increasing the number of links to particular pages in the context of
certain keywords. This can be done, for example, by setting up large numbers
of artificial web pages with hardly any content except a number of keywords
which all cross-link to a desired web page and thus increase the number of
links to this page with respect to the keywords. This has become known as
“Google bombing” and is an ongoing issue that all search engines have to deal
with.

Thus, in the construction of a real-life recommendation system, cheaters
and attackers have to be considered. For example, it would be possible to
consider three different additional types of agents:

• Random agents are agents that, instead of giving correct recommenda-
tions, give a random recommendation. This is not necessarily due to self-
ish or malicious intentions, but may just as well result from a pure lack of
knowledge. In a sense, having such agents in the system mimics the effect
of noise on communication channels.
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• Selfish agents are agents that do not return recommendations except in
the case that they have already received responses through the agent that
initiated the query. Obviously, if all the agents in a system are selfish, the
system is in a deadlock state where no one gives anyone else recommen-
dations.

• Malicious agents are agents that intentionally give recommendations that
do not correspond to their own beliefs – i.e., they recommend what they
would not use themselves, and vice versa. An ideal recommendation system
should be able to cope with such agents.

In each of the cases, we are interested in the performance of the recommen-
dation system with respect to differing fractions of such random, selfish, and
malicious agents in the system: Does the presence of random/selfish/malicious
agents impact the performance of the recommendation system? Is there a
critical value of the fraction of random/selfish/malicious agents for which the
recommendation system becomes unusable/usable?

It may also be interesting to look at more sophisticated agents, e.g. ones
that alternate between these types of behaviour, or agents which form net-
works with other agents to influence the system in a particular way. Under-
standing the aspect of the robustness against attacks is crucial for real-life
systems.

8 Conclusions

In this chapter, we have presented trust-based networks as an application of
complex systems theory to cope with information overload on the Internet.
By combining recommendation systems, trust, and social networks, it is pos-
sible to build a system in which agents use their trust relationships to filter
the information that they have to process, and their social network to reach
knowledge that is located far from them. The emergent property of the sys-
tem is that it self-organises in a state with performance near to the optimum
without explicit coordination of the agents. In this chapter, we have given
one example of a real-world application, but we believe that the system is ap-
plicable to a vast variety of domains ranging from low-involvement products
such as books or groceries to high-involvement services such as insurance or
health-care.
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19. Amaral, L.A.N., Scala, A., Barthélémy, M. and Stanley, H.E.: Classes of small-
world networks. Proceedings of the National Academy of Sciences 97 (2000)
11149–11152

20. Golder, S. and Huberman, B.A.: The Structure of Collaborative Tagging Sys-
tems. http://arxiv.org/cs/0508082 (2005)

21. Gruber, T.R.: A Translation Approach to Portable Ontology Specifications.
Knowledge Acquisition 5 (1993) 199–220

22. Battiston, S., Bonabeau, E. and Weisbuch, G.: Decision making dynamics in
corporate boards. Physica A 322 (2003) 567

23. Battiston, S., Weisbuch, G. and Bonabeau, E.: Spread of decisions in the cor-
porate board network. Advances in Complex Systems 6 (2003)

24. Battiston, S., Weisbuch, G. and Bonabeau, E.: Statistical properties of board
and director networks. European Journal of Physics B 38 (2004)

25. Laureti, P. and Moret, L. and Zhang, Y. -C. and Yu, Y. -K.: Information
Filtering via Iterative Refinement. Europhysics Letters 75 (2006) 1006

26. Laureti, P., Slanina, F.,Yu, Y.-K. and Zhang, Y.-C. Buyer Feedback as a Fil-
tering Mechanism for Reputable Sellers. Physica A 316 (2002) 413

27. Dorigo, M., Maniezzo, V. and Colorni, A.: The Ant System: Optimization
by a colony of cooperating agents. IEEE Transactions on Systems, Man, and
Cybernetics Part B: Cybernetics 26 (1996) 29–41

28. Ziegler, C.-N. and Golbeck, J.: Investigating Correlations of Trust and Interest
Similarity. Decision Support Systems (2006)

29. Schweitzer, F. and Lao, K. and Family, F.: Active random walkers simulate
trunk trail formation by ants. BioSystems 41 (1997) 153–166

30. Weisbuch, G., Kirman, A. and Herreiner, D.: Market Organisation and Trading
Relationships. The Economic Journal 110 (1998) 411–436
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1 Introduction

Nowadays, media headlines invariably contain a report of fresh casualties from
an ongoing conflict somewhere in the world: ‘twenty wounded in Iraq’, ‘three
killed in Afghanistan’, ‘a terrorist bomb in Israel’, ‘three guerilla attacks in
Colombia’. We are also bombarded by analyses from experts in the various ge-
ographical regions, offering explanations which might rationalize these seem-
ingly random strings of casualty figures. Yet despite the numerous insights
from either historical, geographical, social or economic perspectives, the ca-
sualty numbers themselves continue to sound surprising, irrational, and ulti-
mately random.

One might think this is to be expected, since there is arguably nothing
more disordered, chaotic, and unpredictable, than a war. But could there
in fact be some general, common characteristics which connect together all
wars, despite their very different origins, locations, ferocities, and durations?
Indeed, just like scientists from the field of Complexity have recently shown
for financial markets – where markets as diverse as Shanghai and New York
have been shown to have similar statistical properties in terms of their price
movements [1, 2] – might the same thing hold true for wars? And even for a
global war such as terrorism?

This Chapter discusses recent research which suggests that there is indeed
a universality in human conflict [3]. Those seemingly random casualty figures –
while of course senseless from a humanitarian perspective – are actually telling
us something important about the character of wars, and more generally about
the character of all human conflict. Indeed, we are able to make quantitative
sense out of these violent events and can also interpret what such patterns
mean. Using the mathematical concepts of power laws, networks and multi-
agent dynamics from Complexity Science, we are able to show that modern
insurgent conflicts, terrorism and violent crime exhibit remarkably universal
dynamics. Furthermore, we can provide simple yet realistic models which are
able to reproduce this quantitative behaviour.
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These findings are not simply statistical exercises of purely academic in-
terest. Rather, they suggest that the way in which organized violence evolves
has less to do with geography or ideology and more to do with the day-to-day
mechanics of human insurgency and violence. It is simply the way in which
groups of human beings operate when faced with a generally stronger, but
more rigid, opponent. It is therefore a parallel finding to the one for finan-
cial markets: The way in which the system (e.g. financial market, or human
conflict) evolves has less to do with the specific details of where and when it
occurs, and more to do with the generic behaviour of collections of individu-
als. For the specific case of insurgent conflicts where the forces involved are
highly asymmetric in terms of their total strength, we can conclude that the
insurgent groups are operating in essentially the same way regardless of the
origins and locations of these conflicts – going further, we might justifiably
claim that the enemy on all fronts is effectively the same.

2 Conflict and Complexity

For as long as there have been humans, there have been human conflicts –
and for as long as there has been human conflicts, observers have been trying
to understand and explain their evolution. There are countless books and
academic papers which have been written about human conflicts, both past
and present. Each conflict is complicated, and it will take many such works
to get to the bottom of what is really happening in each – if indeed this will
ever happen. For example, there are a plethora of books on the current wars
in Iraq and Afghanistan, and the ongoing global ‘war’ faced by all of us in
terms of global terrorism. Indeed it would seem fair to claim that the global
nature of terrorism and modern wars represents a major threat to the future
of our civilization as a whole.

Although human conflict has traditionally been the domain of historians,
military strategists, sociologists and political scientists, there are a number
of reasons why conflict should be of interest to Complexity scientists. First,
the increased availability of computerized datasets means that there is a data
revolution underway across the social sciences – just as the field of astronomy
recently caught alight as a result of improved data collection. Human conflict
is as old as mankind itself – however a lack of reliable time-series data in
the past has kept it out of reach of the quantitative sciences. This has now
changed with the media, governments and non-governmental organizations all
now regularly collecting data on ongoing conflicts. Admittedly the analysis
of their datasets is not always straightforward – not only do the individual
agencies differ in their numbers, but the way in which the figures are reported
can differ quite markedly. Extensive cross-checks from the various sources
must therefore be carried out, prior to any data analysis.

The second reason touches the fascinating aspect of Complexity Science it-
self. In particular, modern wars seem to exhibit all the common characteristics
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of Complex Systems: (1) There is feedback, both at the microscopic and
macroscopic scale, yielding a system with memory and hence so-called non-
Markovian dynamics. (2) The time-series of events is non-stationary, meaning
that the character of the distribution may change over time. (3) There are
many types of ‘particle’, according to the various armed actors, and they in-
teract in possibly time-dependent ways. A conflict’s evolution is then driven
by this ecology of agents. (4) The agents can adapt their behaviour and de-
cisions based on past outcomes. The system is far from equilibrium and can
exhibit extreme behavior – for example, if the strategies of several groups of
agents suddenly coincide. (5) The observed conflict constitutes a single real-
ization of the system’s possible trajectories. (6) The system is open, with this
coupling to the environment making it hard to distinguish between exogenous
(i.e. outside) and endogenous (i.e. internal, self-generated) effects. Point (3)
in particular, deserves some extra discussion. Wars involving three or more
actors – be they insurgents, guerillas, paramilitaries or national armies – are
far more complicated than those involving just two. If A hates B, and B hates
C, does that mean that A must therefore like C? Not necessarily. Hate is
many-sided, just as love can be. Again we only need to think about the on-
going insurgencies in places such as Colombia, where there are many armed
groups, to see the potential complications. A sides with B, B sides with C, but
A hates C. Therefore A starts to fight B so as not to favour C – and the whole
process becomes a self-driven perpetual conflict. Indeed, such frustration may
be why many modern conflicts seem to go on and on without reaching any
definite conclusion.

Third, there is a wider context which relates to the important question of
group formation among collections of semi-autonomous agents, whether these
agents be individually alive or robotic in nature. Throughout the human, ani-
mal, insect and fish kingdoms, groups form and break up at different moments
in time and at different points in space [4, 5]. Finding out what drives such
group dynamics, and how it might be controlled, has become a fundamental
research problem across the biological and social sciences. Furthermore, un-
derstanding the process governing the formation of human groups in relation
to violence – from street-gangs and organized crime through to Mafia, guerilla
groups and terrorist networks – is of crucial importance to the well-being of
Society as a whole. Even at the level of cellular behaviour, the dynamics of
such group formation, and in particular the underlying cost-benefit interplay
which governs this dynamics from the perspective of the individuals involved,
is of deep scientific interest [6, 7]. Therefore any insights, parallels, or dif-
ferences, between the various domains is likely to be of broad interest. In
particular, the goal of understanding how the various species fight battles is
a fascinating new research area [8] and may eventually offer practical insights
into how to best tackle street-gangs and organized crime networks.
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3 Data Distributions

Before we discuss casualty distributions, we need to briefly summarize some
key points about data distributions as a whole. Imagine we know the heights
of all the adults in our street, city, or country. If we then make a graph of the
distribution of these heights, we will get a graph like Figure 1. Since noone is
12 feet tall, and noone is less than a foot tall, it makes sense that the curve
will rise up and then drop back down again. This also means that there will
be a peak – like the top of a mountain is a peak. This peak occurs at the
height which describes the largest number of people – it therefore represents
the typical, or average, height of humans. Everyone has a height close to this
value. An important point for our story is that there is therefore such a thing
as a typical height – so imagine that we subsequently had to guess someone’s
height without ever having seen them. If the peak of the curve in Figure 1
occurs at 5 feet 9 inches, and the spread around this value is 6 inches, then
we would be pretty safe in suggesting that this unknown person’s height is 5
feet 9 inches give or take about 6 inches.

Fig. 1. Schematic graph showing a Normal distribution of data values measured in
some system or population. Possible everyday examples include the height of adults
in a population, or the speed of cars on a road
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Many other curves produced by everyday data will look like this one – for
example the speed of cars on a road. In all these cases, the resulting bell-shape
of Figure 1 emerges and is referred to as a Normal distribution. There is a
good reason why many systems produce a Normal distribution – in each case,
the average value of the quantity being measured is dictated by something
intrinsic to the individuals themselves, and hence something structural and
pre-determined, while the spread (or so-called, fluctuation) in values around
this average is usually due to environmental ad hoc reasons. As far as adult
heights go, a person’s body has an implicit reason based on genes and in-
heritance to grow to a certain approximate height. Then if the person has
an extreme oversupply or undersupply of nutrition, they will probably end
up somewhere just above or below this value. The same idea holds for traffic
in that there is some pre-existing speed limit on a given road which tends to
control the average speed of the cars. Then on top of that average speed, there
are everyday environmental and behavioural reasons why individual drivers
may drive slightly above or below this value.

By contrast, there are many social, economic and biological systems which
do not follow a peaked distribution as in Figure 1, but instead resemble far
more closely the distribution shown in Figure 2 which is called a ‘power law’.
The term ‘power law’ describes the fact that the plot of the fraction of events
of size x as a function of x has the form x−α where α is a number. For more
details on such power laws, please see Ref. [9]. Although power laws have many
interesting mathematical properties, the following discussion summarizes the
key elements needed for understanding our subsequent conflict story.

A power law distribution tends to arise in systems containing a collection
of objects which are interacting and in which there is no central control or
‘invisible hand’ – in other words, Complex Systems. In contrast to the Normal
distribution where the values being measured have a typical or average size
which occurs with a very high probability, accompanied by occasional small
fluctuations around this value, a power law exhibits a wide spread of likely val-
ues. The underlying reason why power law-like distributions are so ubiquitous
can be understood as follows: The lack of any central control in such systems
implies that at any moment in time, arbitrarily-sized subsets of the objects
may be acting in a strongly correlated way. Groups of any size can form, act
and breakup, at any time – hence events of any size can occur with relatively
high probability. The members of the individual groups may be connected by
real physical links or through shared strategies, and the fact that they act
as a single unit (even if the group membership and size subsequently change)
means that this common action will register some kind of macroscopic event –
for example, an individual earthquake in a physical population of interacting
tectonic plates.

Given that power laws arise from aggregate collective behaviour of con-
stituent objects in a Complex System, and that this in turn leads to a sizeable
event, it is not surprising that power laws tend to emerge at higher values of
x as opposed to lower values [9]. In short, it is at high x values that such



308 N.F. Johnson

Fig. 2. A power law distribution. The term ‘power law’ has nothing to do with
physical strength. Instead it describes the fact that the plot of the fraction of events
of size x (vertical axis) as a function of x (horizontal axis) has the form of ‘x to
some power’ which in more formal mathematical terms is written as x−α where α
is a number

aggregate collective behaviour tends to show itself. What happens in prac-
tice, therefore, is that a power law is observed to a good approximation above
some particular value of x which we refer to as xmin.

But instead of plotting this on linear graph paper as in Figure 2, let us now
imagine that we use log-log paper. In other words, each successive equal di-
vision represents an increment in the logarithm of the number. Consequently,
successive equal increments in the underlying number do not correspond to
successive equal increments on the axis shown on the log-log paper. For ex-
ample, choosing logarithms in Base 10 implies that an increment 1 → 2 on
the graph represents 101 → 102 which is 10 → 100, while 2 → 3 represents
102 → 103 which is 100 → 1000. Figure 3 shows the power law of Figure 2
plotted on log-log paper. Since the logarithm of x−α is simply −α, the power
law above xmin simply appears as a straight line whose slope can be easily
measured. Hence the number α which is the only parameter characterizing
the power law, can be essentially just read off from the plot.

In practice, the empirical values obtained from any real-world Complex
System, will typically be discrete – for example for the case of heights, there
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Fig. 3. The power law distribution of Figure 2, becomes a straight line when plotted
on log-log graph paper. To reflect the usual situation of real-world Complex Systems,
the power law is shown to arise for x values larger than xmin

are only an integer number of people of a given height and this will depend
slightly on the specific finite sample which was chosen. Likewise in a conflict,
there are an integer number of casualties and a finite number of events. This
means that the data in Figure 3 will appear like a rugged landscape at large
x where there are fewer events. Hence it is preferable to produce a cumulative
version of Figure 3, such that each point represents the fraction of events
having size x or greater. If the original distribution has the form x−α as in
Figure 3, and the cumulative version is effectively just the integral of this
mathematical function, the form of this cumulative version above xmin will
be x−[α−1]. Hence the corresponding slope on a log-log plot will be simply
−[α − 1]. This cumulative version, which is shown in Figure 4, is called the
complementary cumulative distribution of the original power law distribution.

4 Richardson’s Search for a Law of War

The quantitative analysis of conflict casualties was started in earnest around
the time of World War II, by Lewis Fry Richardson. Richardson had been an
ambulance driver in World War I, and decided to collect together the total
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casualty figures from every war that had taken place between 1820 and 1945.
For full details of Richardson’s work, see Refs. [10, 11] – also see the work
of Lars Cederman who has given a possible interpretation of Richardson’s
findings using a model based on the spread of forest fires [12]. When he plotted
the number of wars having a given number of casualties, Richardson found
that the distribution was very different from that in Figure 1. This finding
is very surprising in itself, since one might have expected that there would
be a typical size of a war with a typical number of casualties – and a spread
around this value according to each war’s particular circumstances, like in
Figure 1. But even more remarkable was Richardson’s next realization that
the actual distribution closely resembled a power law as in Figures 2-4. This
finding is quite unexpected: wars have different causes, are fought by different
people in different parts of the globe, and seem so horrifyingly unique that it
would appear impossible that any significant inter-relationships would arise.
Yet what Richardson found was not just a statement of similarity in words

Fig. 4. The complementary cumulative distribution of the original power law dis-
tribution from Figure 3. This cumulative version becomes a straight line for x values
larger than xmin, when plotted on log-log graph paper. The slope is now −[α − 1],
as opposed to −α for the power law distribution itself in Figure 3
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– instead it suggested that all wars from 1820 to 1945 were connected by a
single mathematical power law relationship.

The fact that these wars seem to follow a power law has some important
consequences as compared to the bell-curve distributions typified by Figure
1. First the good news: The most frequent wars will be the ones with fewest
casualties, unlike the case of people’s heights. Now the bad news: Very deadly
wars and attacks with many casualties will occur – rarely, but they will occur.
This is unlike the case of heights, where the chances are zero that someone will
be taller than 12 feet. For this reason, planning for wars is inherently a complex
task. House designers can happily put the height of an entrance at something
less than 12 feet knowing that such a tall housebuyer will never appear. They
can also put step heights above 6 inches, knowing that such a small person will
also never appear. However, the presence of a power-law means that this type
of assumption will not work for wars. Unlike the bell-curve, the distribution
of wars predicts that future conflicts can have an extremely wide range of
casualties. Figure 2 indicates this by listing the behaviour of the average of
a power law distribution and the fluctuations (i.e. standard deviation) as a
function of the power-law parameter α. The large possible fluctuations suggest
that instead of planning for some typical future war, planners should indeed
plan for the worst case.

5 Global Conflicts and Global Terrorism

Two University of New Mexico researchers – Aaron Clauset and Maxwell
Young – recently took another look at the work of Richardson, but this time
in the context of terrorism [13]. They repeated what Richardson did, but used
instead the number of casualties per terrorist attack rather than the number
per war. What they found was equally remarkable to Richardson’s original
results.

Despite the fact that terrorist attacks are typically well spread out in
time, and in space – in other words, they occur quite rarely, and are spread
out over the entire globe – Clauset and Young found that when they made
a log-log plot of the number of events with a total of x casualties versus the
number of casualties (i.e. event size) x, they also saw evidence of a power law.
In other words, the number of terrorist attacks with a total of x casualties
varies according to x−α. When they restricted themselves to terrorist attacks
occurring in non-G7 countries, they found the value of α to be 2.5. For terrorist
attacks occurring in G7 countries, they also found a power-law, but with
α now equal to 1.7. However, like Richardson, they were unable to offer a
plausible explanation for these numerical results in terms of the behaviour of
the underlying violent groups.
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6 Measuring the Character of Ongoing Wars

We recently built and analyzed a very detailed dataset for the individual
conflict events in the twenty-plus year, ongoing war in Colombia [3]. Then
we did the same for the war in Iraq [3]. In principle, we could have added
together all the casualties for each of these ‘new’ wars, and then added these
two new datapoints to Richardson’s dataset of total casualties for individual
wars. However, we instead pursued the following line of thinking: Wars follow
a power-law, and wars are a human activity. But given that a war is generally
made up of lots of smaller battles or clashes, like ‘wars within wars’, would we
also see a similar power law pattern emerging within a single war? In other
words, can a single war be seen as a set of wars-within-wars?

This is indeed exactly what we found when we plotted the histogram of
the number of events within a given war with x or more casualties, versus x,
on a log-log plot as in Figure 4. The datapoints for each war fell neatly on
to a straight line, as shown in Figures 5 and 6 for Iraq and Colombia respec-
tively. Despite the very different origins, motivations, locations and durations

Fig. 5. Pattern of casualties from the events within the Iraq War. The log-log plot
shows the fraction of events with x casualties within a given war, plotted against
the number of casualties x
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Fig. 6. Pattern of casualties from the events within the Colombia War. The log-
log plot shows the fraction of events with x casualties within a given war, plotted
against the number of casualties x

of the wars in Iraq and Colombia, we found similar power law patterns in the
casualty figures for the events within each war. This finding is surprising not
just because of the different conditions of the wars, and their very different
locations, but also their different durations. The Iraq war is basically being
fought in desert conditions and, at the time of writing, has only been going
on for a few years – meanwhile the guerilla war in Colombia is mainly fought
in mountainous jungle regions, and has been ongoing for more than twenty
years against a fairly unique back-drop of drug-trafficking and Mafia activity.
We then repeated this exercise for wars as diverse as Israel, Senegal, Peru and
Afghanistan – in each case, we obtained a power law. What these findings
suggest, therefore, is that these modern wars’ character has less to do with
geography or ideology and much more to do with the day-to-day mechanics of
human insurgency – in other words, it has to do with the way in which groups
of human beings fight each other. As mentioned earlier, this is exactly the
same kind of common feature that Complex Systems researchers have found
in financial markets [1]. When left to their own devices, without any ‘invisible
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hand’ or central controller, human groups interact in such a way as to produce
markets with similar characteristics, and wars with similar characteristics.

Not only did we obtain straight-line slopes in each war, but these slopes all
produced a power law exponent α near 2.5. Furthermore, this is the same value
found by Clauset and Young for non-G7 terrorism. By contrast when we look
at data from within older wars – such as the civil wars in the US, Spain and
Russia – we find no statistical evidence for a power law. In all this empirical
data analysis, there is an important practical point: the power law exponent α
is insensitive to any systematic over- or under-reporting of casualties because
the overall number of casualties is essentially just a normalizing factor for
the overall power law distribution. Hence the power law signature successfully
focuses on the war’s internal pattern of events and hence casualties, as opposed
to simply monitoring the aggregate number of casualties.

7 A Model War

Why should 2.5 emerge as an apparent magic number, connecting together
all modern wars and global terrorism? To answer this, we developed a model
of dynamical group-formation to describe an insurgent force. Our cue came
from the fact that most modern wars, including terrorism, can be character-
ized by an asymmetric ‘David-and-Goliath’ structure in which a small, but
agile, insurgent force faces a much stronger, but more rigid, institutional force
such as a state’s army. Because of its less rigid structure, the insurgent force
is able to self-organize itself into a loosely connected soup of attack units
which combine and dissociate over time in response to their own ad hoc op-
erations, and in response to the state army’s operations. These attack units
are shown schematically in Figure 7. The number of dark shadows in each
unit is proportional to the number of casualties that that unit will inflict in a
typical conflict event. In other words, each attack unit has a particular ‘attack
strength’ which indicates the average number of casualties which will arise in
an event in which this attack unit is involved.

Each attack unit comprises a group of people, weapons, explosives, ma-
chines, or even information, which temporarily organizes itself to act as a single
unit. In the case of people, this means that they are probably connected by a
common location, or by some common communication system. However, an
attack unit may also consist of a combination of people and objects for exam-
ple, explosives plus a few people, such as in the case of suicide bombers. Such
an attack unit, while only containing a few people, could therefore have a high
attack strength. Information could also be a valuable part of an attack unit.
A lone suicide bomber who knows when a certain place will be densely popu-
lated – for example a military canteen at lunchtimes – and who knows how to
get into such a place unnoticed, will also represent an attack unit with a high
attack strength. When a given attack unit undertakes an attack, it creates a
number of casualties proportional to its strength – hence the distribution of
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Fig. 7. A model which successfully reproduces the power law pattern observed in a
wide range of modern wars including those in Iraq, Colombia and global terrorism
in non-G7 countries. Here ns=1 represents the number of attack units of attack
strength s = 1, and similarly for ns=2, ns=3 etc

attack-unit strengths will reflect the distribution of casualties which arise in
the war.

As the war unfolds in time, the attack units either join forces with other
attack units (i.e. coalescence) or break up (i.e. fragmentation). In the real
war, joining forces or breaking up would probably involve a decision process
– so a model of whether to choose option 1 (i.e. combine with another attack
unit) or option 0 (i.e. break up) might make sense. However, such a model
would be difficult to analyze mathematically. Instead, we have found that we
can use a much simpler description of insurgent decision-making, and yet still
explain the observed data. In particular, we assumed that the attack units
effectively use a coin to make decisions about whether to combine or break
up. In particular, we assumed that attack units join together with a given
probability 1− p, and break apart with a probability p. We then allowed this
process whereby attack units break up or combine, to carry on indefinitely.
To our surprise, we found that the insurgent force reaches a kind of status
quo in which the distribution in the number of attack units with a given
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attack strength, follows a power law. Since each attack unit will produce an
average number of casualties equal to its attack strength in any given event,
this distribution also represents the distribution of casualties per event. So
this agrees nicely with the real casualty data – but the surprises don’t stop
there. Remarkably, the value of the power-law slope which emerges from the
model is 2.5, which is the same value of α as that obtained for the real wars
and non-G7 terrorism. If we then make the group formation-dissociation
probabilities depend on the existing group sizes, this α value can be moved
toward 2.0 or 3.0, thereby incorporating all the results which we obtained for
modern wars. Generalizing the model further to include multiple insurgent
groups, yields a near-perfect fit with the real data over the entire range of α,
including the nonlinear deviations at high and low x. Hence we can explain
the entire range of casualty events in all modern wars and terrorism, just
by using slight variations of the same basic model. This suggests that the
dynamics of insurgent group formation are the same across all arenas – and
as a consequence of this, it would seem that unless the stronger, but more rigid,
opponent can change its tactics, the same statistical patterns of casualties will
be repeated indefinitely into the future.

The reason that a power law arises from our model, is itself interesting
from the perspective of Complex Systems. The precise distribution of attack
units that are available for breaking up or combining at a given moment
in the war, will depend on what has been happening to the soup of attack
units leading up to this moment – and this, by definition, means that there
is feedback from the past. As a result of this feedback, the distribution of
attack units, and hence casualties, will neither be completely disordered nor
completely ordered. Instead, it gives us something which is complex.

8 The ‘When’ of War

We have now taken this analysis further, looking at how the war evolves in
time. In particular, we chopped up the length of each war since its beginning
into little sections, and found that the data in each piece also followed a power-
law. We then deduced the slope of the power-law for each piece. The result is
shown in Figure 8. Remarkably, the size of the power-law slope in each war
has crept even closer to 2.5 over time. This suggests that both these wars and
global non-G7 terrorism currently show the same underlying patterns and
hence character. This in turn suggests that the insurgent forces underlying
these modern wars and terrorism, are now effectively identical in terms of how
they are operating. These results also let us re-interpret the history of a given
war. In particular, the Iraq war began as a conventional confrontation between
large armies, but continuous pressure applied to the Iraqis by coalition forces
broke up the insurgency into a collection of attack units. In Colombia, on
the other hand, the same end result has been arrived at in the opposite way.
In particular, the guerrillas in the early 1990 were unable to join up into
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Fig. 8. Two modern, but very different, wars in Iraq and Colombia seem to have
evolved in such a way that they currently have the same power law exponent α.
This power law exponent matches that obtained from the distribution of terrorist
attacks in non-G7 countries

high-impact units – hence the attack units were all very small. But since then,
they have gradually been acquiring comparable capabilities, and now have a
distribution of attack units which is as wide as that of the insurgents in Iraq.
Furthermore, the fact that both Iraq and Colombia currently have the same
power-law slope as non-G7 terrorism, suggests that the attack unit structures
in all three arenas are currently the same. But what if someone has artificially
inflated or deflated the casualty numbers for Iraq or Colombia? Fortunately it
turns out that it doesn’t matter too much, since any systematic multiplication
of the raw numbers by some constant factor has no affect on the slope and
hence the value of α.

These results provide us with significant new insight into the character of
wars. However as anyone operating in a conflict on the ground knows, it would
be even more useful to know something about the pattern of attacks in time
– in particular, on a daily scale. Judging from the news from Iraq that we
hear, it certainly doesn’t seem like there is any pattern. Tuesday there might
be three attacks in Baghdad, with eight casualties in one attack and twenty
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in the other two. Wednesday, there might be one attack in Tikrit with fifteen
casualties. And so it goes on. So is there any method at all underlying this
madness? To answer this question, we took the output time-series from this
Complex System – in particular, we took the list of the number of attacks per
day in Iraq – and started looking for patterns. Unfortunately most statistical
tests require lots of data – and the Iraq war is a one-off event, so it only has
one set of data. We were therefore faced with a problem which is analogous to
the following situation. Imagine someone has told you that they have shuffled
a deck of cards. You don’t believe them, and so you want to check. If they
have indeed shuffled them, then the sequence in which the cards appear should
look random. But what does this mean? It means that the actual sequence of
cards should look similar to a deck which has been thoroughly shuffled. Now
let’s suppose that the sequence of cards in the deck represents the sequence
of attacks-per-day in the Iraq war. In particular, each card represents a day,
and the number of points on each card represents the number of attacks on
that day. For example, the three of clubs, hearts, diamonds or spades would
correspond to a day with three attacks. Hence the total number of attacks
that the insurgent force can produce over the length of the war, is equal to
the total number of points in the deck. What we wanted to find out is if there
is any specific order in which the insurgent force is performing these daily
attacks – in other words, if there is any specific order in which the cards are
arranged?

This card analogy gave us the clue as to how to proceed with the real
Iraq data. We took the deck of cards – or equivalently the set of attacks-
per-day – and shuffled them thoroughly. In doing so, we produced a ‘random
Iraq war’ in which the numbers of attacks on consecutive days are unrelated.
We then repeated this process in order to obtain a large set of such random
Iraq wars. Since this analysis of the number of events doesn’t involve the size
of each event, each of these random wars has exactly the same distribution
of casualties as the actual Iraq war, i.e. it would produce exactly the same
power-law as in Figures 5 and 6 and with the same slope. However, the order
in which the attacks-per-day occurred would be different in each version. By
repeating this procedure many times, we were able to get a picture of what
the war in Iraq would be like if the sequence of daily attacks was random.

We found that the actual sequence of daily attacks in Iraq shows more
order than for a random war. In other words, there does indeed seem to be
some systematic timing in the attacks and hence some forward planning by the
insurgent groups – just as we would expect from a Complex System containing
a collection of competitive, decision-making agents. Going further, we have
been able to deduce the particular sequences of daily attacks which occur
more often than expected, and those which occur less often than expected.
What is even more surprising is that we find similar results for the case of
Colombia. Needless to say, we are currently hard at work on further tests to
uncover the full extent of the temporal patterns underlying such attacks.
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9 Future Work and Perspectives

Having looked at the sizes and timing of events in modern wars, we are
extending this to organized crime activity including homicides, kidnappings
and extorsion. In particular, we have successfully created multi-agent models
which mimic the decision-making dynamics of insurgent groups, just as had
been done earlier for groups of financial traders [1]. By analyzing the size, tim-
ing and spatial coordinates of a given event, as well as the groups involved,
we are now able to reconstruct the possible trails which a particular insur-
gent group might have followed. Just as in a multi-species ecological setting
within the natural world, we are interested in determining the behaviours and
possible protocols which arise when a particular group from insurgent army
A happens to cross the path of a particular group from insurgent army B. In
particular, we are trying to deduce whether they decide to fight each other,
collaborate, ignore each other – or even consciously avoid each other. Going
further, we know that wars like the ones in Colombia and Afghanistan have
taken place against the backdrop of an illicit trade such as drug trafficking.
This activity provides an effective nutrient supply in the form of money for
buying supplies and weapons, and thereby helps feed the war as a whole. So
just like a fungus will thrive in a forest, or a cancer tumour will thrive in a
host, these armed groups are fed by a rich source of nutrients which allows
them to self-organize into a robust structure.

Finally we note that far from threatening traditional interpretations of
individual wars by historians, sociologists and political scientists, this work
provides a complementary cross-conflict analysis which in turn offers a frame-
work for comparing wars – not in terms of their origins, geography or duration,
but in terms of the ‘way’ in which the war is fought. In other words, we are
looking at the character of human conflict.
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1 Introduction

Consider a group of agents which is to find a common agreement about some
issues which can be regarded and communicated as real numbers. Each agent
has an opinion about each issue which he may change when he gets aware of
the opinions of others. This process of changing opinions is a process of con-
tinuous opinion dynamics. Examples for discussing groups are parliaments,
commissions of experts or citizens in a participation process. The opinion
issues in parliaments can be tax rates or items of the budget plan, in commis-
sions of experts predictions about macroeconomic factors and for citizens the
willingness to pay taxes or the commitment to a constitution.

In many processes of opinion dynamics it is desirable that the agents reach
consensus, either for reaching a good approximation to the truth or for the
reason, that reaching consensus is a good in itself (e.g. in the commitment to
the constitution). Often, all relevant information about a societal issue has
been collected and published but it is not reliable enough to bring a collective
opinion or ‘the truth’ without opinion dynamics where agents judge, com-
municate and negotiate about the ‘right’ opinion. In the need of a collective
decision it is the best for the group to achieve consensus because it does not
need a decision by voting or other mechanisms with potential to conflict. In
this study we make simple but reasonable assumptions on humans in opinion
dynamics. The models reproduce the formation of parties and interest groups
and some other reasonable facts in real opinion dynamics. But there remain
many reasonable free parameters of opinion dynamics, where we check a few
with the aim to find structural conditions which might foster the achievement
of consensus in the group.

We define the models based on two facts from social psychology. First,
people adjust their opinions towards the opinions of others. This may be
for normative or for informational reasons. So either because they feel con-
formational pressure and want to assimilate or because they appreciate the
information of others to be relevant. Further on, people perceive themselves as
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members of a subgroup, according to the theory of self categorization. In our
setting one feels as in a group with the people who have similar opinions. We
put these descriptions of peoples behavior regarding opinion dynamics into
rules for agents behavior: Agents find new opinions as averages of opinions of
others and they will do this only with respect to agents which lie within their
area of confidence.

Repeated averaging and bounded confidence lead to clustering dynamics.
If the agents in our model have big enough areas of confidence they are able to
find a consensus. If they are small they will fail and form several clusters. Are
their structural properties of the opinion dynamics environment that have a
positive effect on the chances of finding a consensus? Here, we will ask how
structural properties of the opinion dynamics process as the communication
regime, the number of opinion issues, their interdependence and the mode
how agents form their area of confidence affect the chances for consensus?

With the question about conditions for consensus we grab an old research
line of DeGroot [3] and Lehrer and Wagner [7] about the problem how to
aggregate opinions to a rational consensus in science or society. They model
aggregation by averaging with powers of reputation matrices . The work in
[7] was in the flavor of the social choice problem . In recent times Hegselmann
and Krause [4] grabbed on this with the idea of bounded confidence and for-
mulated a model (now nonlinear) of opinion dynamics which can be seen as
repeated meetings of agents with bounded confidence. Independently, Weis-
buch, Deffuant and others [2, 11] formulated a similar bounded confidence
model with random pairwise interaction, what we call gossip communication.
They came with the background of social simulation, sociophysics and com-
plexity science.

In section 2 we will outline and discuss the parameter space and define
the two opinion dynamic processes. Section 3 shows the basic dynamics which
are universal in these models: cluster formation in the time evolution and the
bifurcation of cluster patterns in the evolution of the bound of confidence. We
will set up on them in section 4 where we present and discuss the simulation
results with a focus on the consensus transition. We show e.g. that raising
the number of opinion issues fosters consensus if the issues are under budget
constraints, but diminishes consensus if they are not. We conclude by giving
a colloquial summary and pointing out further research directions.

2 Continuous Opinion Dynamics and Bounded
Confidence

Here, we define the basic models of [4] and [11] such that they extend to more
dimensional opinions and to different areas of confidence. We briefly discuss
real world interpretations.
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The agents

Often, analytical results are either possible for very low numbers of agents or
in the limit for a large number of agents. Complexity arises with finite but
huge numbers of agents. The fuzzy thing is that some macro level dynamics
work, while at critical points changes appear very sensitive due to specific
finite size effects . In the simulation studies we chose n = 200 because we
regard this as applicable to a wide range of real groups of agents. We also
checked n = 50, 500 to ensure that the results hold also in this range, which
they do. This range of group sizes coincides with the social brain hypotheses
[6] that humans can only hold about 150 relationships on average.

The opinion space and the initial profile

The opinion space is the set of all possible opinions an agent may have. In
continuous opinion dynamics about d issues this is R

d. So, we call xi(t) ∈ R
d

the opinion of agent i and x(t) ∈ (Rd)n the opinion profile at time t ∈ N. The
evolution of an opinion profile is the process of continuous opinion dynamics.
Dynamics depend heavily on the initial opinion profile. If we model dynamics
by repeated averaging, then dynamics take place in the convex region spanned
by the initial opinion profile x(0), we call this the relevant opinion space. For
d = 1 this is always an interval. For higher d there are many shapes. In
this study we will restrict us to d = 1, 2, 3 and two shapes of the initial
relevant opinion space: the cube �d := [0, 1]d and the simplex �d := {y ∈
R

d+1
≥0 |

∑n
i=1 yi = 1} (see Figure 1). Notice that �d is a subset of �d+1. These

two shapes stand for two different kinds of multidimensional problems. The
cube represents opinions about d issues which can be changed independently.
The simplex represents opinions about issues where the magnitude of one can
only be changed by changing others in the other direction. The main example
is a budget plan with a fixed amount of money to allocate. Further on, we
restrict us to random initial opinions which are equally distributed in the
relevant opinion space. (It is not trivial to produce an equal distribution on
a simplex! Normalization to sum-one of a d + 1-dimensional cube would be
skewed. We produce it by taking a d-dimensional cube and throwing away
all opinions with sum bigger than 1. Then we compute the missing least
component for each opinion.)

The area of confidence

The area of confidence is a region in the opinion space around an agent’s
opinion. He regards all opinions in this region as relevant and all others as
irrelevant. This region moves when the agent changes his opinion. Formally, it
is a compact and convex subset of the opinion space including the origin. The
origin is mapped to the opinion of the agent. In a one dimensional opinion
space the only relevant areas are intervals. In more dimensions several areas
seem appropriate. We restrict this study to the unit balls of the 1- and the
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[1 0]

[0 1]
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[1 0 0]

[0 1 0 0]

Simpex, d = 3 (skew!)

[1 0 0 0]

[0 0 1 0]

[0 0 0 1]

Fig. 1. � and � opinion spaces with example areas of confidence for p = 1,∞

∞-norm (see Figure 1) centered on the opinion and scaled by a bound of
confidence ε > 0. Thus, agents measure the distance of opinions x1, x2 ∈ R

d

as
∥∥x1 − x2

∥∥
1

=
∑

i

∣∣x1
i − x2

i

∣∣ or as
∥∥x1 − x2

∥∥
∞ = maxi

∣∣x1
i − x2

i

∣∣ and judge
their relevance by the threshold ε. We use these norms because they are close
to how humans may judge differences in opinion. Agents using the 1-norm are
willing to compensate between the opinion issues. If the other agent’s opinion
differs a lot in one issue this can be compensated by differing low in another
issue. Agents using the ∞-norm are noncompensators. Their distance in each
opinion issue should be below ε to accept another’s opinion. For d = 1 the
area is always an interval. For the cube and d = 2, (3) the ∞-ball is a square
(cube); for the 1-ball it is a diamond (octahedron). The intersection of the
2-dimensional simplex and the 3-dimensional area of confidence is a hexagon
with edge length ε for the ∞-norm and with edge length ε/2 for the 1-norm.
The intersection of the 3-dimensional simplex and the 4-dimensional area of
confidence is an octahedron for the ∞-norm and a cuboctahedron for the
1-norm. Things get more fuzzy when going to more dimensions.

The communication regime

The models of [4, 11] can both be extended naturally to the different opinion
spaces and the areas of confidence outlined above. They differ in their com-
munication regime. In the model of Hegselmann and Krause [4] each agent
chooses his new opinion as the arithmetic mean of all opinions in his area of
confidence. All agents do this at the same time. To do this, they need to know
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the opinions of all agents. We call it communication by repeated meetings. In
the basic model of Deffuant, Weisbuch and others [11] two agents were chosen
at random. They compromise in the middle if their opinions lie in the area of
confidence of each other. We call this communication regime gossip.

Now we are ready for the mathematical definition of the two processes of
continuous opinion dynamics.

Given an initial profile x(0) ∈ R
n, a bound of confidence ε > 0 and a

norm parameter p ∈ {1,∞} we define the repeated meeting process (x(t))t∈N

recursively through
x(t + 1) = A(x(t), ε)x(t), (1)

with A(x, ε) being the confidence matrix defined

aij(x, ε) :=
{ 1

#I(i,x) if j ∈ I(i, x)
0 otherwise,

with I(i, x) := {j |
∥∥xi − xj

∥∥
p
≤ ε}. (“#” stands for the number of elements.)

We define the gossip process as the random process (x(t))t∈N that chooses
in each time step t ∈ N two random agents i, j which perform the action

xi(t + 1) =
{

xi(t) + 1
2 (xj(t) − xi(t)) if

∥∥xi(t) − xj(t)
∥∥

p
≤ ε

xi(t) otherwise.

The same for xj(t + 1) with i and j interchanged.
Figure 2 demonstrates one time step in each process.

Fig. 2. Examples of one step in meeting (left hand) and gossip (right hand) dynamics
in the opinion space �2

3 General Dynamics

Clustering dynamics in the time evolution

Every gossip and meeting process converges to a fixed configuration of opinion
clusters [8, 10]. We call this fixed configuration the stabilized profile. A general
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dynamic is that opinion regions with high agent density attract agents from
around. This attraction comes due to a higher probability to meet an agent in
this region in gossip communication and due to the fact that the barycenter
of opinions in an area of confidence is often close to a high density region.

If we consider an initial profile with uniformly distributed opinions on
a certain relevant opinion space (� or �) than the density distribution of
opinions evolves over time as follows. (The following dynamic description can
be traced in Figure 3(a) for �1 and for �2 in figure 4.) Agents at the border of
the relevant opinion space move closer to the center because opinions in their
area of confidence are not equally distributed. Density in the center changes
only due to random fluctuations in the initial conditions. So the relevant
opinion space contracts but holds mainly the same shape but with a higher
agent density at the border. If a more dimensional opinion space had some
vertices (as � and � have) the density in the evolving high density regions is
even higher at the vertices due to opinions coming from more sides.

These high density regions at the vertices of the relevant opinion space
attract agents from the center and may get disconnected from the center and
from the other vertices at some time, due to absorbtion of the connecting
agents, and form a cluster. The dynamics goes on similar in the remaining
cloud of connected opinions.

If some of these high density regions lie as close to each other that a small
group of agents holds contact to both, then it may happen that they attract
the agents in these high density regions and both join to form a bigger cluster.
This may also happen to more clusters at the same time or with some delays
(see Figure 4 for an example). The fuzzy thing in more dimensions is that
this contracting process happens on all face levels (e.g. faces and edges) of
the shape of the opinion space on overlapping time scales. Further on, some
clustering in the center may also occur due to slow deviations of uniformity.
The time when some high density regions have formed but have not completely
disconnected from the rest is thus the critical time phase. In more than one
dimension it is unpredictable which of the intermediate clusters joins with
which others. Changes may happen due to very low fluctuations in the initial
profile or the communication order.

�d has d + 1 vertices and thus the same number of intermediate high
density regions. The number of possible final cluster configurations that may
evolve by disconnecting or joining of these high density regions is the same
as the number of partitions of {1, . . . , d + 1} into pairwise disjoint subsets,
which is the Bell number Bd+1. This shows the combinatorial explosion of
different possible outcomes: B2 = 2, B3 = 5, B4 = 15, B5 = 52, B6 = 203,
B7 = 877, B8 = 4140.

Bifurcation dynamics in the evolution of the bound of confidence

For each value of ε there is a certain characteristic stabilized profile under
the assumption of a uniformly distributed initial profile. The number, the
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(a) Example processes for gossip and
meeting communication in the interval
[0, 1] demonstrating the time evolution to
a stabilized profile. Notice one outlier for
gossip and the meta-stable state in meet-
ings.
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(b) Reverse bifurcation diagrams of
characteristic states of the stabilized
profile in the ε-evolution. Diagrams
derived by interactive Markov chains.
Black is a high number of agents, gray a
low number of agents.

Fig. 3. Demonstration of general dynamical properties

size and the location of opinion clusters in this stabilized profile are of inter-
est. In Figure 3(b) we see the reverse bifurcation diagrams for the attractive
states of the meeting and the gossip process in �1 = [0, 1] as relevant opinion
space. These diagrams have been computed with interactive Markov chain
that govern the evolution of the distribution of an idealized infinite popula-
tion to a huge number of opinion classes in the opinion space (for details see
[8, 9] and [1] for the inspiring differential equation approach). Such bifurcation
diagrams should exist for moredimensional opinion spaces, too. A stabilized
profile with 200 agents can be significantly blurred by low fluctuations in the
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Fig. 4. Example for meeting communication in �2 for interesting time steps. Notice
the successive joining of intermediate clusters

initial profile and thus does not behave as the bifurcation diagram predicts.
But as simulation shows, a bifurcation diagram with attractive states and
certain discontinuous changes when manipulating ε seems to underlie opinion
dynamics under bounded confidence.

It is easy to accept that ε = 1 leads to a central consensus, while ε → 0
leads to full plurality where no opinion dynamics happens. The behavior in
between can be understood as bifurcations of the consensual central cluster
into other configurations of clusters. In the gossip and the meeting process the
main effect when going down with ε is that the central cluster bifurcates at
certain values of ε into two equally sized major clusters left and right which
drift outwards when lowering ε further. The central cluster vanishes (nearly)
completely to get reborn and grow again until it bifurcates again. We call
the interval between two bifurcation points an ε-phase for a characteristic
stabilized profile. The length of the ε-phases scales with ε, so for lower ε the
phases get shorter. This fact is the basis of the 1/2ε-rule (see [11]) which
determines the number of major clusters under gossip communication.

Besides the common behavior the gossip and the meeting process differ.
Under gossip communication there are minor clusters at the extremes, a nu-
cleation of minor clusters between the central and the first off-central clusters
and minor clusters between two major off-central clusters. These minor clus-
ters occur as a few outliers in agent based example processes, too. Meeting
communication shows no minor clusters but the surprising phenomena of con-
sensus striking back after bifurcation. Convergence in this phase takes very
long (see [9]). The long convergence times to central consensus occurs also in
front of each bifurcation of the central cluster. E.g. for ε = 0.2 we reach a
meta-stable state of two off-central clusters and a small central cluster which
attracts them very slowly to a consensus. The slow convergence due to meta-
stable states close to bifurcation points occurs also in example processes.

In this study we focus on fostering consensus. So the most interesting point
for us is the value of ε where the big central cluster bifurcates into two major
clusters. This is the phase transition from polarization to consensus. We call
this the majority consensus transition. Only ‘majority’ not total because of
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the extremal minor clusters in gossip communication. We call this point (in
the style of [5]) the majority consensus brink.

4 Simulation Results

Simulation setup

Our simulation setup deals with initial profiles of random and equally dis-
tributed opinions with 200 agents. We run processes for the 24 settings of
the opinion spaces �,� with dimensions d = 1, 2, 3, the areas of confidence
for p = 1,∞ and the communication regimes meeting and gossip. For each
of these settings we took a big enough range of ε-values in steps of 0.01 so
that we are sure that the majority consensus transition happens within this
range. For each of this 24 settings and each value of the respective ε-range
we run 250 simulation runs and collect the stabilized profiles for our final
statistical analysis. We checked 50 and 500 agents with lower numbers of runs
and verified that the results hold analog qualitatively and to a large extend
quantitatively.

For each collection of stabilized profiles for a given point in the {�,�}-
{d = 1, 2, 3}-{p = 1,∞}-{meeting/gossip}-ε-parameter space, we have to
measure the degree of consensus. In earlier studies the most used measure
was the average number of clusters. This is inappropriate because of the mi-
nor clusters at the extremes under gossip communication. We use the average
size of the biggest cluster. If it is 200 we are for sure above the majority con-
sensus brink. If it is slightly below this can have two reasons according to
what we know from Section 3. First, some runs reach consensus, while some
others polarize, or second, there is a big central cluster but also an amount of
agents in minority clusters at the extremes. The second happens mostly for
gossip communication.

Figure 5 shows the average size of the biggest cluster with respect to ε
for all 24 parameter setting. We derive qualitative statements about fostering
consensus from that. With fostering consensus we mean that the transition
to a majority consensus appears for lower values of ε.

The impact of the communication regime (meetings vs. gossip)

Communication in repeated meetings is fostering consensus in comparison to
gossip. But surprisingly Figure 6(a) gives strong evidence about the universal
scale that a group of agents in meeting communication needs only 0.8ε to
reach the same average size of the biggest cluster as the same group under
gossip communication with ε. This holds for all our parameter settings. Only
for very high sizes of the biggest cluster meeting communication gets even
better, probably due to more minor clusters in gossip communication.
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Fig. 5. The average size of the biggest cluster for �,� (marker), d = 1, 2, 3 (line
style), p = 1,∞ (line width) and communication regime (black, gray)
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p = ∞.

Fig. 6. Further simulation results for the average size of the biggest cluster
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The impact of the number of opinion issues d

What happens if we raise the number of issues? The answer is: It depends
on the shape of the initial relevant opinion space. In a simplex, raising the
number of issues fosters consensus. In a cube raising the number of issues
dilutes consensus. Numerical values for fostering with meeting communication
in a simplex and p = ∞: the biggest cluster contains at least 80% of the agents
in 80% of the runs for ε > 0.25 with d = 1, ε > 0.23 with d = 2 and, ε > 0.20
with d = 3. One drawback is that under gossip communication we produce
more and bigger extremal minor clusters in a simplex when raising d, one in
each vertex. Thus, for fostering a complete consensus without outliers raising
dimensionality under gossip dynamics is not good.

The impact of the shape of the relevant opinion space (� vs. �)

What fosters consensus better: an opinion space of three independent issues
(�3) or four issues under fixed budget constraints (�3)? Colloquial: Is it good
to add a budget dimension. The simplex is better for all p and all communi-
cation regimes. But this does not hold for d = 2, where the square is better
under p = 1 but the simplex is better under p = ∞. Both shapes are trivially
equal for d = 1. We conjecture that the simplex is getting better in higher
dimensions. Another question of similar type is: Does it foster consensus to
break a problem of three independent issues (�3) down to a problem of three
issues under budget constraints (�2)? The answer is yes. It holds also for
breaking down from �2 to �1 under p = ∞, but it is the other way round for
p = 1.

The impact of compensating vs. noncompensating (p = 1,∞)

Imagine you appeal to your noncompensating (p = ∞) agents ‘compensate:
switch to p = 1’. This would imply that they should not tolerate distances of ε
in each issue but only in the sum of all distances. Of course this will not foster
consensus because their area of confidence is then only a smaller subset of their
former. Perhaps you can appeal, that they should compensate in the way such
that they should allow longer distances then ε in one issue in the magnitude
as the other distances are short. This would lead to maximal distances of
dε in one issue and perhaps the agent find this two much to tolerate. The
’mathematically correct’ switching from noncompensating to compensating is
to scale ε to that magnitude that the d-dimensional volumes of the areas of
confidence would be equal. We did this for d = 3 in Figure 6(b). The scale for
�3 is 3

√
6 ≈ 1.82 and for �3 it is 3

√
64/5 ≈ 2.34. This ’normalization’ leads

to the result that switching to compensating fosters consensus a little bit.
Probably this result holds only in this configuration of the relevant opinion
space and the area of confidence, there might be negative configurations.



Fostering Consensus 333

5 Summary and Outlook

A colloquial summary: If we want to foster consensus and believe that
agents adjust there opinions by building averages of other’s opinions but have
bounded confidence, then we should manipulate the opinion formation process
in the following way (if possible):

• Install meetings (or publications) where everyone hears all opinions and
do not rely only on gossip.

• Bring more issues in but put them under budget constraints.
• Release guidelines about compensation in the judgements of different

issues.

Of course, our simple model neglects several properties of real opinion dynam-
ics, e.g. rules about voting decisions, underlying social networks, heterogeneity
of agent’s confidence, long run ideologies or strategies and inflow of new in-
formation. All this are tasks for further analytical and experimental work. An
unanswered question is also the reason for the universal 80% scale for meeting
communication compared to gossip.

But we believe that under more realistic extensions there will be influence
of the underlying bifurcation diagram and that critical consensus transitions
will exist. Thus, it is worth to observe and design the structural properties of
opinion dynamic processes, if one aims to foster consensus.
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1 Introduction

The Internet has changed the way we work, learn and entertain ourselves. It
is now changing the way humans organize themselves in societies and forces
a political paradigm change in their governance. Although it barely made
headlines, the World Summit on the Information Society (WSIS) may well stay
in history as having sanctioned, with the creation of an “Internet Governance
Forum”, a promising alternative political paradigm: the “multi-stakeholder
approach”.

In “The structure of scientific revolutions”, Thomas Kuhn introduced the
concept of scientific paradigm shift. He described how dominant scientific the-
ories, such as the Ptolemaic astronomical system, become contested when they
prove unable to explain new observations produced by more precise instru-
ments, in that case, Galileo’s telescope. A crisis period ensues: the underlying
paradigm, e.g. the earth as center of the universe, loses credibility and alter-
native paradigms begin to compete, until one - the Copernican model - finally
imposes itself because of its superior explicative and predictive power.

There is a natural analogy in the political sphere. Whereas scientific
paradigms are the basis of theories that help humans understand the world
and influence it, political paradigms form the basis of governance systems
that help humans organize their societies and the relationships between them.
Therefore, just as scientific paradigms are contested when the theories built
on them cannot explain the world any more, established political paradigms
naturally become contested when the governance structures they provide the
foundations and legitimacy for prove unable to address the new challenges a
society faces or do not allow human polities to organize themselves peacefully.

∗ The ideas expressed here are exclusively the views of the author and in no way
represent an official position of the national government on behalf of which he
participates in international negotiations.
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The Internet has transformed social and economic activities in ways that
were hard to predict only ten years ago. But it also created a global community
of a billion people. The present paper exposes the potential of a new political
paradigm for the governance of global polities: 1) why Internet-related issues
are difficult to address within a United Nations system based on the paradigm
of a community of nation-states; 2) how the notion of multi-stakeholder Inter-
net governance emerged from the World Summit on the Information Society
(WSIS), a four year United Nations process; 3) why this represents a potential
paradigm shift that can ultimately simplify and transform the international
system.

2 Why the Internet Challenges the Existing
Intergovernmental System

The development of the Internet has changed the way human societies
structure themselves, accelerating a trend towards the formation of complex
networks. It also raises public policy issues that the present hierarchical and
geographic country-based system of intergovernmental agencies has difficulties
addressing.

2.1 The Internet as Complex Network

What we casually call “The Internet” is a unified network resulting from
the aggregation of hundreds of thousands heterogeneous networks respecting
common interoperability protocols. A few principles, such as the end-to-end
principle or the technically layered structure, have allowed this unique artefact
of human inventiveness to evolve into probably the most elaborate man-made
structure, exhibiting emergent properties that were not initially planned.

The Internet of today is the emergent result of the cumulative efforts of
millions of actors, individuals, companies and governments, guided by a com-
mon vision, and who self-organized. Studying such a multi-agent, dynamic,
adaptive, non-linear and distributed system naturally interests complexity
science, a discipline that has developed considerably in the recent decades.

Indeed, scientists like Laszlo Barabasi have explored the clustered, some-
how fractal organization of this highly complex physical network as well as the
main application it supports (the World Wide Web). Their studies revealed
a scale-free and power law structure: a very limited number of major nodes
aggregating most connections and an immense majority of nodes with very
few links.

2.2 Global Social Networks

But beyond connecting machines or databases, the Internet connects people
and transforms their social interactions. In particular, with the development
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of blogs and social networking tools, the academic network cum commercial
marketplace has evolved during the recent years into a complete social, eco-
nomic and political space. A global Internet Community of a billion people
is today distributed - albeit still too unevenly - on the surface of the whole
planet. Their social links are highly multi-dimensional, combining traditional
family ties, tribal connections or national citizenships but also linguistic, cul-
tural and religious attachments. This multiplies the number of communities,
thematic groups and organizations that people are members of, and of course
the issues they have a stake in.

Most importantly, the very existence of the Internet encourages the devel-
opment of “weak links” between physically distant people based on thematic
affinities, through a multitude of interest groups. Such relations, maintained
on an episodic basis in spite of distances, sometimes nurtured by professional
meetings or leisure travel around the world, dramatically reduce the number
of “degrees of separation” between the members of this global community and
make it densely interconnected.

Such trends existed or were latent before the Internet. But the global
communications network has considerably accelerated them. As a result, in-
dividuals around the world now belong to multiple, sometimes overlapping,
social networks. Each of these networks increasingly emerge and organize itself
online like the Internet and the Web did: in particular, in large online com-
munity sites, some individuals represent a disproportionate part of the sales
(the Power Sellers on eBay), have a disproportionate number of “friends” (on
MySpace), or post a disproportionate number of contributions (on Wikipedia
or Amazon Reviews).

Future studies of this global community will most likely confirm that the
organization of global social networks exhibits properties comparable to those
detected in the Internet and the World Wide Web: power law distributions
and scale-free structures, with strong, emergent clustering. Indeed, these social
connections form the embryo of a network of global “polities”.

2.3 Complex Policy Issues

Members of these global communities nonetheless interact with one another
in a global common space, and the growing usage and ubiquity of the Internet
raise new public policy issues. Most of them, such as the fight against spam or
cybercrime, protection of privacy and personal data or freedom of expression
are highly transnational and involve potential conflicts of jurisdiction.

Such issues also usually involve a great diversity of actors: governments
of course, but also private companies and non-governmental organizations
(NGO). They also potentially articulate multiple levels: some local action
somewhere on the planet can have a global impact and vice versa. Finally, the
problems to be addressed are often non-linear as there is no proportionality
between the cause and effects: for instance a few lines of code can replicate
virally around the world and infect millions of users in a few hours.
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Such transnational, multi- actor, multi- level and non-linear public policy
issues raised by the usage of the Internet can legitimately be qualified as
complex policy issues. They concern each global human polity but also the
interactions between them.

2.4 Heterogeneous Value Systems

Unfortunately, at the very time when the growing usage of the Internet
makes those issues more pressing, the increasingly heterogeneous value sys-
tems within and among each community make it even harder to address them
in a uniform manner. As the Internet develops and engages more and more
people, participating individuals have increasingly different backgrounds and
cultural, political or religious reference systems. Some are uncomfortable be-
ing exposed online to value sets they do not encounter in real life. Also put
in contact are very different national governance frameworks, or incompatible
legal systems. Some governments feel threatened by the freedom of expression
prevailing on the Internet because it was born and initially developed in west-
ern democratic societies. As a consequence, the common tool and space that so
facilitates relations and that is rightly praised as a great unifier for humanity,
runs the risk on the contrary, of provoking hatred and confrontations.

The critical question therefore is: does the present international archi-
tecture provide appropriate tools for these global communities to address the
complex issues they are facing? In particular, is the present political paradigm
able to offer a unifying framework for very heterogeneous value and governance
systems?

2.5 The Present International System

The present international architecture is based on a community of nation-
states. Their governments send diplomatic representatives for ad hoc confer-
ences or on a permanent basis to participate in the work of intergovernmental
agencies, the best known of which compose the United Nations system. It is
a geography-based system, built on the principle of the equal and absolute
sovereign right of each country and the a priori legitimacy of its government
(whatever its mode of election or designation). Acceptance of this paradigm
represented a clear improvement in the face of the devastations of the early
XXth century and it allowed the development of a broad range of international
organizations, agencies and conferences.

Still, all in all, this system bears the mark of an epoch when nations were
relatively few (with colonial empires still existing in 1945) and neatly sepa-
rated by frontiers; interactions between them were scarce or mainly at the level
of governments - apart from wars and commerce designated as import-export,
travel was difficult and telephone communications were extremely expensive,
justifying the permanent posting of diplomats for each intergovernmental or-
ganization.
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This system naturally reaches its limits in an era where any major city
on the planet can be reached from another in less than a day, where people
routinely travel and work in foreign countries, where instantaneous commu-
nication costs plummet and where traditional import-export is replaced by
complex chains of outsourcing. Out of phase with the evolution of transporta-
tion means and communications, an international system based on the pure
intergovernmental paradigm has more and more difficulties addressing the
challenges of a global and interconnected world.

2.6 The Need for a Political Paradigm Shift

Nowhere is this clearer than on Internet-related issues. Their fundamen-
tally trans-national nature run contrary to absolute sovereignty; their trans-
disciplinary nature crosses mandate boundaries of existing United Nations
agencies, leading either to turf battles among them or to disregard for those
issues falling into the cracks. Representatives of national governments, even
when they really represent their citizens, have difficulties handling causal
chains spanning multiple levels, from the local to the global and are not al-
ways properly trained to handle the complex technical, social, economical and
political dimensions of these subjects. Furthermore, the hierarchical and ex-
clusively geographically-based architecture of the present system does not take
into account the fact that many actors have multiple affiliations and interests,
beyond their national belonging.

Finally, and maybe most importantly, existing rules of procedures make it
very difficult to associate other actors than government representatives, such
as business and civil society entities, although they have been and still are
absolutely essential in the development and functioning of the Internet and
the applications it supports. In a way, the complicated rules of accreditation
elaborated to associate civil society and business actors in the work of in-
tergovernmental organizations look somewhat like the constantly increasing
complications that were added to the Ptolemaic system to make it artificially
compatible with Galileo’s observations.

The need for a new political paradigm to base the governance of Internet-
related issues upon becomes obvious as the Web develops. It was the unan-
ticipated result of a recent United Nations process, the World Summit on the
Information Society (WSIS), to reveal the limits of the present system and to
allow the emergence of a promising alternative political paradigm.

3 The Quiet Revolution of the “Internet Governance
Forum” (IGF)

Between 2002 and 2005, a United Nations process called the World Summit on
the Information Society (or WSIS), specifically addressed the various issues
related to the Internet. On the surface, WSIS looked like a UN summit like all
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others: this four-year process was structured around two major events (Geneva
in 2003 and Tunis in 2005) at the level of heads of states or governments. They
gathered more than 15,000 people each, and produced four documents signed
by more than 180 governments after lengthy diplomatic negotiations.

But upon closer look, the WSIS was a dynamic, emergent process that
forced hundreds if not thousands of diplomats, business people, civil society
actors and technical specialists to interact during four years. As a result they
were forced to progressively recognize each other as legitimate actors in the
debate. Although it barely made headlines, WSIS may well stay in history as
having sanctioned, with the creation of an “Internet Governance Forum”, an
alternative political paradigm: the “multi-stakeholder approach”.

3.1 Mutual Recognition of the Different Categories of Stakeholders

Initially, by fear of creating a dangerous precedent, most governments tried
to preserve the strict intergovernmental nature of negotiations taking place
under the leadership of the International Telecommunications Union (ITU),
a specialized UN agency. This included physically throwing out of the negoti-
ating rooms duly accredited representatives of business and civil society. But
this attitude was not sustainable.

Progressively, governments were forced to recognize the undisputable com-
petence, and therefore legitimacy and utility, of business and civil society ac-
tors. After all, they had not only invented but built and managed the now
ubiquitous global Internet during a time when few governments were paying
attention. And the knowledge of those actors was more than necessary for
many diplomats initially lacking technical understanding of the issues.

But symmetrically, civil society and business actors were forced to recog-
nize that the new complex issues raised by the growing use of the Internet, such
as spam, cybercrime, protection of privacy and personal data or freedom of
expression, could not be addressed without some involvement of governments.
This ran contrary to early claims that the Internet had made governments ob-
solete and that Internet-related issues should be the sole province of private
sector (via self-regulation) or the technical community alone.

This progressive mutual recognition during the two first years of the Sum-
mit allowed the emergence of the expression “stakeholders” as a generic term
to designate the different categories of actors. It appeared repeatedly through
the documents adopted in Geneva in 2003.

3.2 A Definition of Internet Governance (IG)

The WSIS also witnessed the progressive recognition within the diplomatic
community of the expression “Internet Governance” . The term had its origin
in the technical community to designate the management of the Internet’s
core resources under the responsibility of the Internet Corporation for As-
signed Names and Numbers (ICANN), particularly IP addresses and domain
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names. But during the WSIS, Internet Governance emerged as an agreed
“meme” among all actors to cover in a single term a broad variety of issues.
IG progressively became understood as encompassing not only the technical
management of the network but also the whole range of public policy issues
related to its use. In other terms, “Internet governance” progressively meant
both the governance “of” the Internet and governance “on” the Internet.

During the year 2004, a specific Working Group (the appropriately named
Working Group on Internet Governance or WGIG) created by the Geneva
Summit, was even tasked, among other things, to establish a working def-
inition of Internet Governance. The Tunis Agenda for the Information So-
ciety (TAIS) formally included the resulting working definition: “Internet
Governance is the development and application by governments, civil so-
ciety, business and international organizations, in their respective roles, of
shared principles, norms, rules, decision-making procedures and programmes
that shape the evolution and use of the Internet”.

The last part of this sentence clearly reaffirms the dual dimension of In-
ternet governance as governance “of” the Internet (“the evolution”) and “on”
the Internet (“the use”). But more than anything, the very mention in a
document signed by more than 180 countries of the expression ”Internet Gov-
ernance” and of the necessary involvement in it of the different categories of
stakeholders was a considerable milestone.

3.3 The Internet Governance Forum (IGF)

The first phase of the WSIS in Geneva had recognized the importance of the
different stakeholders, but they implicitly were supposed to remain separate.
The second phase of the Summit, on the contrary, saw the emergence of the
expression “multi-stakeholder”, ultimately appearing more than 15 times in
the Tunis Agenda for the Information Society (TAIS). A major additional
step forward was the creation of an open “forum for multi-stakeholder policy
dialogue”.

This Internet Governance Forum (or IGF) held its successful inaugural
meeting in Athens in October 2006. More than 1,300 participants with no
other accreditation requirement than registering online took part in a four-
day event. Official sessions were devoted to issues of Security, Openness, Di-
versity and Access and more than 30 workshops organized at the initiative of
participants dealt with a very broad range of issues.

Although the Internet Governance Forum is formally attached to the
United Nations Secretary General, the IGF is neither a new organization (it
has no legal status so far), nor a traditional conference taking place during a
fixed and short period of time. Established for at least five years and more
than likely to be continued afterwards, it is an ongoing process, punctuated
by annual meetings but with intersessional work likely to develop.

The creation of the IGF is a quiet but significant institutional innovation,
very different from traditional UN processes.
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3.4 Thematic Networks of Stakeholders

First of all, the whole approach is not based on a community of nations-states
any more but on thematic networks of stakeholders.

In the present international system, based on the hierarchic, geographic
paradigm and the preeminence of the national level, citizens are represented
at the international level exclusively through their government, whatever its
nature or the way it was designated. The present international system is an
assembly of the “peoples” of the world and not of individual citizens. In that
framework, thematic issues (health, culture, trade, security) are handled by
ad hoc intergovernmental organizations or conferences by representatives of
national governments. They may or may not associate other actors.

The Internet Governance Forum adopts an inverse approach, network-
based and thematic rather than hierarchical and geographic. It gathers around
specific issues (in this case Internet governance and its sub-themes) all con-
cerned “stakeholders”. This implies a voluntary move for each actor who can
decide to participate or not. It is in many respects much more adapted to the
structuring of the gobal community.

The spontaneous emergence during the first meeting of the IGF in Athens
of “Dynamic Coalitions”, gathering actors interested in specific sub-issues
(such as spam, privacy, open standards...) illustrates the scalability and repli-
cability of the concept at different levels.

3.5 Equal Footing of Stakeholders

Another essential difference between the IGF and existing intergovernmental
organizations is the absence of separation between the different stakehold-
ers and their participation on an equal footing. No organization in any way
attached to the United Nations has ever attempted such a radical experi-
ment. Even the International Labour Organization (ILO) keeps its tripartite
representation of governments, employers and trade unions as separate con-
stituencies.

This equal footing among all actors - at least in deliberative phases - may
ultimately appear as the main advantage of the multi-stakeholder approach:
the participation of actors coming from very different backgrounds is the best
guarantee that the technical, social, economic and political dimensions of any
issue will be taken into account in the early stages of discussion.

3.6 Participation of Individuals

Finally, participation in the work of the Internet Governance Forum is open
to any actor interested, even individuals, in stark contrast not only with the
traditional exclusive competence of governmental representatives but also with
the heavy accreditation procedures for even the most open UN conferences or
summits.
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This new multi-stakeholder governance framework therefore implicitly
establishes a revolutionary right for any individual to participate, in an ap-
propriate manner, in the deliberative processes dealing with the issues he/she
is concerned with or impacted by.

This should not mean that any individual will have the right to intervene at
any stage in the elaboration of the principles, rules, norms, decision-making
procedures and programmes mentioned in the definition of Internet Gover-
nance. The respective roles of the different categories of stakeholders may
even vary depending on the issue, the venue where they are discussed or the
stage of the discussion. But the fundamental principle is nonetheless implicit
in the modalities adopted in the initial IGF meeting in Athens and it is a
major innovation.

3.7 Towards a Notion of Stakeholdership?

A notion of “stakeholdership” could well represent for thematic governance
networks what citizenship is for traditional intergovernmental processes: the
basic unit of belonging and the foundation for a process legitimacy, the
medium through which individuals with a common interest or concern gather
to participate in its governance. But there is a major difference. Citizenship is
geographical, usually exclusive (few dual nationalities) and received (via rules
relating to parenthood or birth location) rather than chosen. By contrast, in-
dividuals can claim several stakeholderships, even on a single issue, according
to the different interests or concerns they have in the subject or the different
angles they choose to adopt in examining it.

So, although it constitutes today only a fragile experiment, the multi-
stakeholder approach pioneered by the Internet Governance Forum is based
on a radically different paradigm for dealing with public policy issues and
structuring Policy Development Processes.

4 A Promising New Political Paradigm

Crisis periods are uncomfortable. Human groups strive for some coherence in
their world views to avoid endlessly reopening debates upon each interaction.
The new paradigm that finally imposes itself in science is the one that not only
explains troubling observations better that alternative candidates but also
provides an agreed basis for a broad range of useful new theories. Similarly, a
new political paradigm will impose itself against other proposed solutions if it
provides simpler ways to address complex issues and offers a good legitimacy
basis for a broad diversity of governance regimes and frameworks.

Can multi-stakeholderism become a dominant paradigm? How can it
spread? And what ultimate architecture would it produce?
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4.1 A Simpler and more Flexible Framework

The “multi-stakeholder approach” solves the difficult question of the accreditation
rules for the different categories of stakeholders that all organizations are
presently struggling with. Non-decision-making fora for preliminary discus-
sions allowing all stakeholders to participate on an equal footing are simpler
to design and implement to address the complex Internet issues than elabo-
rating complicated rules on an issue-by-issue basis.

Thematic Governance Networks could then emerge from those preliminary
discussions. Their rules of procedure would be established progressively, with
possible variations on an issue-by-issue basis, by the participants themselves,
allowing a bootstrapping of the processes.

The endorsement by more than 180 governments of the multi-stakeholder
and thematic approach in Internet Governance is largely motivated by these
factors and the absence of a viable alternative. But the likelihood for a new
world vision to rapidly be accepted also depends on the amount of efforts it
requires from actors in their existing activities.

4.2 An Extension, Rather than a Replacement

Coming back briefly to Thomas Kuhn’s analysis, it is important to note
that some scientific paradigm shifts mean the pure replacement of one ini-
tial paradigm by a different one. For instance: either the sun rotates around
the earth, or the earth around the sun; but both cannot be true at the same
time. These are mutually exclusive principles. Transition from one to the other
has important consequences for existing activities - including in Galileo’s case,
a dramatic change in the Church’s teachings. This triggers natural reluctance
to change.

But in other cases, the shift in scientific paradigms allows the newer
paradigm not to replace but to extend the former, which remains valid under
certain conditions, often as first order approximation. In such cases, the new
paradigm is an enabling one, opening up new activities; transformations of ex-
isting activities are much more progressive and indirect, therefore more easily
accepted. For instance, relativity or quantum physics only apply in important
but non-trivial conditions: near the speed of light or at atomic scales. In most
day-to-day applications, traditional Newtonian physics remain dominant.

The multi-stakeholder governance approach is such an evolutionary shift.
It extends and mutates rather than replaces the present paradigm of the in-
ternational architecture. It is indispensable for complex global issues, whose
multi-dimensional nature strongly calls for an early involvement of all the
different actors concerned on a world-wide basis. Nevertheless, existing gov-
ernance frameworks (including national governments) remain fully legitimate
in their respective domains of exclusive competence or sovereignty and are
involved as such.



Multi-Stakeholder Governance 345

In particular, governments are explicitly designated in WSIS documents
as one category of stakeholders for Internet Governance. Citizenship can even
be considered as one sort of stakeholdership, and maybe a critical one. This
should facilitate the acceptance of this new approach by existing actors (in-
cluding governments) on a voluntary basis. It only requires a critical mass of
actors to be useful and viable, and it only changes some of their modes of
interaction, without requesting upfront any transformation of their internal
working procedures. This makes it more easily acceptable by actors with very
heterogeneous political, economical, cultural or religious value systems.

4.3 Growth and Percolation

The Internet and the World Wide Web have emerged in a bottom-up manner,
from the relatively simple interactions of a myriad of agents. They simply
endorsed a technical paradigm shift (packet switching and hypertext links
respectively) and implemented open and shared rules and protocols (TCP/IP
and HTML/HTTP). As a result, a first set of connections (or a first Web
server) became like an initial germ progressively replicating to give birth to
increasingly complex networks of machines or sites.

Similarly, we believe the paradigm shift towards multi-stakeholderism can
allow an Internet Governance Architecture to progressively emerge at the
global level, as the result of the convergent efforts of numerous autonomous
actors using a set of common protocols. Generic and adaptive process rules
for multi-stakeholder interaction and the functioning of thematic governance
networks (a Multi-Stakeholder Protocol?) could provide the germ for a virally
replicating revolution transforming the landscape of global governance. Dy-
namic Coalitions within the Internet Governance Forum (IGF) could be the
first test beds for implementing such Protocols.

It is expected that actors in all domains of the Information Society, in-
cluding various intergovernmental or international organizations, would then
progressively adopt this approach for their Policy Development Processes and
their interactions with other governance structures. It is even likely that other
types of complex issues (such as health, the management of natural resources
or the environment) will ultimately adopt a similar method. The Internet and
the Web have progressively and peacefully transformed our societies. Global
Governance will be transformed in the same manner, progressively and peace-
fully, like a genetic mutation expresses itself through morphogenesis, or as an
adaptive trait reproduces in a gene pool.

Only time will tell how Global Governance will ultimately evolve. But there
is a great likelihood it will self-structure as a complex network, in the image
of the Internet itself: a scale-free and power-law distributed topology built
from the aggregation of heterogeneous but interoperable multi-stakeholder
processes. At least, that is what it probably should be and how the interna-
tional community should try to build it.
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4.4 The Special Responsibility of a “Small World” of Negotiators

Numerous meetings taking place around the world during four years put
participants in the WSIS process in regular contact with one another. As
the frequency of their interactions grew, some individuals, although coming
from very different cultural and professional backgrounds, developed a better
understanding of each other, probably creating a “small world” effect as the
density of their connections passed a certain threshold.

Some have argued that even well-intentioned civil society actors got con-
taminated by a “Net-set” mentality (by analogy with the “jet-set”), hopping
from one conference to the next held in posh hotels, and losing contact with
their constituents. Accusations even appeared of being co-opted by an inter-
national elite class, disconnected with reality.

Although there could be a danger here, reality is more interesting. Bring-
ing all actors into the same environment allowed for the rewiring of existing
social networks and in particular, the development of “weak links”. Individual
“connectors” bridging gaps between constituencies began putting in contact
groups that formerly had few relations - if any. This higher level of interaction
and communication generated a better understanding of the different facets
of each problem within this group of actors, and a growing recognition of the
existence of issues of common interest or concern. It ultimately produced a
sense of joint responsibility in finding the ways and means to address them.

In the follow-up phase of WSIS since 2005, this “small world” group of
actors continues to interact in the numerous international fora dealing with
Internet Governance, and particularly the ITU, ICANN and the IGF. They
provide a unifying thread for distributed negotiations and in particular, they
guarantee that the agreements reached in Tunis progressively percolate in all
organizations they participate in. They avoid the reopening of debates that
have already been addressed at length during WSIS and also explore together,
particularly in the IGF, the ways to move forward on implementation.

Provided members of this small world group avoid the trap of an “exclu-
sive club” mentality and, on the contrary, contribute to bridging gaps between
constituencies and actors in all processes they participate in, they could form
the core of an exemplary group of practitioners of multi-stakeholder gover-
nance and play a critical role in shaping the protocols that will allow multi-
stakeholderism to establish itself as the dominant political paradigm of the
XXIst century.

5 Conclusion

The multi-stakeholder governance approach is a major conceptual innova-
tion. But it only became practicable at the global level because of the exis-
tence of online tools facilitating access to information (Web sites and real-time
transcriptions), remote participation (webcasts, blogs), iterative consultation
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processes (mailing lists and forums) and soon, collaborative drafting (wikis).
Indeed, multi-stakeholder governance requires a combination of physical inter-
actions and “intersessional” online collaboration that only the Internet itself
makes possible.

Internet Governance is therefore not only the governance “of” the Internet
and “on” the Internet. It is also, in a certain way, governance “enabled by”
the Internet, or in other terms, the embryo of “Governance for the Internet
Age”, which is also a complexity age. The global network demands a new type
of governance; but it is also the tool that makes this new governance possible
and shapes it in its own image: real-time, scalable, participatory, distributed
and emergent.

Furthermore, the multi-stakeholder principles and methods the IGF ex-
perimented with, may very well be applicable in the future to other domains
such as environment, health or natural ressources, by merely changing the
concerned stakeholders. As a consequence, a pragmatic evolution of the whole
international system could emerge through the progressive implementation of
successive thematic governance regimes.

The Internet has transformed social and economic activities in ways that
were hard to predict only ten years ago. It is now poised to also transform the
way human communities organize themselves, that is: policy-making at the
different levels. This recognition of the “multi-stakeholder principle” for In-
ternet Governance is therefore a limited but essential step towards the global
governance system our interdependent world needs, and the Internet Gov-
ernance Forum constitutes a laboratory for new modalities to organize the
international community. It should be allowed to evolve as a complex system,
from the bottom-up and through the adoption of simple protocols, to develop
its full peaceful but transformational potential.

This fragile experiment is just a beginning. Its future is not written and the
IGF will certainly be confronted to major challenges. But it offers a glimmer
of hope in the debate on global governance and offers the needed paradigm
shift to progressively modify the way the international community addresses
the global issues it is confronted with.
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1 Introduction

The study of complex networks has applications in various fields and attracts
growing attention. In the last decade, much progress has been reached in
understanding complexity of network architectures. However, not only the
architecture but also the dynamics taking place in a network is important.
This dynamics determines functions of networks, related, e.g., to information
processing in the brain, which is a network of neurons, or to the production
process in a factory, which is a network of machines. Most of the real-world
networks are constructed in such a way that they implement certain desired
dynamical behaviors. Not only the individual components of a network such
as single neurons, but also the network architecture, e.g., connections between
neurons, should be appropriately designed. Thus, it should be expected that
real-world networks have architectures reflecting their desired dynamical be-
haviors. If one can extract topological properties of the networks relevant for
their desired dynamics, this may provide insights into the role of each topo-
logical property from the viewpoint of dynamics and help to understand the
design principles of functional networks.

Engineering of functional networks is a major scientific challenge. Even
the best modern rationally designed networks are still inferior as compared to
the natural networks which result from an evolution. The fastest computers
are well behind the information processing capacity of the brain, despite the
fact it is based on the elements which are intrinsically very slow. Inside a
single biological cell, thousands of different molecular manufacturing and de-
livery processes proceed in parallel, in a crowded environment in the presence
of strong thermal fluctuations, and, nonetheless, characterized by the level
of predictability and robust adaptability which is unprecedented for human-
designed manufacturing and transportation systems. Therefore, it may be
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highly beneficial to use evolutionary optimization approaches for the design
of artificial functional networks. Among many potential applications of such
networks, manufacturing and delivery nanosystems should be mentioned.

This article provides a review of our recent studies exploring possibilities
of evolutionary design of artificial dynamical networks with prescribed func-
tional properties. Three examples of evolutionary engineering of such networks
are presented. First, logistic delivery networks similar to signal transduction
networks of a biological cells are considered. We show how networks with
prescribed arbitrary delivery patterns can be constructed by evolutionary op-
timization. Furthermore, we demonstrate how such functional transportation
networks robust against local damage (random removal of links or nodes)
can be designed. Our second example deals with self-tuning dynamical net-
works which adjust their architecture via an evolution-like process, learning
to imitate another dynamical system. Finally, a network of coupled phase os-
cillators in the presence of an external pacemaker is considered. By changing
their patterns of connections, the oscillators evolve to a network architecture
which makes their entrainment by the pacemaker possible.

2 Design of Functional Networks Robust
against Local Damage

The problems of network robustness have been often discussed in an abstract
context, aimed at developing optimal defense strategies for the Internet and
the WWW [1, 2, 3]. In these studies, performed for large random networks,
the emphasis was on the percolation phenomena, with robustness of a net-
work viewed as its capacity to avoid disintegration under accidental or di-
rected damage. In contrast to this, functional networks should maintain their
prescribed, specific functions while possibly exposed to random damage or pa-
rameter variations. Is it possible, by adjustment of the network structure, to
develop systems with prescribed functions that are furthermore robust against
damage? How strongly would requirements of robustness against a particular
kind of damage affect their architecture?

To analyze these questions, a study of functional flow distribution networks
has been undertaken [4]. A cell should activate a fixed group of genes in
response to each arriving stimulus, while a factory is designed to manufacture
particular products from given resources and a logistic network must transport
goods to particular destinations. As a simple abstraction of such systems, a
toy model of a flow distribution network can be considered. The network
transports material flows, applied to it input nodes, through a number of
middle redistribution nodes to a set of output nodes. If a flow is applied to one
of the input nodes, it reaches, in varying amounts, different output nodes. The
set of such delivery patterns, corresponding to activation of various individual
input nodes, defines the flow distribution function of a particular network. We
show how, by an evolutionary optimization method, networks with prescribed
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arbitrary distribution functions can be designed and how, furthermore, they
can be made robust against random local damage while fully retaining their
functionality.

A flow distribution network consists of Nin input nodes, M middle nodes,
and Nout output nodes (examples of such networks are shown in Fig. 1). Its
architecture is specified by a directed graph of connections between the nodes
with an adjacency matrix Aij (we have Aij = 1, if there is a link from node j to
node i, and Aij = 0 otherwise). Each link bears some flux uij . The sum of all
incoming fluxes for any node is equal to the sum of all outgoing fluxes. For any
node, all outgoing fluxes are equal in intensity and are obtained by splitting
the total incoming flux in equal parts between the outgoing connections. Thus,
we have

uik =
1∑
l Alk

∑

j

Akjukj (1)

for any node k. Introducing total fluxes xi =
∑

j Ajiuji passing though nodes
i, this distribution law can also be written as

xi =
∑

j

Aij
xj∑
k Akj

. (2)

External fluxes can be applied to the input nodes and external sinks are
attached to the output nodes. A unit external flux xα = 1, applied to an
input node α, becomes distributed after passing through the network and
fractions xβ = Qαβ of the applied flux reach different output nodes β.

a

b

Fig. 1. Flow distribution networks robust against removal of nodes (a) and links (b)
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The matrix Q with the elements Qαβ defines the distribution function
F(G) = Q of any given network G. The ideal performance of a network
corresponds to some fixed output pattern Q0, specifying (for logistic appli-
cations) to which final destinations β and in what amounts Qαβ a particular
kind α of goods must be supplied. A network G0 is optimal, if F(G0) = Q0.
The distance ε of any network from its ideal performance can be defined as
ε = |F(G) − Q0|.

Networks with arbitrary distribution functions can be constructed by using
an evolutionary optimization algorithm. Suppose that we want to design a
network with the output pattern Q0. Then we define the flow error

ε =
1

2Nin

Nin∑

α=1

Nout∑

β=1

(
Qαβ − Q0

αβ

)2
(3)

as the distance between the output pattern Q of a network G and the ideal
output pattern Q0 and try to minimize it through an evolution-like process.

A structural mutation applied to network G, thus obtaining a new network
G′ with the flow error ε′. If the error of the new network is smaller than that
of the old network (ε′ < ε), such a mutation is always accepted. If the error
has increased (ε′ ≥ ε), the mutation is accepted with the probability

p(ε) = exp
[
−ε′ − ε

εσ

]
(4)

where σ is a fixed parameter. Thus, a variant of the stimulated annealing
method is used here, with the effective temperature θ = εσ that decreases
with the flow error. If a mutation has been accepted, this iteration step is
repeated with the new network. If the mutation is rejected, the next iteration
step is performed for the old network G. Details of the optimization algorithm,
including the description of applied structural mutations, can be found in [4].
Note that the total number of middle nodes was not allowed to increase during
the evolution.

Our simulations, performed for the networks with 8 input, 8 output and
20 middle nodes, show that flow networks whose output patterns are close to
an arbitrary, randomly generated output pattern can be readily constructed
by using this optimization method [4].

Next, networks whose performance is robust against local damage are con-
structed. To do this, the concept of functional robustness should be formu-
lated. Only those networks whose performance does not deviate too much from
the required ideal performance can be viewed as retaining their functionality.
Thus, the fraction of all networks, which are obtained by applying a single
structural mutation to a given (functional) network and whose performance
lies within the tolerance window, can be taken as the quantitative measure of
the robustness.

Let us consider a set S of all networks, obtained by applying local damage
(removal of randomly chosen single links or nodes) to the network G. This
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set can be viewed as the damage shell of the network G. We introduce some
tolerance threshold h and say that all networks with errors ε > h with respect
to the ideal performance Q0 are abortive. Then, the functional robustness ρ
of the network G is defined as the fraction of all networks in its damage shell
which are not abortive, i.e.

ρ =
1

NS

∑

G′′∈S

Θ (h − |F(G′) − Q0|) (5)

where NS is the number of networks in the damage shell S and Θ(z) is the
step function, such that Θ(z) = 1 for z > 0 and Θ(z) = 0 otherwise.

If a large number of middle nodes is available, a robust network can be eas-
ily constructed. Indeed, in this case different subsets of middle nodes can be
used for generation of different responses. Moreover, each subnetwork, respon-
sible for generation of a particular response, can be doubled, thus ensuring
response safety if a local network damage has taken place. Increasing the
number of middle nodes and employing parallelization would have been the
standard engineering approach to this problem.

The situation becomes much more complicated if the number of middle
nodes is restricted and is so small that most of the nodes should be involved in
generation of several different responses. Such “crowded” functional networks
are characteristic for biological systems (e.g., for the signal transduction sys-
tem of a living cell). To design these networks in a rational way and to make
them furthermore robust is extremely difficult. However, the solution can eas-
ily be found by using evolutionary optimization methods.

The evolutionary optimization method, described above, can be modified
in such a way that optimization is switched to network robustness once func-
tional networks with sufficiently small flow error are obtained (for details,
see [4]). Figure 2 shows a typical evolution. When the flow error ε becomes
smaller than the threshold h at time t1, the optimization criterion is changed
to robustness P . During the subsequent evolution, robustness increases from
less than 0.1 to 0.9, while the flow error of the evolving networks stays below
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the threshold h. Examples of functional networks, robust against deletion of
links or nodes, are given in Fig. 1.

Evolution, based on the criterion of functional robustness, proceeds at
the level of the entire damage shells of evolving networks. Figure 3 shows
distributions of flow errors in statistical ensembles of 100 networks, optimized
only with respect to the flow error (Fig. 3a) and for robustness against deletion
of a node (Fig. 3b). Additionally, as gray filled histograms, we display here
distributions of flow errors within the damage shells of these networks (also
averaged over 100 networks each). While the distributions of errors for the
networks themselves do not much differ for the two ensembles, clear differences
are seen in the properties of their damage shells. For the general ensemble of
functional networks (Fig. 3a), errors in the networks forming their damage
shells are much larger and there is a long tail in their statistical distribution.
In contrast to this, most of the networks in the damage shells in the ensemble
of robust functional networks (Fig. 3b) are small and lie below the tolerance
threshold h. Thus, not only a designed network itself, but also the networks
obtained after a local damage, would typically be functional in the latter
ensemble.

Requirements of robustness against a particular kind of damage have a
pronounced influence on the network architecture. In Fig. 4, we compare, for
different tolerance thresholds, statistical properties of the networks robust
against deletion of links or nodes. The mean degree (i.e., the mean number
of connections per node) of the networks robust against node deletions is
not significantly different from that of the control ensemble of the networks,
selected only on the basis of their flow error (Fig. 4a). On the other hand,
networks robust against link deletions have a larger number of connections per
node. The clustering coefficient is increased with respect to the purely func-
tional networks for the networks robust against link removals and decreased

Fig. 3. Distributions of flow errors in the ensembles of 100 networks (a) optimized
only by flow error and (b) optimized for robustness against deletion of a node.
Gray histograms show distributions of flow errors after application of local damage.
From [4]
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Fig. 4. Statistical properties of networks optimized only by flow error (diamonds),
and robust against deletion of links (squares) or nodes (circles): (a) mean degree,
(b) clustering coefficient, and (c) average shortest path length from input to output
nodes

for the networks robust against the removal of nodes (Fig. 4b).The average
path length, defined as the mean shortest path connecting input and output
nodes, shows a similar behavior (Fig. 4c). To determine each point in Fig. 4,
we have used an ensemble of 100 networks, each obtained by running evolu-
tion for 3× 105 iterations with optimization only for the flow error or for two
kinds of robustness with a given threshold h. In order to compute averages,
only the subsets of networks with the error below h were taken from such
ensembles (this explains why a dependence on h is also seen in Fig. 4 for the
networks which were not optimized for robustness).

Distributions of structural motifs were determined [4] for the designed
networks robust against link or node removals (Fig. 5). To do this, numbers of
different three-node subgraphs in a given network were first found. These were
further compared with the frequencies at which various three-node motifs are
present in the respective randomized graphs and the scores of different motifs
for the considered network were thus computed (the method is described in
[5]). A positive (negative) score means that a particular motif is found more
(less) frequently in the considered graph than in its randomized version. In this
way, any graph can be characterized by a certain structural motif diagram. For
each network type, an ensemble average over a subset of functional networks
with the error less than h = 0.007 in the ensemble of 100 independently
evolved networks with different, randomly generated, output patterns was
performed. Bars show statistical dispersion of data.

Previously, motif distributions have been analyzed for various real-world
networks and four distinctive network superfamilies have been identified [5].
For comparison, Fig. 5 shows the data [5] for two different network superfam-
ilies. We find that the designed networks robust against link deletions have a
remarkably good agreement with the second superfamily, including biological
information processing networks (signal transduction networks and genetic
developmental networks in multicellular organisms, the neural network of a
primitive animal). The motif distributions of the networks robust against node
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Fig. 5. Motif distributions of networks robust against removal of (a) links and (b)
nodes. For comparison, data for (a) signal transduction networks, developmental
genetic transcription networks in drosophila, neural networks of C. elegans, and (b)
two linguistic networks is included. From [4]

deletions are qualitatively different; they are closer to the motif diagrams in
the fourth superfamily including different language networks.

These findings suggest that biological information processing networks
may have evolved to enhance their robustness with respect to connection
breakups, whereas languages are robust against node deletions (so that the
meaning can be conveyed even when some word is forgotten). Further discus-
sion of such aspects can be found in [4]. In the present paper, our attention
is focused on engineering of functional networks. The above examples show
that evolutionary optimization methods are a powerful tool in the design of
functional networks robust against local damage, where traditional rational
design methods are hardly applicable.

Responses, generated by the networks considered in this section, were
static. In the next section, evolutionary design of dynamical networks is dis-
cussed.

3 Design of Networks with Prescribed Dynamics

Design of dynamical systems with prescribed dynamics is a problem of fun-
damental importance [6, 7]. From an abstract perspective, the brain can be
viewed as a large dynamical system which is able, by adjusting the pattern of
its connections, to emulate the dynamic behavior of various other systems in
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the surrounding world, thus building internal models of them [8]. If principles
of such operation are understood, similar approaches can be used in many
applications. For instance, this would allow to develop powerful “predictor”
devices for complex dynamical processes that would operate without knowing
the actual evolution equations. This would also open a way for a new gen-
eration of robots able to learn complex movements and to produce complex
motoric responses.

Networks are ideally suited for the design of dynamical systems. The num-
ber of possible networks with N nodes is about 2N(N−1) and becomes astro-
nomically large even for relatively small network sizes. For a dynamical system
based on a network, each connection pattern would correspond to a different
dynamics. It is highly plausible that, among the huge number of various net-
work architectures, a connection pattern approaching any desired dynamics
can be found. The problem is how to identify a particular needed architecture.
Rational construction methods would certainly fail here. However, a solution
based on some kind of evolutionary optimization and a learning process may
be possible.

Usually, one would need to design nonlinear dynamical systems with pre-
scribed attractors. Such systems should be able to produce required stable
motions, starting from various initial conditions. While such a design still re-
mains an open problem, we show below, following [9, 10, 11], how simple linear
dynamical systems with prescribed properties can be designed by evolutionary
optimization methods.

Let us consider a mechanical system that consists of N identical particles
connected by identical elastic strings. The network of connections is a graph G
defined by a symmetric adjacency matrix A. An elastic bond between particles
i and j is present, if Aij = 1, and absent if Aij = 0. This dynamical system is
described by a set of linear differential equations

..
xi +

N∑

j=1

Aij(xi − xj) = 0, (6)

where xi is the coordinate of the particle i. Vibrational frequencies ωα of such
elastic molecule are given by eigenvalues λα = −ω2

α of the associated matrix
T with elements

Tij = Aij −

⎛

⎝
N∑

j=1

Aij

⎞

⎠ δij . (7)

In mathematical literature[12], the set of eigenvalues λα is known as the Lapla-
cian spectrum of the graph G. The spectrum always includes the eigenvalue
λ = 0, which corresponds to rigid translation of the entire network.

The system (6) is conservative and any combination of normal vibrational
modes with arbitrary amplitudes yields a solution. The dynamical property
of this system, invariant of initial conditions, is its spectrum of vibrational
frequencies ωα or, equivalently, its Laplacian spectrum {λα}. Hence, the design
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problem can be formulated in this case as the construction of a graph with a
prescribed Laplacian spectrum.

It is convenient to introduce the spectral density ρ(ω) as

ρ(ω) = K

N−1∑

α=1

γ

(ω − ωα)2 + γ2
(8)

with some small γ and the normalization constant K, chosen in such a way
that

∫∞
0

ρ(ω)dω = 1. Thus, each graph becomes characterized by a certain
function, having maxima at the locations of its vibrational frequencies ωα.

Using spectral densities, distance ε between any two graphs G1 and G2

can be defined as

ε =

√∫ ∞

0

[ρ1(ω) − ρ2(ω)]2 dω. (9)

Suppose that we want to construct a graph G0 with a set of N − 1 vibra-
tional frequencies ω

(0)
α and the corresponding spectral density ρ0(ω). In order

to do this, we generate an arbitrary initial graph of size N and introduce a
stochastic process of mutations and selection. Mutations will represent ran-
dom modifications of the connection pattern, whereas selection will be based
on the spectral distance between two graphs. This evolutionary optimization
process is intended to minimize the distance ε between the spectral density
ρ(ω) of the evolving graph G and the target spectral density ρ0(ω).

To perform a mutation, we choose at random some node i and delete it,
together with all its connections. Then, a new node is introduced into the
graph. To construct its connections, we first decide what total number m of
connections should it have, by choosing m at random between 1 and N − 1.
After that, we decide, also at random, which m nodes of the new graph G′

should be connected to the introduced node.
To decide whether a mutation is accepted, we compute the distance ε′

between the spectral density of the new graph G′ and the density ρ0(ω).
This is compared with the distance ε between the spectral density of the
graph G before the mutation and the density ρ0(ω). If Δε = ε′ − ε < 0,
the mutation is always accepted. If Δε > 0, the mutation is accepted with
probability p = exp (−Δε/σε) . When the mutation has been accepted, the
graph G is replaced by G′. Note that, thus, a variant of simulated annealing
with the effective temperature θ = εσ, depending on the distance ε to the
ideal solution, is employed.

These two steps are applied iteratively and the evolution is continued until
the spectra become identical (ε = 0) or the spectral distance ε gets sufficiently
small.

Applications of this evolutionary design method are given in [10, 1]. In
these studies, the target Laplacian spectrum {λ(0)

α } was chosen corresponding
to some known graph G0, to ensure that an exact solution of the optimization
problem is present. In this formulation, the problem can also been as as the
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reconstruction of a graph from its Laplacian spectrum. Then, however, one
should keep in mind that cospectral graphs (that is, different graphs having
the same Laplacian spectrum) are possible. Therefore, the designed graph
with a given spectrum may generally differ from the original graph G0. The
fraction of cospectral graphs is however small and, hence, this situation would
only rarely be found. Below we give two examples of the network design, taken
from [10].

In the first example, small graphs of size N = 10 are considered. The
target graph G0 and the initial graph Ginit are shown in Fig. 6a. The spectral
densities of these two graphs (with γ = 0.08) are displayed in Fig. 6b, as solid
and dashed lines, respectively. By running evolutionary optimization with
σ = 0.044, we find that at time t = 3500 the spectral densities of the evolving
graph and of the target become identical (Fig. 7). The designed graph Gfinal

coincides with the target graph G0.

Fig. 6. Initial, target, and final graphs (a) and the spectral densities (b) of the
target (solid line) and initial (dashed line) graphs. From [10]

Fig. 7. Evolution of the spectral distance ε(t). From [10]
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In the second example, larger graphs with N = 40 nodes are considered.
As the target, a small-world graph G0 is chosen. It consists of a ring of 40
nodes, each connected to its two neighbors. In addition, each node can be
connected to a randomly chosen non-neighbor node with the probability 0.1.
The adjacency matrix A0 of the target graph G0 is visually displayed in the
left frame in Fig. 8. Spectral densities (γ = 0.08) of the target graph and of
the initial graph Ginit are shown by solid and dashed lines in Fig. 9.

By running evolutionary optimization with σ = 0.021, we cannot find,
within a reasonable computation time, the exact solution of the optimization
problem for such larger graphs. However, a solution which is very close to
the exact solution can be constructed. The spectral density of the final graph
Gfinal, obtained after 105 iterations, is shown by the dotted line in Fig. 9. We
see that it is almost indistinguishable from the spectral density of the target
(solid line). The analysis reveals [10] that the statistical properties of the two
graphs, such as the diameter, the clustering coefficient and the mean degree,
are also very close.

Similarity between the graphs can furthermore be discussed in terms of
their architectures, specified by the adjacency matrices. For any two graphs G1

Fig. 8. Density plots of the adjacency matrix A0 of the target small-world graphs
and of the matrices Finit and Ffinal. From [10]

Fig. 9. Spectral densities of the target, initial, and final graphs (solid, dashed and
dotted lines, respectively). From [10]
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and G2 with adjacency matrices A1 and A2, a transformation F = F(A1,A2)
can be introduced as

F = UT
1 U2A2VT

2 V1. (10)

Here, real matrices U1,2 and V1,2 are defined by the singular-value decom-
position [13] of A1 and A2. If two graphs are identical and their adjacency
matrices only differ because of a different enumeration of nodes, the identity
A1 = F(A1,A2) holds and the difference Δ = A1 − F is zero. On the other
hand, if two graphs do not coincide, the norm

δ =
1
N

⎛

⎝
N∑

i,j=1

Δ2
ij

⎞

⎠
1/2

(11)

of this difference can be used as the measure of the distance between the
graphs.

In Fig. 8, we have visually displayed the matrices A0, Finit = F(A0,Ainit)
and Ffinal = F(A0,Afinal), where A0, Ainit and Afinal are the adjacency
matrices of graphs G0, Ginit and Gfinal. The elements of a matrix are rep-
resented by a square array of pixels using gray-scale color maps whose limits
are determined by minimum and the maximum values of matrix elements.

The initial graph Ginit was strongly different from the target G0, as seen
in the large differences between matrices A0 and Finit. The final graph Gfinal

does not coincide with G0, but is still very close to it, as seen by comparing
Ffinal with A0. The distances δ for the initial and the final graphs are δinit =
0.92 and δfinal = 0.01.

These results are remarkable. The total number of different symmetric
graphs of size N can be roughly estimated as MN = 2N(N−1)/2/N !. Therefore,
there are M10 = 250/10! ≈ 1020 possible graphs of size 10 and 10971 graphs of
size 40 (the latter number is by many orders of magnitude larger than the total
number of atoms in the Universe!). Nonetheless, an optimization trajectory,
converging to a network with a prescribed dynamics or to a network with a
very similar dynamics, can easily be found.

4 Design of Nonlinear Oscillator Networks

It is well known that coupled nonlinear oscillators can undergo spontaneous
synchronization [14, 15]. However, such systems can be also entrained by ex-
ternal periodic signals applied to a subset of the elements. The most important
example of this effect is provided by the circadian clock in mammals, responsi-
ble for the maintenance of their daily rhythm [16, 17]. This clock is formed by
a population of oscillatory neurons in the special region of the brain, called
suprachiasmatic nucleus (SCN). In the SCN, neurons mutually synchronize
their physiological rhythms even in absence of any environmental assistance.
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Additionally, a different kind of synchronization—i.e., entrainment to envi-
ronmental rhythms—takes place here. The entrainment is essential for the
proper functioning of this biological clock. Generally, the intrinsic period of
the circadian rhythm is different from 24 h (in humans, it would typically be
about 25 hours). Therefore, it must be tuned to the 24-hour period through
some external influences. Moreover, the phase of circadian oscillations needs
to be locked appropriately to the local time. The external periodic signal
comes to such neurons from the eyes recording daily light variations. How-
ever, only a subset of neurons receives such signals, so that the rest of the
neural network should be indirectly entrained via the interactions between
neurons.

Does the ability to become entrained by local periodic external forcing
(that is, by a pacemaker) depend on the network architecture? How net-
works, which can be easily entrained, may be designed? Recently, we have
discussed [18, 19] these questions by using a simple model of a dynamical
network formed by coupled phase oscillators. By running an evolutionary op-
timization process, networks capable of entrainment have been designed and
their statistical properties have been investigated.

We consider a system of N+1 phase oscillators, including a special element
representing a pacemaker. The basic model is given by a set of evolution
equations for the oscillator phases φi (1≤ i ≤ N) and the pacemaker phase φ0,

.

φi = ω +
κ

m

N∑

j=1

Aij sin(φj − φi) + μBi sin(φj − φi), (12)

.

φ0 = ω + Δω. (13)

The network architecture is determined by the adjacency matrix with elements
Aij . Since directed networks are considered, this matrix is asymmetric. The
mean degree m is the average number of incoming connections per node in
the considered network. The pacemaker (i.e., the element with i = 0) has the
frequency ω + Δω which is different by Δω from the rest of the elements.
The pacemaker is connected to a subset of N1 elements (for which we have
Bi = 1). Coupling inside the network has strength κ; coupling between the
pacemaker and the network elements has strength μ. The latter coupling is so
strong that all N1 directly connected network elements are always entrained
and their frequency is ω + Δω.

The presence of a pacemaker imposes hierarchical organization in the net-
work architecture (see Fig. 10), which plays a crucial role in determining the
entrainment ability. For any node i, its distance li with respect to the pace-
maker is defined by the length of the minimum forward path separating this
node from the pacemaker. Thus, the whole network is divided into a set of
shells, each of which is composed of oscillators with the same distance h from
the pacemaker. An important property of a network is its depth L, defined as
the mean distance from the pacemaker,
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Fig. 10. An example of a hierarchically structured network. Thick lines, thin lines
and dashed lines show, respectively, forward, backward and intrashell connections.
Numbers indicate the hierarchical level of each node

L =
1
N

N∑

i=1

li =
1
N

∑

h

hNh (14)

where Nh is the number of oscillators in the shell h.
All network connections can be classified into forward, backward and in-

trashell connections. They are, respectively, connections from the nodes in a
certain shell h to the nodes in the next shell h+1, from the nodes in the shell
h to the nodes in the upper shell k < h, and between the nodes within the
same shell. Backward connectivity parameter ξ can be defined as the fraction
of backward connections in the considered network; the forward connectivity
χ is the fraction of forward connections.

Analytical and numerical investigations of random Erdös-Renyi (ER) net-
works have shown [18, 19] that the ability of such networks to undergo en-
trainment is strongly sensitive to the depth of a network and its backward
connectivity. The entrainment window Δωc of these networks is given [19] by

Δωc =
κ

m
(1 + ξm)2−L

. (15)

Only pacemakers with frequency differences Δω within the window −Δωc <
Δω < Δωc can entrain the network, so that all its elements perform oscil-
lations with the pacemaker frequency ω + Δω, instead of their natural fre-
quency ω.

Thus, for random ER networks the entrainment window should decrease
exponentially with the network depth L and only shallow networks may be
in practice entrained. Moreover, the ability to undergo entrainment in such
networks improves as the backward connectivity ξ is decreased, approaching
a feedforward network.
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The above conclusions have been derived for a special class of random
networks and a question remains whether a similar behavior can generally be
expected. To answer this question, an evolutionary optimization study has
been performed [19].

Two types of optimization have been undertaken. In the first method, the
network structure evolves in such a way that the mean frequency of the whole
network becomes closer to that of the pacemaker. In the second algorithm,
each oscillator selects its incoming connections in such a way that its own
oscillation frequency becomes increased. In both cases, coupling strength κ
is chosen to be sufficiently low, so that the initial random networks are far
from entrainment. The coupling strength is maintained fixed during the evo-
lution. To avoid trivial results, the connection pattern from the pacemaker is
maintained throughout the evolution process, so that the population N1 of
the first shell does not change.

In the first case, the long-time frequency

〈ω〉 =
1

NT

N∑

i=1

[φi(2T ) − φi(T )] , (16)

averaged over the whole population and for a sufficiently long time T , is
determined at each iteration step starting from the initial conditions with
random phases. A structural mutation representing a single network rewiring
is performed. We choose at random an existing directed link and eliminate
it. Next, we choose at random a missing link in the network and add a new
connection there (thus, the total number of connections is preserved in any
mutation). After the mutation, a numerical simulation is again run starting
from random initial phases and the new average frequency 〈ω〉′ is determined.
If 〈ω〉′ is closer to ω + Δω than 〈ω〉 , the mutation is accepted. Otherwise,
the network is reset to its structure before the mutation. The iterations are
repeated until until the long-time frequency 〈ω〉 becomes equal to ω + Δω.

A typical dependence of the average frequency 〈ω〉 and of the two topo-
logical properties of a network during its evolution is shown in Fig. 11a. Note
that the entrainment frequency ω + Δω is equal to unity here. It can be ob-
served that both the network depth L and the backward connectivity ξ are
decreasing as the entrainment is approached.

In the second case, at each iteration step one oscillator i is randomly
chosen. Numerical simulation is run and the long-time frequency ωi =
[φi(2T ) − φi(T )] /T of this oscillator is determined. The same structural
(rewiring) mutation, as in the first case, is applied. After the mutation, nu-
merical simulation is repeated and the new frequency ω′

i of the oscillator i is
measured. The mutation is accepted, if ω′

i > ωi, and rejected otherwise. At
the next step, another oscillator is randomly chosen and the same procedure
is repeated.

In this evolutionary process, selection is based on individual activities of
the oscillators. Nonetheless, it also leads to global network architectures that
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Fig. 11. Evolutions under the global (a) and local (b) optimization algorithms.
Parameter values are N = 100, m = 10, N1 = 1, and κ = 20. From [19]

make entrainment possible. Figure 11b displays the average frequency 〈ω〉
and topological properties L and ξ of the network during the evolution. Global
network entrainment is eventually achieved. The network architecture changes
during the evolution similar to what is found in the previous case.

During the evolution, the network depth becomes smaller via an increase
of the outgoing degrees of nodes in the upper shells. Through this process,
hubs of outgoing connections develop. On the other hand, the development
of small backward connectivity is mainly due to a decrease of the outgoing
degrees in the deep shells. Consequently, heterogeneity of outgoing degrees
tends to become stronger as the optimization process goes on.

5 Conclusions

Three different examples, presented in the article, demonstrate that evolu-
tionary optimization methods provide a powerful tool in network engineering.
Using such methods, functional networks which are robust to a particular kind
of random damage, can be constructed. Running artificial evolution processes,
networks with prescribed dynamical properties can be designed. Finally, dy-
namical networks with an enhanced ability to become enslaved by external
controls can be obtained by using such methods.

Evolutionary optimization methods can be employed to systematically
generate large ensembles of networks with special functional properties. Sta-
tistical investigations of such artificially constructed functional networks can
yield insights on the topological network properties imposed by particular
functions. Comparing results of such statistical investigations with the data
for real biological or social networks which have emerged through a natural
evolution, one can better see what is accidental in their properties and what
is implied by general requirements of their operation. On the other hand, it
would be also interesting to use similar evolutionary optimization methods
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for engineering of practical networks, which may find application in industrial
manufacturing or in logistics.

The authors are grateful to U. Alon, Y. Kuramoto and M. Vingron for
stimulating discussions.
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1 Introduction

Complexity has thousands of faces. This mere fact is commonly known to wide
group of scientists working in such different areas as physics, chemistry, mete-
orology or logistics. It is rather impossible to see at first glance if a problem we
are tackling with can be counted as a complex one. In the 18th century, when
the problem of seven bridges in Königsberg was solved by Leonhard Euler [1],
people gained an extremely useful and simple tool for difficult problems - the
graph theory - which has now been dynamically developing since 1950’s works
of Erdös [2]. Late 1990’s brought us another “revolution” in understanding
of sophisticated problems - complex networks. The discoveries of Watts and
Strogatz [3] as well as those of Barabási and Albert [4] set up a new direction
in complexity. The networks have shown us directly how a structure which
initially seems to be complicated, might be modelled by simple rules if we
map the ingredients of this system onto nodes and links in a complex net-
work. The power of the complex networks lays in the fact that such distant
relations as acquaintances between people [5], collaboration of scientists [3],
protein interactions [6], Internet [7], stock assets [8] or city public transport
[9] may all be treated as one topological object.

In this work we would like to show two different studies: the first devoted
to explanation of certain scaling laws observed in real-world systems and the
second one that was set up to give exact analytical expression for average path
length in some network models. Those two studies combined together enabled
us to discover and to explain effects of oscillations on average path length - a
phenomenon emerging from the discrete structure of complex networks . At
the end we present a direct application of the oscillation effect to a simple
optimization problem [10] that may be used in real-life situations.
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2 Basic Network Characteristics

An object called network consists of nodes (vertices) and edges (links) that
connect nodes. The most natural definition is that of degree - the number of
edges connected to a vertex. To describes statistical properties of network one
uses degree distribution p(k) - the probability that a randomly chosen vertex
is characterized by degree k. As any other science, also network science has
its own fundamental observables which can be used to distinguish between
different types of networks [11].

The internode distance lij between nodes i and j is depicted at Fig. 1
and can be defined as the shortest number of edges one has to pass getting
from one node to another. The sum of all internode distances in the network
divided by the total number of pairs is called average path length.

The Clustering coefficient is a parameter that describes the local transi-
tivity of the network. For a single node such coefficient is defined as the ratio
of the number of connections ei among the first neighbors of node i to the
maximal possible number of such links (see Fig. 2). It can be written as

ci =
2ei

ki (ki − 1)
. (1)

An average value taken over all nodes in the network gives the global
clustering coefficient .

To investigate correlations between nodes’ degrees one uses assortativity
coefficient [12] that takes a following form:

r =
∑

i jiki − 1
M

∑
i ji

∑
i ki√∑

i j2
i − 1

M (
∑

i ji)2
√∑

i k2
i − 1

M (
∑

i ki)2
, (2)

where M - number of pairs of nodes (twice the number of edges), ji, ki -
degrees of vertices at both ends of i-th pair and index i goes over all pairs
of nodes in the network. A positive value of r means that nodes with high
degree tend to link among each other (see Fig. 3A) and similarly low degree

i

j

k =2
j

k =3
i

Fig. 1. Internode distance lij = 3 between nodes i and j - marked as a dashed line
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Fig. 2. Construction used to calculate clustering coefficient for node i: (A) node
i with its nearest neighbors (B) connections among nearest neighbors of node i -
existing are solid lines, possible ones are dashed lines. One can calculate that in this
example ci = 2/6 = 1/3

nodes are connected to other low degree nodes, while negative values - that
high degree nodes are mostly connected to low degree ones (see Fig. 3B).

i

j

A

i

j

B

Fig. 3. Visualization of typical connections in (A) assortative (B) disassortative
network

3 Internode Distances

In 2005 our group observed [13] a universal scaling for distances 〈lij〉 between
nodes possessing degrees ki and kj . The distances behave as

〈lij〉 = a − b log(kikj), (3)

where the mean value is taken over all pairs of nodes having a fixed prod-
uct kikj . Figure 4 presents mean distance 〈lij〉 between pairs of nodes i and
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Fig. 4. Mean distance 〈lij〉 between pairs of nodes i and j as a function of a product
of their degrees kikj . (A) Co-authorship networks: Astro (triangles), Cond-mat (cir-
cles). (B) Biological networks: Silwood (squares), Yeast (circles), Ythan (triangles).
(C) Internet Autonomous Systems, years: 1997 (circles), 1998 (squares), 1999 (tri-
angles), 2001 (diamonds). (D) Public transport networks in Polish cities: Gorzów
Wlkp. (circles), �Lódź (squares), Zielona Góra (triangles). (E) Erdős-Rényi random
graphs: 〈k〉 = 8 and N = 1000 (circles) N = 10000 (squares), (F) Barabási-Albert
networks: 〈k〉 = 8 and N = 1000 (circles) N = 10000 (squares). In (A), (C), (E)
and (F) data are logarithmically binned with the power of 2, in case of (B) with the
power of 1.25 and in case of (D) data are not binned
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j versus the product of their degrees kikj in various complex networks be-
longing to very different types: Erdős-Rényi random graphs, Barabási-Albert
evolving networks, biological networks [14, 15, 16] (Silwood, Ythan, Yeast),
social networks [17, 18] (co-authorship groups Astro and Cond-mat), Internet
Autonomous Systems [19] as well as selected networks for public transport in
Polish cities [20, 9](Gorzów Wlkp., �Lódź, Zielona Góra). The relation (3) is
very well fulfilled over several decades for all our data. We would like to under-
line that the networks mentioned above display a wide variety of basic char-
acteristics such as degree probability, clustering coefficient or degree-degree
correlations and their origins are quite different in each single case. The only
apparent common feature of all above systems is the small-world effect.

3.1 Model

To justify the relation (3) we use a simple approach basing on the concept
of branching trees exploring the space of a random network. The goal is to
find the mean shortest path between a node i of degree ki and a node j of
degree kj . One can immediately notice that following a random direction of a
randomly chosen edge one arrives at node j with a probability pj = kj/(2E),
where 2E = N〈k〉 is a double number of links. In consequence one needs (in
average) Mj = 1/pj = 2E/kj of random trials to arrive at the node j.

Now let us consider a branching process represented by the tree Ti (Fig. 5)
that starts at the node i where an average branching factor is κ (all loops are
neglected). If a distance between the node i and the surface of the tree equals
to x then in average there are Ni = kiκ

x−1 nodes at such a surface and there
is the same number of links ending at these nodes. It follows that in average
the tree Ti touches the node j when Ni = Mj i.e. when

kikjκ
x−1 = N〈k〉. (4)

Since the mean distance from the node i to the node j is 〈lij〉 = x thus we
get the scaling relation (3) with

a = 1 +
log(N〈k〉)

log κ
and b =

1
log κ

. (5)

The result (5) is in agreement with the paper [21] where the concept of
generating functions for random graphs has been used. One should be aware
of the fact that in the above presented estimations we have omitted degree-
degree correlations or loops, and we have treated the branching level x as a
continuum variable to fulfill the relation (4).

The mean branching factor κ is a mean value over all local branching
factors and over all trees in the network. In the first approximation it could
be estimated as the mean arithmetic value of a nearest neighbor degree less
one (incoming edge): κ = 〈k〉nn − 1. Such a mean value is however not exact
because local branching factors in every tree are multiplied one by another in
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Fig. 5. Tree formed by a random process, starting from the node i and approaching
the node j. Parts A, B, C and D depict consecutive steps of the random tree
formation process

(4). The corrected mean value of κ should be taken as an arithmetic mean
value over all geometric values from different trees, what is very difficult to per-
form numerically. We calculate arithmetic mean branching factor over nearest
neighborhood of every node m, i.e. κ(m) = 〈k〉(m)

nn − 1, and then average it
geometrically over all nodes m, i.e. κ = 〈κ(m)〉m. Although our approach is
not exact, it leads to a good agreement between coefficients ae, be taken from
real networks (see Table 1) and a, b calculated from our model.

The good agreement between theory based on random networks and em-
pirical data suggests that the considered real networks exhibit a large level of
randomness.

3.2 Clustering Coefficient

The influence of loops of the length three on the relation (3) can be estimated
as follows. Let us assume that in the branching process forming the tree Ti

two nodes from the nearest neighborhood of the node i are directly linked (the
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dashed line at Fig. 5). In fact such a situation can occur at any point of the
branching tree Ti. Since such links are useless for further network exploration
by the tree Ti thus an effective contribution from both connected nodes to the
mean branching factor of the tree Ti is decreased. Assuming that clustering
coefficients of every node are the same, the corrected factor for the branching
process equals to κc = κ − cκ where c is the network clustering coefficient.
This equation is not valid for the branching process around the node i where
κ′

i = κ− c(ki − 1). A similar situation arises around the node j. Replacing ki

and kj with 〈k〉 in κ′
i and κ′

j one gets

kikj [κ(1 − c′)]2[κ(1 − c)]x−3 = N〈k〉, (6)

where c′ = c(〈k〉 − 1)/κ. It follows that instead of (5) we have

a′ = 3 +
log(N〈k〉) − 2 log[κ(1 − c′)]

log[κ(1 − c)]
and b′ =

1
log[κ(1 − c)]

. (7)

Corrections due to clustering effects give a better fit for the coefficient a′,
while for some networks the coefficient b is closer to experimental value be

than b′ (see Table 1).

3.3 Degree-degree Correlations

One can see from Table 1 some of the examined systems share the property of
high degree-degree correlations, either negative or positive. We would like to
take that fact into account in our considerations [22]. Degree-degree correla-
tions mean that average degrees k

(nn)
i of nodes in the neighborhood of a node

i depend on the degree ki. Let us assume that this relation can be written as

κi ≡ k
(nn)
i − 1 = Dkφ−1

i . (8)

The value of φ being over 1 means the network is assortative, while φ < 1
is a sign of disassortative nature of the system. If we neglect higher order
correlations then Eq. (4) should be replaced by

kikjκiκjκ
x−3 = N〈k〉. (9)

Taking into account Eq. (8) we can replace parameters a and b given by
the Eq. (5) with

aφ = a + 2 − 2b log D and bφ = φb. (10)

Figure 6 illustrates the estimation of φ coefficient for two different net-
works: assortative Cond-mat collaboration network (Fig. 6A) and disassorta-
tive Internet Autonomous System network taken in year 1998 (Fig. 6B). After
obtaining the histogram of 〈knn − 1〉 for each node i and plotting the depen-
dence of those values on the node degree we perform the linear approximation
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Fig. 6. Estimation of φ coefficient for (A) Cond-mat co-authorship network, (B)
Internet Autonomous System 1998

in the log-log scale. A slope calculated in this way corresponds to the exponent
φ − 1 (with accordance to the formula 〈knn − 1〉 ∼ kφ−1). One can see, that
the scaling (8) is not so obvious as for the relation (3).

Table 1 shows the comparison between experimental data collected from
the examined networks and the results obtained from Eqs (5) and (10). One
can notice that the values of aφ and bφ are more accurate for the networks
characterized by a φ coefficient above unity (assortative).

3.4 Rescaling

We are also able to present all the data points at one plot only - this can be
done using simple re-scaling methods which as a reference points take effec-
tive degree value keff and maximal intervertex distance lmax. Defining rescaled
values 〈l̃ij〉 and k̃ikj as:

〈l̃ij〉 = 2
〈lij〉
lmax

log keff (11)

k̃ikj =
kikj

k2
eff

(12)

we get (see Appendix A) a simplified formula for the scaling relation:

〈l̃ij〉 = − log k̃ikj , (13)
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Table 1. Comparison between experimental and theoretical data. Astro and
Cond-mat are co-authorship networks, Silwood, Yeast and Ythan are biological net-
works and AS stands for the Internet Autonomous Systems with number meaning
the year data were gathered, Gorzów Wlkp., �Lódź and Zielona Góra are public
transport networks in corresponding Polish cities. c is the clustering coefficient, r -
assortativity value, and φ coefficient is obtained using procedure described in the
text. ae and be mean experimental values (Fig. 4), a and b are given by (5), a′ and
b′ by (7) while aφ and bφ by (10). In case of models due to the lack of correlations
φ parameters should be equal to 1, so we omitted values of aφ and bφ

network c r φ ae a a′ aφ be b b′ bφ

ER N = 103 0.007 0 - 5.43 5.46 5.48 - 1.017 1.143 1.147 -
ER N = 104 0.001 0 - 6.77 6.60 6.61 - 1.136 1.143 1.143 -
BA N = 103 0.038 0 - 4.54 4.24 4.27 - 0.813 0.830 0.842 -
BA N = 104 0.007 0 - 5.17 4.81 4.81 - 0.778 0.777 0.779 -
Astro 0.609 0.055 1.23 5.24 4.30 4.98 4.41 0.707 0.595 0.786 0.732
Cond-mat 0.604 0.053 1.19 5.90 5.09 6.38 5.05 0.908 0.786 1.150 0.935
Silwood 0.142 -0.316 0.71 4.22 3.69 3.78 3.19 0.955 0.941 1.004 0.668
Yeast 0.068 -0.158 0.59 7.53 6.66 6.87 5.71 1.406 1.552 1.629 0.916
Ythan 0.216 -0.254 0.61 3.39 3.35 3.45 2.81 0.649 0.765 0.832 0.466
AS 1997 0.182 -0.229 0.46 3.99 3.39 3.42 2.58 0.562 0.596 0.629 0.274
AS 1998 0.250 -0.200 0.48 4.08 3.41 3.45 2.65 0.555 0.575 0.620 0.276
AS 1999 0.250 -0.183 0.49 4.03 3.35 3.38 2.55 0.532 0.540 0.579 0.265
AS 2001 0.289 -0.185 0.45 3.96 3.23 3.25 2.50 0.471 0.481 0.518 0.217
Gorzów Wlkp. 0.082 0.385 1.44 24.36 16.06 19.76 16.67 12.270 5.333 6.651 7.679
�Lódź 0.065 0.070 1.19 24.01 11.67 12.70 11.89 8.621 3.084 3.389 3.670
Zielona Góra 0.067 0.238 1.41 10.03 8.96 9.63 9.62 3.908 2.682 2.917 3.781

which enables us to present several different datasets at one plot (see Fig. 7)
grouping along one common line.

4 Log-periodic Oscillations on Path Lengths

In the previous sections we have shown that our results nicely cover the re-
lation (3), both in case of network models as well as for real-world examples.
However, our recent results (see [23]) leave no doubt that for some specific
situations the relation between 〈lij〉 and kikj is not so straightforward. As
it is presented at Fig. 8, in several examples we have encountered signs of a
log-periodic behavior of internode distances, that is:

〈lij〉 = a − b log kikj + c sin(log kikj). (14)

We will try to explain that phenomenon using hidden variable formalism
and its applications we have used in our previous work [24].
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Fig. 7. Rescaled data from biological networks (filled triangles) and Public Trans-
port Networks (open circles)

4.1 Hidden Variables

In [24] Fronczak et al. have derived exact expressions for average path lengths
in case of uncorrelated random networks using a hidden variable approach.
In this method every node i is assigned with a hidden variable hi randomly
drawn from a distribution ρ(h) and the connection probability between any
pair of nodes is proportional to hihj . The resulting node degree distribution
P (k) is given by [25]:

P (k) =
∑

h

e−hhk

k!
ρ(h). (15)

It has been proved [24] that probability p∗ij(x) of nodes i and j being
exactly x-th neighbors can be written as p∗ij(x) = F (x − 1) − F (x), where:

F (x) = exp
[
− hihj

〈h2〉N

(
〈h2〉
〈h〉

)x]
(16)

In the above equation N is network size and:
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Fig. 8. Average distance 〈lij〉 between nodes i and j for real-world networks (A -
D) and network models (E - F). (A) Movie actor network N = 382219, 〈k〉 = 86.64
(B) Spanish language word cooccurrence network N = 11857, 〈k〉 = 7.43 (C)
Caribbean food web network N = 249, 〈k〉 = 25.73 (D) Opole public transport net-
work N = 205, 〈k〉 = 50.19 (E) Erdös-Rényi random graph N = 10000, 〈k〉 = 40.
(F) Barabási-Albert evolving network N = 10000, m = 20. All data are loga-
rithmically binned. Sources for data are following: data for movie actor have been
taken from A.-L. Barabási web page http://www.nd.edu/ alb, Spanish cooccurrence
dataset has been downloaded from V. Batagelj WWW page http://vlado.fmf.uni-
lj.si/pub/networks/pajek/ and Caribbean food web data have been taken from The
Integrative Ecology Group http://ieg.ebd.csic.es. Opole data have been collected for
so called ”space P” [9] which is defined as follows: nodes are bus and tram stops and
an edge means that there is a direct route linking them
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〈h〉 =
∫ hmax

hmin

hρ(h)dh , (17)

〈h2〉 =
∫ hmax

hmin

h2ρ(h)dh . (18)

As consequence of these assumptions, Fronczak et al. have been able to
express the average distance 〈lij〉 between nodes i and j as:

〈lij〉 =
− ln hihj + ln N〈h〉 − γ

ln 〈h2〉
〈h〉

+
3
2

+ R, (19)

where γ � 0.5772 is the Euler’s constant and R is a sum of cosine Fourier
transforms of F (x) function:

R =
∞∑

n=1

Rn ≡ 2
∞∑

n=1

(∫ ∞

0

F (x) cos(2nπx)dx

)
, (20)

After integrating Eq. (19) over all pairs hihj one can obtain an equation for
average path length 〈l〉 which is in fact dependent only on N and on specific
distribution ρ(h):

〈l〉 =
−2〈ln h〉 + ln N〈h〉 − γ

ln 〈h2〉
〈h〉

+
3
2

+ S, (21)

here S is the term R integrated over all hidden variables hihj .

4.2 Average Internode Distance

Using appropriate hidden variable distributions ρ(h) for different types of
networks, one can obtain exact expressions for average internode distance
from Eq. (3):

• Scale-free (SF) networks. A hidden variable distribution ρsf (h) for asymp-
totically SF networks (k � 1) is given by the following expression [26]:

ρSF (h) =
(α − 1)mα−1

hα
. (22)

As in this work we pay attention only to the case, where α = 3, thus after
using Eqs (17) and (18) and substituting hmin = m and hmax = m

√
N

one can easily show that:

〈lSF
ij 〉 =

− ln hihj + ln 2mN − γ

ln(m ln
√

N)
+

3
2

+ R, (23)
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• Exponential (EXP) networks. In the case of the exponential networks the
distribution of hidden variables takes a form of

ρEXP (h) =
1
〈k〉e

− h
〈k〉 . (24)

Using Eq. (3) one gets:

〈lEXP
ij 〉 =

− ln hihj + ln N〈k〉 − γ

ln(2〈k〉) +
3
2

+ R, (25)

• Erdös-Rényi (ER) random graphs. As the only way to obtain Poisson dis-
tribution from Eq. (15) is to define ρER(h) = δ〈k〉,h (i.e. every node i is
characterized by a hidden variable hi = 〈k〉), thus examining Eq. (3) is
useless.

A comparison between theoretical predictions of Eqs (23) and (25) and
numerical simulations performed using algorithm [26] for scale free networks
with the hidden variable distributions (22) and (24) is presented at Fig. 9. It
is to notice that for small values of 〈k〉 (Fig. 9A and 9B) the scaling relation is
well described with Eq. (3) while for larger average degree values oscillations
appear.

4.3 Average Path Length

An average path length is a variable of much interest, because it is a main
observable for many complex networks.

Once again, applying hidden variable distributions defined in the previous
Section to Eq. (21) we can obtain exact expressions for average path length:

• Scale-free networks.

〈lSF 〉 =
ln 2N

m − 1 − γ

ln(m ln
√

N)
+

3
2

+ S, (26)

• Exponential networks.

〈lEXP 〉 =
ln N

〈k〉 + γ

ln 2〈k〉 +
3
2

+ S, (27)

• Erdös-Rényi.

〈lER〉 =
ln N

〈k〉 − γ

ln〈k〉 +
3
2

+ S. (28)

Figure 10 gathers numerical simulations and theoretical predictions for
all three types of networks, showing that for small values of average degree
the dependence of 〈l〉 can be well described using Eqs (26-28) with neglected
term S (Fig. 10A). However, as 〈k〉 increases (Fig. 10B), this relation is no
longer valid and it necessary to include correction caused by term S. One
should notice, that for exponential networks even 〈k〉 = 40 does not imply the
appearance of oscillations.
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Fig. 9. Average internode distance 〈lij〉 between nodes i and j as a function of
nodes’ hidden variables product hihj for exponential networks (A - B) and scale-
free networks with α = 3. Solid lines are calculated using Eq. (3) (with numerical
integration in order to obtain term R) while scatter data (circles - N = 1000,
triangles - N = 10000 and squares - N = 50000) are numerical simulations using
algorithm presented in [26]. Average degree 〈k〉 = 5 for (A) and (C) and 〈k〉 = 40
for (B) and (D).

4.4 Oscillations

From the previous sections one can spot that as long as the average number of
links remains relatively small then, due to the generalized mean value theorem,
the term R can be neglected. Otherwise one must take into account at least
the first term from the infinite series in Eq. (20) what leads to log-periodic
oscillation〈lij〉 with the period Δ ln(hihj) = ln B (see discussion below). In
the next consideration we use symbols A = (hihj)/(〈h2〉N) and B = 〈h2〉/〈h〉
to avoid too complicated formulas.

Figure 11 shows a comparison of such oscillations in sparse (m = 2, upper
row) and dense (m = 40, lower row) scale-free networks characterized by a
hidden variable distribution ρ(h) = (α − 1)mα−1h−α with α = 3. The net-
works have been generated following the procedure C in [26] and represent the
class of random networks with asymptotic scale-free connectivity distributions
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Fig. 10. Average path length 〈l〉 versus network size N . Scatter data are numerical
simulations for scale-free networks with α = 3 (circles), exponential networks (tri-
angles) and Erdös-Rényi random graphs (squares), solid lines are calculated using
Eq. (21) (with numerical integration in order to obtain term R), dotted lines are
also obtained from Eq. (21), but term R is neglected. (A) 〈k〉 = 5 for ER graphs
and exponential networks and 〈k〉 = 8 for SF networks. (B) 〈k〉 = 40 for ER graphs
and exponential networks and 〈k〉 = 60 for SF networks. Solid and dotted lines
corresponding to exponential and ER networks at (A) and to exponential networks
at (B) have the same values, thus only the solid ones are visible

characterized by an arbitrary scaling exponent α > 2. Figure 11A presents
F (x) (dotted line) and p∗ij (solid line) are along with points corresponding to
discrete values of those functions. One can notice that for m = 40 probability
p∗ij is much more narrow than for m = 2, so the slope of F (x) decays more
rapidly in the first case. Figure 11B shows the cosine transform of F (x) given
by Eq. (20). Depending on the shape of F (x), the amplitude of this trans-
form can take small/large values resulting in small/large values of R. As R
is a sum of discrete values of a given transform taking only the first term in
the sum (i.e. n = 1) is sufficient to obtain well approximated value of R (cf.
points corresponding to discrete values of Rn at Fig. 11B). Figure 11C shows
different behavior of resulting average distance 〈lij〉 between nodes i and j
versus the product hihj for m = 2 (upper plot) and m = 40 (lower plot).

To obtain more quantitative results one should perform the integral in Eq.
(20), however it is not analytical, so we made an approximation of F (x) (see
Appendix B) receiving a following estimation for R:

R̃n = −
lnB sin

(
πne
ln B

)

π2n2e
sin
[ πn

ln B
(2 ln A − 2 + e)

]
. (29)

As one can see taking only the first term (i.e. n = 1) from Eq. (29) is
justified because next terms decay as 1/n2. Equation (29) allows us to make
an immediate observation that deviations from Eq. (3) take the form of regular
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Fig. 11. Comparison of Two Networks Characterized by Hidden Variable Distribu-
tion ρ(h) = (α − 1)mα−1h−α for α = 3.0 and N = 10000 - upper row m = 2, lower
row m = 40. (A, B, C) - detailed description in text and. In case of plots (A) and
(B) values of A have been chosen in such a way that the deviation is maximal

oscillations along hihj axis with period equal to lnB which increases with the
heterogeneity of the networks. For dense networks the amplitude of oscillations
grows monotonically with B - that is why the effect of oscillations is visible
only in sufficiently dense networks. Similar oscillations effects are also observed
for average path length 〈l〉 (see Fig. 10).

4.5 Cost Function

To show a practical way to make use of the phenomenon described in the pre-
vious Sections, we will concentrate on network optimization- a problem so far
described in many works [10, 27, 28]. Optimization issues are well known and
appear in different fields such as telecommunication and road construction.
One of the most simplest model that assumes minimal costs in transportation
includes two main aspects of network performance: the cost of constructing
and maintaining the links between nodes and the cost of communication speed
among them. The first part is proportional to the total number of links and
the second one is proportional to the sum of shortest connections between
each pair of nodes:

C = (1 − λ)
N

2
〈k〉 + λ

(
N
2

)
〈l〉. (30)

where λ controls the linear combination of two demands in Eq. (30): fully
connected network with the shortest connections and a tree with the smallest
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Fig. 12. Cost function C versus average degree 〈k〉 for three different networks of
N = 106 nodes each. Solid lines represent cost function defined in Eq. (30) while
dotted lines neglect the existence of S term. (A) Scale-free network with exponent
α = 3 λ = 10−4 (B) Erdös-Rényi random graph λ = 5 · 10−5 (C) Exponential
network λ = 2 · 10−5

number of links. A standard solution of this problem is a cost function with
minimum at some specific value of 〈k〉 (see [10]).

Effects of discretization presented in the previous Sections change the
shape of the cost function. Figure 12 depicts cost function for three differ-
ent types of networks of N = 106 nodes each: scale-free with exponent α = 3,
exponential and Erdös-Rényi random graph. One can see that effects of oscil-
lations induce a shift in the position and a decrease in value of the minimum
of the cost function in the case of scale-free and Erdös-Rényi networks.

Figure 13 shows that different values of parameter λ can lead to even more
interesting situation, where instead of one global minimum we obtain two well
separated minima. The network adaptation to lower cost conditions can lead
now to a temporal increase of costs since one has to pass over a cost barrier.

Fig. 13. Cost function C versus average degree 〈k〉 for scale-free network (α = 3)
of N = 106 nodes with λ = 5.4 · 10−4
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5 Summary

In the last Section we presented results that possess applications for commonly
known problems - optimization of such structures as telecommunication or
public transport networks plays a crucial role in the present life. Without an
extended analysis of these systems as complex networks we would not have
been able to spot this phenomenon. In other words, the problem itself may
not be seen as complex one at first glance, however a closer examination of
its ingredients can lead to a reformulation and thus to a significant change of
the results.
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A Rescaling of 〈lij〉 and kikj.

For the majority of examined networks the average intervertex distance 〈lij〉
described with relation (3) takes its maximal value (i.e the maximal inter-
vertex distance) lmax for the minimal possible values of ki and kj , that is
ki = kj = 1. Then applying the above conditions to (3) we get

a = lmax. (31)

In order to obtain the second parameter of (3), we observe that the straight
line described by (3) crosses X-axis for some effective value k2

eff i.e. ki = kj =
keff . This allows as to express b as

b =
lmax

2 log keff
. (32)

Applying a and b to Eq. (3) after some algebra we arrive at the following
expression:

〈lij〉
lmax

2 log keff = − log
(

kikj

k2
eff

)
. (33)

Introducing characteristic values 〈l̃ij〉 and k̃ikj (see Eqs (11) and (12)) we
get a universal formula for the scaling relation :

〈l̃ij〉 = − log k̃ikj . (34)
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B Approximation of Function F (x)

In order to calculate the term R one can approximate F (x) with the following
piecewise linear function F̃ (x):

F̃ (x) =

⎧
⎨

⎩

1 x < x0,
1
e (1 − ln A − x ln B) x ∈< x0, x1 >,

0 x > x1,
(35)

where x0 = (1−ln A−e)/ ln B and x1 = (1−ln A)/ ln B. Since the function
F (x) is translationally invariant with respect to the argument x after rescaling
the parameter A (F (x;A) = F (x− x′;A′)) one can freely choose the point in
which the slope coefficient is calculated as the tangent of F (x). In our case
in order to simplify the calculation we have chosen the inflexion point xi of
F (x). Using Eq. (35) one can approximate terms Rn with

R̃n = −
lnB sin

(
πne
ln B

)

π2n2e
sin
[ πn

ln B
(2 ln A − 2 + e)

]
. (36)

and thus one obtains an expression responsible for the oscillating term in
〈lij〉 scaling.
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