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mann, Marco Janssen, Philip Keating, Fabrice Lehoucq, and Steve McCracken.

The book that is before you has benefited from the careful attention in organiza-

tion and editing that Joanna Broderick has brought to it. The subject is at times

quite technical, but we hope it is more accessible than the same subject may be in

professional journals of a specialized nature, and that it provides a good opening

for learning the complexities of arcane topics such as remote sensing, geographic in-

formation systems (GIS), and biomass estimation. We are grateful to the anonymous

viii Preface and Acknowledgments



reviewers selected by The MIT Press, who provided us with thorough and very

detailed reviews of an earlier draft, resulting in a much improved manuscript. We

are thankful also to Senior Acquisition Editor Clay Morgan at MIT Press, and the

very able staff at MIT Press, for their support and help in the production of the

book.

The authors could not have done their work as well as they have if they had not

had an army of first-rate graduate students with whom they worked in the labora-

tory and in the field, and who contributed significantly to the collection of data, the

analysis of the data, and to thinking together about the ideas that are before you.

We are very grateful to all of them; many of them are already independent re-

searchers at other institutions carrying out the work they started with us at CIPEC.

From our former and current research assistants, the contributions of Ryan Adams,
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1
Human-Environment Interactions in Forest

Ecosystems: An Introduction

Emilio F. Moran

All around us today we see evidence of environmental change. There is clear evi-

dence of a buildup of earth-warming gases that threaten to change our climate by

changing the circulation of air and water. Among the most important of these

changes is the buildup of carbon dioxide and methane. The buildup of both of these

earth-warming gases is a result of human activities: through fossil fuel use and trop-

ical deforestation in the case of carbon, and from the raising of vast populations of

animals and irrigated rice that result in large methane emissions. We see evidence of

large changes in biodiversity and loss of species as a result of human modification

of natural landscapes, particularly conversion of forests and savannas into agropas-

toral uses. Changes in climate associated with changes in Earth’s atmosphere and air

and water cycles threaten, in turn, the viability of agriculture in some marginal

areas, while resulting in devastating losses in other regions due to the increasing

variability of rainfall events in an increasingly patchy environment (Steffen et al.

2004).

Of all these changes, clearly one seems to have the greatest consequence, both for

humans and for other species: changes in land cover, particularly changes in forest

cover. Forests provide a large number of ecological services that stabilize climate,

protect plant and animal species, and can sequester vast amounts of carbon due to

the constant turnover of plant biomass and plant senescence. For a very large part of

human history, forests may have changed in spatial coverage and composition due

to natural climatic changes occurring commonly over long periods of time. The

changes that occurred during the Pleistocene are one example that resulted in the

drying up of the Amazon basin. This led to reduced areas of tropical moist forest

that became ‘‘islands’’ in a desiccated basin. It is believed this change may have

been responsible for changes in speciation patterns during that period, resulting

from isolation of species in these islands of forest vegetation. What is different is

not the fact of land-cover change but its acceleration through the growing human



capacity to transform vast areas of the landscape through agriculture, the building

of dams and roads, and the rise of cities with vast areas asphalted, thereby changing

albedo and water infiltration. We know that it took several centuries for the monas-

teries of the Middle Ages to deforest a substantial portion of the west European

landscape. Palynological data obtained in recent years show a devastating impact

on forests from the agricultural activities based in monasteries in the early to late

Middle Ages. By the nineteenth century, it was possible for homesteading farmers

to move across the forested lands of North America and cut down most of the exist-

ing forests in less than a century. Comparable deforestation is now possible in a

matter of decades, due to much higher technological capacity, favorable government

policies, and much larger populations acting simultaneously to make forests into

agropastoral and urban areas.

In this book, the authors examine why some forested areas seem to be thriving

and growing back, while other areas seem to be experiencing rapid losses of forests

or degradation. This is a question of more than academic interest. Given the role of

human action, and human institutions, it behooves us to understand the variables

that account for forest restoration, as well as forest loss. Since human populations

and human institutions play such a key role, we need to understand how different

human groups organize, or not, to achieve their goals of balancing their needs to

produce food and income from forested areas with their need to conserve forests.

Forests play important roles in protecting the very landscapes upon which humans

depend (see chapter 5). Forests transpire vast amounts of water vapor that creates

the moisture conditions favorable to rainfall. Forest canopies provide interception

of rainfall and facilitate the penetration of water into the soil and the water table,

thereby abating or preventing rapid runoff, soil erosion, and loss of this precious

resource to plants, animals, and people in local areas. Forests near streams protect

water resources and ensure that streams are relatively permanent, rather than only

seasonal, sources of water. Forests provide a habitat for many species of economic

interest, besides preserving ecosystem structure and function. Forests provide large

amounts of valuable nutrients for farmers when they clear forests through slash-

and-burn methods, thereby making poor and mediocre soils produce a bountiful

yield for a year or two. When practiced at low population densities, the slash-and-

burn method of land preparation provides a sensible, low-cost way to obtain vital

produce from otherwise low agricultural yield regions. Forests in North and South

America, Africa, and Asia have undergone cycles of slash-and-burn activity that

only became destructive and unproductive when fallows were shortened due to
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high population pressure, and natural restoration was not allowed to complete an

adequate cycle of regrowth of secondary vegetation (M. Williams 2003).

The authors of the chapters in this book have been associated with the research of

the Center for the Study of Institutions, Population, and Environmental Change at

Indiana University (CIPEC), which is funded by the National Science Foundation

(NSF). The center is dedicated to advancing research on land-use/land-cover change

and the human dimensions of global environmental change (HDGC), a research

program that began to be articulated in 1989 at the request of scientists studying at-

mosphere and climate who recognized that the human dimensions of the processes

they were studying in the physical sciences were not receiving adequate attention de-

spite the clear impact of human actions on Earth’s climate and atmosphere.

History of the Development of the Human Dimensions Agenda

Until 1988, the study of global environmental change was carried out largely by

earth science disciplines such as meteorology, atmospheric chemistry, atmospheric

sciences, and geology. The focus of this work, under the aegis of the International

Geosphere-Biosphere Programme (IGBP) was on documenting the extent of bio-

sphere change and projecting at global scale the likely consequences of changing

atmospheric conditions on Earth. Models, particularly global circulation models

(GCMs), were heavily used given the absence of many important data points and

the ambition of understanding the global environment—but scientists also identi-

fied, and lobbied for, research in areas needed to better run the GCMs. Among the

many achievements of this effort, for example, was the creation of a vast network of

buoys in Earth’s oceans to measure changing temperatures, which over time led to

the current ability of atmospheric and marine scientists to forecast El Niño and La

Niña events many months in advance of human populations feeling their terrestrial

impact. Scientists accurately predicted the onset of the 2002–2003 El Niño Southern

Oscillation almost a year in advance. This was done by observing the warming and

cooling of the waters over the northern Pacific and following its circulation around

the globe. But something was missing. The coarse spatial scale of these early GCMs

did not allow for any meaningful role for what human behavior does within the

Earth system, which ran at very coarse spatial (several degrees of latitude) and tem-

poral (decades to centuries) scales with broad assumptions, like what might happen

if all tropical forest cover were removed and replaced by pasture. While the results

of such models were informative, they did not realistically represent anything likely

Human-Environment Interactions in Forest Ecosystems 5



to be done by humans, who are apt to desist from the total elimination of tropical

forest cover by information dissemination and feedback processes.

At the request of scientists associated with the IGBP, the International Social

Science Council (ISSC) was asked to consider assembling a working group to de-

velop a human dimensions (social and economic sciences) agenda to parallel the

ongoing work of atmospheric and climate scientists studying global environmental

change. The ISSC met and recommended that it would be desirable to begin to

create national panels to undertake such a discussion and write up research plans

that would articulate well with the IGBP research. This led to the creation of a

group parallel to the IGBP, named the Human Dimensions Programme (HDP) and

composed of a panel of social scientists from around the globe, to discuss how best

to proceed. In the United States, both the National Research Council (NRC) and the

Social Science Research Council (SSRC) created expert panels of scientists to discuss

research priorities for the human dimensions as well.

Interestingly, the SSRC, the NRC, and the HDP developed research priorities

(energy, industrial metabolism, health, environmental security, institutions, decision

making, land-use/land-cover change), and of these topics one that quickly became a

research area likely to best articulate with the work of the IGBP, and to which social

scientists could make the strongest contributions in the short term, was to study

land-use/land-cover change. The logic was that there was a preexisting community

in the social sciences concerned with cultural ecology, agrarian studies, and agricul-

tural and resource economics whose work approximated the likely areas of interest

of a land-centric research program. This led to the creation of the Land-Use and

Land-Cover Change (LUCC) core project, a joint activity of IGBP and HDP, with

support from groups such as SSRC and NRC. A panel of scientists began to meet

and produced over the next several years a science plan to guide the work of the in-

ternational community (Skole and Turner 1995). The science plan had several major

science questions that they deemed central to the core project:

� How has land cover changed over the last 300 years as a result of human
activities?
� What are the major human causes of land-cover change in different geographic
and historical contexts?
� How will changes in land use affect land cover in the next 50 to 100 years?
� How do immediate human and biophysical dynamics affect the sustainability of
specific types of land uses?
� How might changes in climate and biogeochemistry affect both land use and land
cover?
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� How do land uses and land covers affect the vulnerability of land users in the face
of change, and how do land-cover changes in turn impinge upon and enhance vul-
nerability and at-risk regions?

Similar but varying in some degree were research priorities defined by the NRC

and SSRC. The first major guiding document to appear from these expert panels

was the ‘‘rainbow book,’’ Global Environmental Change: Understanding the

Human Dimensions (NRC 1992). This book defined a broad set of priorities that

identified land-use/land-cover change as one of the top research priorities along with

other important questions that deserved attention, such as environmental decision

making, integrative modeling, environmental risk analysis, and studies of popula-

tion and environment. Many of the recommendations of this book served as guid-

ance to funding agencies and have since been implemented, such as the creation of

human dimensions centers of excellence by NSF, land-use/land-cover change re-

search programs at the National Aeronautics and Space Administration, human

dimensions of global change programs at the National Oceanic and Atmospheric

Administration, and population and environment programs at the National Institute

of Child Health and Human Development.

The following year, the NRC published a smaller and more accessible document

entitled Science Priorities for the Human Dimensions of Global Change (NRC

1994). This document reaffirmed the priorities of the 1992 book and added

several new areas of interest: land-use/land-cover change, decision-making pro-

cesses, energy-related policies and institutions, impact assessment, and population

dynamics. By 1995, the NSF announced a competition for national centers of excel-

lence on the human dimensions of global environmental change. Carnegie Mellon

and Indiana Universities received center-level awards, while Harvard, Yale, Penn-

sylvania State, and the University of Arizona received substantial group project

awards. An informal consortium of these institutions functioned in the early years

to ensure communication, common learning, and advancement of the still fledgling

agenda on human dimensions. Of the two centers, Indiana University focused more

on land-use/land-cover change, and in particular on forest ecosystems, while the

Carnegie Mellon center focused on integrated assessment issues.

Since that period considerable advances have taken place. These are summarized

at some length in an NRC book, Global Environmental Change: Research Path-

ways for the Next Decade (NRC 1999a). The Human Dimensions Programme be-

came the International Human Dimensions Programme (IHDP) in 1996 when it

moved from Geneva to Bonn, Germany. IHDP has played a growing role in coordi-

nating the work of national human dimensions panels and creating IHDP-based
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research groups on the institutional dimensions of global environmental change, in-

dustrial metabolism, and human security.

One of the important activities of the LUCC program has been to stimulate

the generation of syntheses of what we know about land-use/land-cover change

processes, such as tropical deforestation (e.g., Geist and Lambin 2001), agricultural

intensification (see chapter 13), desertification (Geist and Lambin 2004), and urban-

ization (Seto and Kaufmann 2003) to provide input to a larger synthesis for Earth

system science (Steffen et al. 2004). These syntheses rely heavily on the scholarly

community working on issues of land-use/land-cover change. CIPEC has contrib-

uted to this community effort by focusing on understanding the human-environment

interactions in forest ecosystems presented in this book, in publications cited

throughout the book, and available online at http://www.cipec.org.

Other interesting research areas in the HDGC agenda include social dimensions

of resource use, perception of environmental change, how people assess environ-

mental changes and environmental risks, the impact of institutions, energy produc-

tion and consumption, industrial ecology, environmental justice, and environmental

security. These and many other topics will grow in importance as findings from the

work on land-use/land-cover change advances. Recent expert panels from the NRC

came up with eight Grand Challenges in Environmental Sciences (NRC 2001) that

defined key priorities. The eight priorities share one common denominator: they re-

quire joint work by biophysical and social scientists. A similar recommendation

came from the National Science Board, which developed similar but not equivalent

priorities but also gave multidisciplinarity across the biophysical and social sciences

a strong nod.

Characteristics of Research on the Human Dimensions

Research on the human dimensions, or as it is more commonly known today,

human-environment interactions, differs from disciplinary research in a number of

ways. Global change research must be inherently multidisciplinary given the com-

plexity of factors that must be taken into account. No discipline offers an adequate

array of theories, methods, and concepts to provide integrative modeling. Because it

is global, the work must be multinational in scale; otherwise one is likely to errone-

ously think that what one sees as processes in one country applies to the globe. This

forces an agenda oriented toward comparative research wherein one must collect

comparable data in a number of nations and regions to sample the diversity of bio-

physical and social processes. Spatially explicit research methods provide powerful
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tools for the study of complex systems such as the Earth system. Spatially explicit

techniques allow human-environment interactions to be studied across multiple

scales and to anchor the work precisely on Earth’s surface and understand what is

site-specific and what is generalizable. Because the agenda is driven by a concern

with changing dynamics, the work must be multitemporal and have some historical

depth. The depth will vary with the questions and processes of interest, so that some

scientists operate in temporal scales of millennia (paleoclimatologists and palynolo-

gists), while others work in terms of centuries and decades. Because the disciplines’

methods vary, it is likely that the processes examined will vary, not just in time and

spatial scales but also in the scale of analysis (from local to regional to national to

global). It is well-known but rarely analytically addressed that explanations for pro-

cesses vary by the scale at which they are studied. Thus, specificity of what scale is

being explained is essential, but also it is necessary that each analysis make an effort

to scale both up and down from the scale of interest so that the effort and invest-

ment is useful to other scientists in the community working at other scales. Finally,

because the work is about an impending environmental crisis of global and local

proportions (i.e., exponential carbon dioxide and methane emissions, loss of biodi-

versity), the work must keep in mind the relevance and importance of the research in

informing policies that might reverse current negative outcomes and favor sustain-

ability of human-environment interactions.

Antecedents in the Social Sciences

The work on HDGC has deep roots in the social sciences. Greco-Roman, Arab, En-

lightenment, and later philosophers laid the basis for our ideas about the impact of

the environment on people (Thomas 1925; Alavi 1965; Glacken 1967; E. Moran

2000). Three main themes can be observed in Western intellectual history up to the

1950s that sought to explain human interactions with nature: environmental deter-

minism, possibilism, and adaptationism. The first view overemphasized the influence

of nature, while the second view overemphasized the role of culture. The third view

bridged the gap between these two and emphasized the mutual interactions of peo-

ple with nature as they co-adapted from this mutual interaction (E. Moran 2000,

27).

Environmental determinism was a dominant view from at least Greco-Roman

times to well into the twentieth century. This view arose from observations of the

apparent link between psychological tendencies and climate. However, it is curious

that while the views of Greco-Roman and Arab thinkers credited their superior
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achievements in their heyday to the superb dry Mediterranean climate (and the

inferiority of northern temperate peoples to the beastly cold of the north), in later

centuries when temperate countries were ascendant politically, temperate climates

were viewed as explaining their great imperial achievements, while warmer climates

were viewed as a reason for the lesser power of those peoples (E. Moran 2000, 28–

32). This view still occasionally makes an appearance under the guise that, for ex-

ample, a given poor soil dooms a people to poverty, or that oppressive heat saps

people of their energy for work and achievement. Environmental determinism, how-

ever, is mostly discredited today.

The possibilistic view is mostly gone as well, but it persists among neo-

Malthusians who regularly raise the specter of the limited capacity of Earth to

support the natural growth of populations. It persists in notions such as the analogy

of Spaceship Earth, which views the planet has having very limited resources. Possi-

bilism takes many forms intellectually, but they all share a common characteristic:

that the environment sets limits but does not determine the direction and character

of human decisions. In the case of neo-Malthusian views, the notion is that Earth

has limited productive capacity and the specter of famine is just around the corner

(Malthus [1803] 1989). This view has persisted over a century despite impressive

achievements in food production that have kept up with the dramatic increase in

the human population. However, this view has increasingly become informed by

the dominant view today, that of the mutual interaction of people with their physi-

cal environment.

In this latter view, that is, the adaptationist view, which is today represented by a

number of theories and approaches, among them human-environment interactions,

the population interacts with the environment, faces its limitations, adapts to them

sometimes, and at other times modifies, if possible, those environmental conditions

to favor human objectives. This view has its roots in the nineteenth century. The

work of George Perkins Marsh, that of German anthropogeographers such as Frie-

drich Ratzel, and the work of historians of the American frontier such as Frederick

Jackson Turner begin to formulate ideas that closely connect the environment to

social outcomes, regional character or personality type, and even the potential for

development and change. In the first half of the twentieth century, the work of

anthropologists such as Franz Boas (who started in anthropogeography and

physics), Alfred Kroeber, and Julian Steward, and the work of geographers such as

Carl Sauer began to emphasize what seemed to be correlations between environ-

mental features (biogeography or natural areas) and cultural characteristics. The

great leap achieved by Steward was in seeing that it was neither nature nor culture-
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bearing humans but, rather, the process of resource utilization that was the object

of study. Thus he began to focus attention of the interactions of people in obtaining

resources, in getting organized to use them effectively, and in defining what to ex-

ploit at their level of technology and organization (Steward 1938, 1955).

In the second half of the twentieth century, a rich number of theoretical ap-

proaches proliferated, variously called cultural ecology, human ecology, ecosystem

ecology, ethnoecology, political ecology, and historical ecology. While they differed

in emphasis, they were all trying to define what would best characterize the key vari-

ables that account for human-environment interaction. These emphases reflected the

larger context of what was going on in society and went along with other trends in

the biophysical sciences (Siniarska and Dickinson 1996). Among the most promising

trends that favor interdisciplinary integration is the work that is the focus of this

book (human-environment interactions) and related topics such as historical and

population ecology, the study of institutions, regional analysis, and ecological

economics.

To think in historical ecological terms is to bring attention to the fact that a com-

plete explanation of ecological structure and function must include the actual se-

quence and timing of events that produce an observed structure or function (Butzer

1990; Winterhalder 1994; Harrison and Morphy 1998; Batterbury and Bebbington

1999; Redman 1999). One powerful way to achieve this is through historical

demography, as demonstrated by Netting (1976, 1980, 1990) in a study of demo-

graphic change in a Swiss village over several centuries. At first, he was inclined

to present the village as a system in equilibrium but later revised his views as he dis-

covered that the apparent stability was maintained by dynamic movement of people

out of the ecosystem. The age-gender structure of human populations is a sum-

mation of their historical experience and can provide powerful ways to examine en-

vironmental events, such as deforestation, in light of the changing structure of

households.

Regional analyses provide a powerful approach to the processes of human adap-

tation. A regional study tends to emphasize historical and economic factors and

takes into account historical forces that affect the human and environmental system

(Geertz 1963; J. Bennett 1969; Braudel 1973). One advantage of regionally scaled

studies is that they make it more viable to carry out comparative analyses. Locally

based studies tend to be rich in detail but not always well nested within the range

of variability commonly observed. A set of local studies nested within a regional

analysis is more likely to provide the kind of rich multiscaled information that can

provide inputs to regional and global analyses for HDGC.
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The human-environment interactions research community has given considerable

attention in the past decade to what seem to be the chief responses of human popu-

lations: adaptation and mitigation. Adaptation speaks to the effort of human popu-

lations to adjust themselves to changes as they occur. These can take the form of

behavioral changes, such as clothing to meet changes in heat and cold, or physiolog-

ical changes that are reversible, such as acclimatory adaptations like increased red

blood cell formation with reduced oxygen pressure (hypoxia) at high altitudes.

Further, populations who live in areas that undergo long-term changes may even

experience some developmental adaptations that are irreversible but improve the

efficiency of adaptation to their environment, such as larger lung volume at high

altitudes. Mostly, we seem to rely on social and behavioral adaptations such as

scheduling changes and moving to a different area to avoid exposure to reduced air

quality, even if for only part of the day (E. Moran 2000).

Mitigation, on the other hand, speaks to the efforts of human groups to change

the current conditions so that exposure to poor air quality is eliminated through

regulation, by reducing carbon emissions from fossil fuels through a change in con-

sumption patterns, and, like the Kyoto protocol aims to do, setting a goal that

reverses changes that we have come to accept as being unstoppable. Mitigation and

adaptation are not only strategies individuals pursue, they also are political choices

around which major debates in both developing and developed countries are taking

place, with some countries wishing to reverse current trends and even current levels,

while others seem to prefer a wait-and-see attitude and trust that technology will

offer solutions that are not currently available (NRC 1992, 1998, 1999b).

Disciplinary Aspects of Human Dimensions Research

Participation in human dimensions research offers a number of advantages to the

advancement of social science theory, particularly theories on human-environment

interactions. The questions posed by the human dimensions agenda are new ques-

tions that reach beyond the traditional disciplinary concerns and thus extend the

value of social science to all of society. The disciplines bring important theories

to this kind of research: anthropology and geography have contributed cultural

ecology, which remains an important paradigm in understanding human use of

resources; biology and ecology have contributed ecosystem and evolutionary ecol-

ogy; political science has contributed theories about institutions and collective

action. Unlike traditional disciplinary research, however, human dimensions re-
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search demands a multiscaled approach to research. This is rarely the case with

discipline-based research and is thus a broadening of the way the social sciences

can contribute to the understanding of the world around us. The work on human

dimensions links the biological, physical, and social sciences, thereby making social

sciences centrally important not only to other social scientists but to the rest of the

sciences. It is important to recall that it was the physical sciences that recognized the

role of human actions and that felt the need to encourage the social science commu-

nity to join them in an effort to understand global environmental changes. While

much remains to be done to achieve this integration, there has been progress.

Work on human dimensions requires comparison and multidisciplinary ap-

proaches. This offers the potential for more robust tests of the applicability of

site-, region-, or nation-specific findings. By testing things cross-nationally, cross-

regionally, and cross-locally, the results are more likely to be robust and strength-

ened by theory. The human dimensions research agenda challenges most of the

social sciences (except geography, which already is sensitive to this) to develop new

spatially explicit ways to select cases for comparative analysis, to determine sam-

pling frames in a spatial context, and to model results that are spatially informed.

This is true as much for the social sciences as for ecology, which only now, too, is

developing spatial ecology as a field of study and thereby revolutionizing the way

ecologists think about population ecology and community ecology.

Undertaking these challenges is an awesome task. It requires that we work in

large teams of scientists, rather than work alone, as is more common in the social

sciences. As noted earlier, the work should be multinational, multidisciplinary,

multiscalar, multitemporal, spatially explicit, and policy relevant. To be successful,

it requires that we leave our ‘‘weapons’’ at the door, and that we choose the right

tools, theories, and methods for the questions that are being asked (without regard

for what disciplines they come from). The goal is to pick the right ones for the job

at hand, even if it means that team members will need to learn all sorts of new

approaches that were not part of their earlier academic training. It is a challenging

and exciting task, one that ensures continuous growth in one’s skills and perspec-

tives; an open approach to research, without sacrificing rigor; and research that

speaks to the questions society needs answers to, not just the academic scientist.

These challenges have been faced by the authors of the chapters in this book, and

the reader will be the judge of the degree to which they have succeeded in integrat-

ing their disciplinary skills with the demands of interdisciplinary environmental

research.
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The Challenge of This Book

This book brings together some of the findings from the first five years of research

at CIPEC. CIPEC is an HDGC center within which anthropologists, geographers,

economists, sociologists, political scientists, environmental scientists, and biologists

have worked together to understand why some forests are thriving while others are

declining and becoming degraded. The center aims to contribute to the human

dimensions research agenda, and in particular to land-use/land-cover change re-

search. One of the first tasks faced by any research group tackling such a topic is

to define and delimit the object of study. In this case, we chose to focus on forest

ecosystems—and in particular tropical moist, tropical dry, and midlatitude decidu-

ous temperate forests. We originally planned to also tackle boreal and temperate

rain forests, but wise advisors convinced us that we had undertaken a challenging

enough task by tackling the other three forest ecosystems. These three types of forest

ecosystems account for a significant percentage of the total forest cover of the

planet, and for a substantial proportion of the world’s biodiversity.

We also defined our task as focusing on the interactions of people with those

three forest ecosystems as mediated by a variety of institutional arrangements,

namely privately held forests, communally held forests, and federal- and state-held

forests. How people define rights of use is defined by their institutions to regulate

access and use of forest resources. It is commonly thought that private tenure is a

form of resource management superior to all others, that communal tenure can

lead to a tragedy of the commons, and that government lands are poorly managed

due to lack of popular interest and limited government capacity to regulate users.

This is one of the puzzles that we have tried to test rigorously by examining for

each type of forest ecosystem a set of cases of private, communal, and government

institutional arrangements to assess the effectiveness of managing forest resources.

As we will see in this book, the answer is more nuanced than some would like, but

it is also more satisfying in that it shows that the existence of formal institutions

alone does not effectively constrain behavior.

CIPEC has emphasized social science questions and methods in its work, given its

focus on trying to link and understand how human institutions and population fac-

tors interact with forest ecosystems. Thus, the work on the biophysical dimensions

gave emphasis to methods such as land-cover analysis using remotely sensed data

(aerial photos and satellite data), attention to landscape variables such as slope

and aspect, and soil quality. The center during this phase of its work did not go

into topics such as soil microbiology, climate variability, hydrology, biodiversity
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assessment, and other important topics relevant to forest ecology. We hope in the

coming decade to undertake such work as more colleagues in the biological sciences

join our team and we are able to obtain funds sufficient to undertake this type

of work, which requires considerable and highly diverse laboratory facilities and

personnel.

Finally, we also wanted to address the role of population, which is often sug-

gested by policy makers and many scientists as being the major driver of forest

loss. To do so, we sought to examine a number of cases in the three types of

forest ecosystems, and along a variety of institutional arrangements, as noted above,

wherein we could test the extent to which population density or its distribution is

associated with loss of forest, or its recovery. Here, again, the findings from the

work of the center are nuanced. Population does indeed show an association with

deforestation at aggregate scales, but at local to regional scales it does not. More-

over, some of the most successful cases of management of forests occur at the high-

est population densities.

To carry out these tasks we began with extended discussions on methods and

measures that we could agree would have broad applicability across our forest

ecosystem types and across different cultural and national boundaries, and would

facilitate the eventual task of comparison. We gave considerable weight to the avail-

ability of remotely sensed data (from aerial photos to Earth-observing satellites such

as Landsat), since this permitted work at a variety of spatial and temporal scales,

could be scaled up and down from small areas to large regions, and made the task

of spatially explicit research clear from the start. To choose sites for research, there-

fore, we insisted that those candidate areas, besides fitting within our three forest

ecosystem types, must have a cloud-free time series of remotely sensed data that

can be obtained to facilitate land-cover change analysis over large areas to comple-

ment the local studies that would be undertaken. These remotely sensed data,

mostly Landsat data at 30-m resolution, would be further enhanced by data over-

lays using geographic information systems (GIS) developed to handle data layers

such as soil class information, vegetation types, hydrologic network, topography,

and other information coming from sources such as a census.

Since this work is fundamentally concerned with the human dimensions, we

developed instruments, or protocols, to obtain data from people on a range of issues

such as demography, forest uses, local institutions, economy, history of land use,

and their relationship to other user groups in the ecosystem and local region. All

these data were collected in a spatially explicit fashion using global positioning sys-

tem (GPS) instruments to locate precisely on the ground the data that were obtained.
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To ensure accurate classification of the land-cover analysis using satellite data, a

large number of ‘‘training samples’’ were obtained for each land-cover class of inter-

est. Training samples are detailed descriptions of a land-cover type, with a precise

geolocation using a GPS that can be used to train the computer to recognize like

classes on the image. A substantial number of these are reserved for later use to ar-

rive at an accuracy assessment of the land-cover classification.

One challenge we faced in working with remotely sensed data was to integrate

this type of analysis with extensive field studies and survey research so that both

kinds of information interactively informed the other. The other challenge was how

to compare satellite data collected at different locations at different points in time,

given the different atmospheric conditions present at those various places at various

times. This meant moving away from the use of digital numbers provided by the sat-

ellite data and converting this information to actual reflectance so we would have a

standard that was understood and clear across sites (see chapter 6 for details on

these procedures; see also Lu et al. 2002b).

The challenge of working with social science data in a comparative framework

was no less daunting. Comparative research has been widely touted as one of the

important goals of social science, but there are just a handful of studies that have

been able to undertake the systematic collection of data across a variety of national

boundaries using common protocols. We were fortunate to have had experience in

our team with the work of the International Forestry Resources and Institutions

(IFRI) research program, which had already developed and tested cross-nationally

ten protocols that focused on forest-related institutions and their management of

forests. We used these protocols as a basis for our own and made modifications to

fit the particular focus of our work—such as collecting the data in spatially explicit

fashion, linking the data to satellite time-series data, using GIS data layers, and

including, when possible, data at the household level, in addition to the community

level, that had been the focus of IFRI research.

Theory is central to the work of all scientists, but differences in theory have

proved in many cases to be obstacles to communication across disciplines. We

worked very hard to become familiar with each other’s theories in a wide variety

of disciplines, from biology and ecology to anthropology, geography, sociology,

and political science. We created reading groups to read and discuss a range of

theories that offered potential in guiding our research (many of these are discussed

in chapter 2). The goal was to force all members of the group to become familiar

with the work of disciplines and theories other than their own, and to learn what
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they might offer to the research tasks we had defined for ourselves. This was largely

successful and it was a lovely sight to see political scientists talking about soil types,

ecologists talking about common-property institutions, and anthropologists examin-

ing demographic data such as life course tables.

Lessons Learned

The bulk of the book that is before you focuses on the efforts to compare data

across sites, and it offers considerable detail about how we carried out our work so

that the experience of these efforts may assist others wishing to undertake similar

interdisciplinary scientific work. Some of the chapters focus on sites within a region,

like the Amazon or Mexico. Here the differences may lie in biophysical factors such

as soil quality, but one can hold the forest type somewhat constant, as well as the

political economy that affects forests in that one region or country. Others constitute

comparisons across national boundaries that allow for the examination of processes

wherein national policies may play roles in differentiating management of forests but

which may be comparable in, say, forest type or institutions. Other parts of the

book focus on related issues such as modeling land-cover change, defining the future

of studies of forest ecosystems, and helping define a future research agenda for the

human dimension of global change. Despite our best efforts, the entire work of the

center could not be included in a single volume. Readers who remain curious, and

unsatisfied, may find additional material of interest in other publications by mem-

bers of the center listed at the center’s website and in the references cited throughout

the book. It is our sincere wish that our work stimulates readers to think of further

ways in which we can undertake the challenge posed by our human-environment

conundrum: in solving the puzzle of how to move toward a sustainable world lie

our hopes for human life on Earth.

A number of lessons were learned from the work reported in this book. Readers

will find many others not highlighted here as they examine the chapters. They can

be divided into methodological lessons, empirical findings, and theoretical lessons.

Methodological Lessons
� It is possible to develop an integrative biophysical–social science set of stan-
dardized research protocols, but the costs in terms of time are substantial and it
requires flexibility in theory and method at all times. However, it is a task that needs
to be undertaken if we expect case study data to be broadly useful to the global
change research community.
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� GIS and other geospatial approaches are tools that enable disparate data sources
to be integrated, fostering communication across disciplines and thus leading to
richer data analysis. GIS and spatial analysis are critical tools because of the scale
dependence of social and biophysical phenomena and the scale dependence of com-
plex human-environment relationships. Working at a single spatial scale risks mis-
representing the processes at work in a location. Analysis of spatially explicit data
is one of the few ways to address the scale issues inherent in these systems.
� Scale matters even if processes at one scale frequently do not emerge at other
scales as having the same significance. This needs to become an object of study in
itself, as it may result in no small part from the way data are collected at different
scales, and from the lack of forethought in these different empirical traditions to
the challenge of cross-scale analysis.
� Remote sensing provides a robust dataset for human dimensions research, but for
comparative research across time and space, this requires dealing with complex
ways to eliminate sources of variability in the images to ensure that the changes be-
ing observed are a result of land-cover change and not of atmospheric and other
sources of variability (sensor, seasonality, interannual climate variability).

Empirical Findings
� Context matters: Comparative research can be carried out but requires great disci-
pline in execution, given substantial differences in ecosystems, societies, cultures,
and institutions.
� Researchers need to be very careful in defining what they mean by ‘‘a forest,’’ par-
ticularly for the purposes of exploring dynamics and comparison. The definition
of what a forest is can vary, and having a clear definition is essential to making
progress in assessing how humans are influencing forests. Using standardized forest
mensuration techniques ensures that comparisons between forest stands adhere to
rigorous standards.
� Datasets have spatial and temporal scale limitations, and multiple datasets from
different sources rarely cover the same temporal and spatial scales. This requires
that selection of data sources take into account these limitations and that modeling
efforts be cognizant of these limitations.
� We find no evidence to support the notion that a given tenure regime is superior in
ensuring forest well-being. The evidence is that rules-in-use associated with resource
management shape forest conditions whether in private, communal, or government-
owned tenure regimes. Evidence is that property owners under any tenure regime
can design successful institutions.
� Comparative analysis of forests in Guatemala and Honduras found that the forests
were far more dynamic in land cover over the nine-year study interval than antici-
pated based on reports from other studies. The concurrent processes of vegetation
regrowth and deforestation, as well as significant areas that remain unchanged, sug-
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gest that studies that focus on a single issue, like deforestation, can easily miss the
dynamic processes of change, and stability, in forest ecosystem regions.
� Biophysical limitations, such as steep slope and difficulty of access, can provide
considerable protection to forests, but they provide only a necessary but not
sufficient degree of protection. Institutions play a major role, in combination with
biophysical limitations, in protecting these limited areas from deforestation and
erosion.
� Estimation of biomass and carbon is surrounded by considerable uncertainties due
to a wide array of estimation procedures and a limited set of baseline destructive
sampling datasets (i.e., actual measurements of biomass rather than estimates). Re-
motely sensed data can be used if methods are tailored to the differences in forest
structure present from place to place (see chapter 11).
� Cross-national meta-analyses suggest that there is a pervasive lack of agreement
on what data should be collected, even among investigators working on land-
use/land-cover issues. This impedes the advancement of theory and of practical
understanding of the dynamics of land-use/land-cover change. Particularly glaring
omissions are data on climate (temperature and precipitation), soils, demography,
and details of crops cultivated and reasons for leaving an area (see chapter 13).

Theoretical Lessons
� Population growth is not necessarily correlated with loss of forest under local con-
ditions. We have found that population density is associated in several cases with
improved management of forests and restoration of forest cover. In areas with low
population density, there is a common perception that forests are unlimited in sup-
ply. This tends to result in widespread deforestation and lack of institutions to reg-
ulate access to forest resources. Advances in population-and-environment theories
can help us get a better handle on the role of population size and its distribution.
� Processes of forest change vary by the scale of analysis used. Dramatic changes in
a locality may hardly be noticed at a larger scale and be invisible at regional to
global scales. Multiple scale analyses are possible but require rigorous monitoring
of the scale-dependent processes. This complexity needs to be taken into account in
policy making and decision making, given the many different levels at which deci-
sions are made about forest resources, and the often conflicting foundations for
those decisions.
� Forest transition theory: Viewed over long temporal periods, forests go through
cycles of growth, deforestation, agricultural use, and regrowth as a result of cycles
in the political economy, population movement, and in the patterns of human settle-
ment coupled with human understanding of the natural growth of these forests
(knowledge of growth rates of trees, their composition over time, and the potential
uses of the resources within them). Understanding the triggers for cycles of defor-
estation, the drivers or factors that sustain the cycle of deforestation, and the
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emergence of negative feedbacks that begin to play a role in slowing down and even-
tually reversing deforestation with effective ways to reforest is critical to the use and
conservation of these multiple-use forest ecosystems. Forest transition theory helps
us see the forest and the trees as dynamic entities profoundly coupled with people
and their institutions.

Road Map to the Book

These lessons, and many others, are elaborated on in the chapters of this book. The

book is written with two readerships in mind: scholars in the global change commu-

nity, and students and faculty who want to gain access to the theories, methods, and

practice of human-environment interactions research as applied to land-use/land-

cover change. Thus, readers who are already familiar with the methods of this type

of research on land-use/land-cover change may wish to skim through part II of this

book, which provides access to those who are not fully initiated into the combina-

tion of methods that are used routinely—forest mensuration, GIS, and remote sens-

ing. Part II will be useful to faculty, students, and researchers who are familiar with

only some but not all of these methods. While it does not provide full discussion of

these methods, the chapters provide core knowledge to get readers familiar with ele-

ments from these methods and direction on where to go for further knowledge. In

short, scholars in this field already may wish to read parts I and III, and use part II

as a reference if needed.

Novices, and those familiar with either the social or the physical but not both

types of methods, may wish to work their way through the book systematically.

Part I focuses on theories of human-environment research. Part II focuses on

methods used in human-environment research, particularly those appropriate for

study of land-use/land-cover change in forested ecosystems. Chapter 3 focuses on

the challenges presented by consideration of multiple scales, chapter 4 introduces

readers to institutional analysis, chapter 5 provides a brief introduction to forest

ecology, chapter 6 introduces readers to some key considerations in remotely sensed

data acquisition and analysis, and chapter 7 sensitizes readers to the challenge of

spatially explicit analysis.

Part IV is constituted of case studies from a broad range of research carried out

by the center, most of them looking at more than one site. The scholarly community

familiar with human dimensions and land-use/land-cover change will find this sec-

tion particularly interesting as it is here that advances at linking theory and method

through empirical cases are to be found in detail. Some of them may choose to go
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straight to this part of the book first, and then read in parts I and II if they need

to refer to particular theories or methods. We hope readers will find this road map

useful in navigating through these rich materials which represent the work of a very

substantial group of researchers over several years. We welcome comments and

suggestions from readers, and readers should check the website at http://www.

cipec.org, where they can find other useful materials not found in this book, and

where they can go to communicate with any of the authors.
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2
Theories Underlying the Study of Human-

Environment Interactions

Leah K. VanWey, Elinor Ostrom, and Vicky Meretsky

Understanding environmental change in the early years of the twenty-first century is

a major challenge. Research teams composed of scholars from multiple social and

biophysical disciplines face the problem of having a plethora of theories that can in-

form their work. Further, some of the theories accepted in one discipline have been

challenged and rejected in others. Which theories should form the foundation for

broad, multidisciplinary, cumulative research is a puzzling, and at times, contestable

issue. Most traditional theories of population-environment relationships tried to

posit the simplest models to explain phenomena at a national or international level.

An extensive review by Lambin and a large number of informed scientists from mul-

tiple disciplines (Lambin et al. 2001) argues that almost all of the simple models

positing only a few factors determining land-use/land-cover change have been dis-

proved by serious empirical research. Previously accepted theories positing popula-

tion and poverty as the major causes of environmental change have turned out to be

myths rather than empirically supported theories.

In this chapter, we first review some of these traditional theories about relation-

ships between population and environmental change. Then, we discuss more general

theories of social and ecological change and how they can be applied to questions of

environmental change, specifically land-use change. The past decade has seen a pro-

liferation of research on other issues related to how human actions affect the global

environment (e.g., consumption, industrial emissions of greenhouse gases, automo-

bile usage). A review of this literature is both beyond the scope of this chapter and

less appropriate as a foundation for the following chapters. Thus, we focus on

theories relevant to land-use/land-cover change. We divide these theories into those

that posit a unidirectional deterministic relationship between one key set of inde-

pendent variables and environmental degradation (primarily deforestation), and

those that assign agency to individual actors as they affect environmental change.

These theories are brought together in the multiscalar approach that we use to study



relationships among social and biophysical variables. We end this chapter with

a discussion of bringing together and building on these many theories to inform

empirical research.

Our multiscalar approach and our evaluation of the utility of existing theories

owe much to the empirical research undertaken in the past half-century of work on

human-environment relations. In their efforts to examine the simple theories, schol-

ars have executed careful, replicable research projects. Two broad conclusions have

been derived from this research: scale matters and context matters. First, relation-

ships that exist at one scale frequently do not exist at other scales. On the other

hand, some theories operate at multiple scales. Thus, researchers must be extremely

careful about the theories and measurements they use to be sure they operate at the

scale of the question being pursued and the measurements made. In our discussion

we consider four scales of social and environmental factors. Social forces are observ-

able at global, regional or country, local (community), and household or individual

scales. These forces include the demographic, cultural, economic, and political char-

acteristics of units at a given scale of observation. The corresponding four scales of

environment that we consider are global, ecosystem, community, and individual

parcels of land. Two issues are important to keep in mind as we discuss these

scales in describing theories of human impact on land-use/land-cover change. No

hard-and-fast boundaries exist between scales; for example, the distinction between

local and regional varies depending on the particular research question. A one-to-

one correspondence does not exist between social and environmental units in either

size or boundaries. For example, one human community might impact an area

smaller than a complete watershed, but this impact might cross the boundaries of

several local government units.

Second, not only do we find that relationships verified to exist at one scale are not

present at other scales, we also find that the same relationship may exist in settings

A, B, and C at one scale, but not in D, E, and F at the same scale. These relation-

ships are contingent on certain key contextual variables. Sorting out what variables

constitute the context for changes in relationships and how they change the patterns

of relationships within a particular scale is another major challenge facing con-

temporary scientists. For example, substantial research has assumed that human

population size and its level of affluence are the most important factors affecting en-

vironmental conditions. Repeated tests of this presumed relationship have shown

that institutions are an important contextual factor that mediate whether the size,

rate of growth, and poverty of a population directly affect land-use/land-cover

change (Kaimowitz and Angelsen 1998; Lambin et al. 2001). In our discussion

24 L. K. VanWey, E. Ostrom, and V. Meretsky



here, we use the insights from many theories to construct a model that identifies the

important contextualizing variables in models of land-use decision making.

In conceptualizing our multiscale approach, we stand on the shoulders of many

giants in the social and natural sciences. We structure the remainder of this chapter

to show the development of our work and the work of others from early and more

recent giants. We begin by discussing the traditional approaches to human impacts

on the environment. From there we proceed to more general theories of social and

environmental change in which (1) socioeconomic structure or biophysical condi-

tions determine the effects of human actions on land use and land cover; or (2)

impacts are determined by individual or collective actors responding to structural

constraints, but also changing the structure within which they act. We follow these

sections with two sections covering the theoretical development of our approach

and the empirical uses of our approach.

Traditional Approaches to Population-Environment Relationships

The theories in this section are traditional in two ways. First, they are primarily

theories that have been around for a long time. These perspectives have spurred ex-

tensive research and policy on population and the environment, in part because of

their elegance. As of 1998, Kaimowitz and Angelsen were able to synthesize the

results of more than 140 models of deforestation of which over 90 percent had

been produced since 1990. Because of the simplicity of these models and their appli-

cability to a wide range of settings, these theories remain current despite their

age. Second, these theories explicitly focus on the relationship between population

(generally population size and density) and the biophysical environment, mediated

through land use. The theories we discuss in the next sections apply to a wide vari-

ety of human behaviors, not just to those behaviors that impact the environment.

Malthus

The Reverend Thomas Robert Malthus, writing at the turn of the nineteenth cen-

tury, was perhaps the first population and environment theorist (Malthus [1803]

1989). Without explicitly considering a level of analysis, he formulated a theory of

population and environment (with a focus on the ability of the environment to pro-

duce food) that is applicable to any human population, from a community all the

way up to all of humanity. His first observation was that without starvation, dis-

ease, or fertility limitation, human populations necessarily increase in a geometric

series (e.g., 1000 people each having two children leading to 2000 people in the

The Study of Human-Environment Interactions 25



next generation, 4000 people in the next generation, etc.). His second observation

was that the productivity of agriculture increases linearly over time. Yields increase

by a standard amount per increment of time, producing a steady linear increase.

Malthus pointed out in book 1, chapter 1 of his Essay on the Principle of Popula-

tion, that he foresaw no limit to the potential expansion of productivity. Rather, he

saw a limit to the rate of increase in productivity. The key determinant of the living

standards enjoyed by humans is the ratio of population to agricultural yield. With-

out detrimental external factors, this ratio will increase at an increasing rate over

time, leading to declining standards of living.

Malthus studied ways to avoid population growth’s outpacing the growth of pro-

ductivity and described preventative checks on population’s outpacing agriculture,

including social customs that governed fertility (e.g., age at marriage, proportion

of women marrying, norms assigning responsibility to fathers), infanticide, and

out-migration. He also described population checks resulting from population

growth’s outpacing agriculture—famine, disease, and conflicts over land. The essen-

tial components of Malthus’s argument are (1) population growth will outstrip the

ability of the environment to provide, and (2) lack of sufficient resources will cause a

decrease in population.

Malthus’s theory has two essential flaws that carry through many subsequent and

related theories. First, he did not allow for the possibility of nonlinearities in the

growth of agricultural productivity, such as large jumps in productivity associated

with new agricultural technologies. Second, and related, Malthus did not include ag-

ricultural innovation among the possible reactions to scarcity. In his consideration,

population pressure on limited resources will lead instead to population reduction.

The ‘‘green revolution’’ in staple crops is the clearest example of how wrong

Malthus’s assumptions were. In this case, anticipated and actual population pres-

sure led to rapid agricultural technological innovation.

IPAT versus PPE

Several of the better-known recent efforts to understand how population and other

variables affect the environment are simple multivariable models in which popula-

tion in one form or another plays the role of villain. Ehrlich and Ehrlich (1991),

for example, adopted Commoner’s (1972) earlier three-variable IPAT causal model:

I ¼ P� A� T. In this approach, I is defined as the impact on the environment, P ¼
population, A ¼ affluence measured by levels of consumption, and T ¼ technologies

employed. Grant (1994) developed an alternative model called the PPE model.

Population growth and poverty—the two Ps in this model—are viewed as two types
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of reinforcing pressures that jointly impinge on E, or environmental conditions. All

three factors—population, poverty, and environment—are affected by and affect

political instability. Grant’s PPE model was written for UNICEF and focused on

processes he thought were occurring primarily in developing countries. As with

Malthus’s model, these two models can be applied to any size of human population,

from a small community to the entire globe. They are most commonly applied in

country-level analyses, given the easy availability of data measuring key variables

and the immediate policy relevance of studies at this level.

Comparing the IPAT and PPE models illuminates the substantial knowledge gap

that exists in understanding human-ecological processes. First, they disagree on the

sign of the relationship between poverty and environmental variables. Grant sees

poverty as a major cause of adverse environmental impact whereas the Ehrlichs see

affluence as a major cause. It is understandable that UNICEF focuses attention on

developing countries, but is the Ehrlich model only intended to explain environmen-

tal degradation in industrialized countries? That is highly doubtful. Or, should one

expect poverty to adversely affect environment in developing countries and afflu-

ence to have a similar impact in developed countries? Grant focuses on population

growth while the Ehrlichs focus on population size. Technology appears in one

model and political instability in the other. How public policy should intervene

depends on which model one might accept.

Billie Lee Turner II et al. (1993b) also examined the question of how humans

affected the environment in the proposal made to create a land-use/land-cover

change effort within the International Geosphere-Biosphere Programme on the hu-

man dimensions of global environmental change. They generated the general frame-

work (shown in figure 2.1) that linked the human dimensions with the physical

dimensions of global change. This framework forms the foundation for considerable

work on human-environment aspects of global change and on land-use/land-cover

change. Four human driving forces are identified that are similar to aspects of the

IPAT and PPE models. Mertens et al. (2000, 984) recently characterized these forces

as (1) variables that affect demand (e.g., population), (2) variables that determine

the intensity of land use (technology), (3) variables that reflect access to resources

(political economy), and (4) variables that create incentives (political structure).

Boserup

While neo-Malthusian theories have focused largely on population as the driving

force of negative environmental change (Hopfenberg 2003), scholars broadly fol-

lowing the work of Boserup (1981, 1983, 1990) have focused more on how scarcity
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may stimulate changes in technology, which in turn, lead to positive rather than

negative impacts on the environment. This is a more subtle theory than Malthusian

theories or the variations on IPAT theories. Boserup challenged the presumption

that either population or technology was the dominant engine of agricultural change

and development. Rather, Boserup posited that increases in population density lead-

ing to land scarcity could be seen as a trigger that may stimulate agricultural inten-

sification (increasing the yields on land already under cultivation). She did not try to

explain population change but rather examined some of its likely consequences.

Basically, Boserup argued that farmers who faced little scarcity were not moti-

vated to search for ways of increasing productivity. When faced with increased pop-

Human Dimensions Physical Dimensions

Human Response

Basic directionality of investigation

Human focus of land-use/land-cover study

Environmental
Impacts

Global
Environmental

Change

Human Driving
Forces

Figure 2.1
International Geosphere-Biosphere Programme framework for understanding the human
dimensions of global environmental change. (From B. Turner et al. 1993b, 10.)
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ulation density, however, farmers would be motivated to increase the amount of ef-

fort they invested in land by terracing, building irrigation systems, and carrying crop

residues and forest litter to fertilize their land. Because of this focus on farmers and

their immediate experience of scarcity, Boserup’s work has been applied most suc-

cessfully in studies at the community level. Considerable research has shown that

some farming groups have devised intensive agricultural technologies that are dra-

matically more efficient and less harmful to the environment than extensive technol-

ogies (Netting 1986, 1993; B. Turner et al. 1993a). While some scholars have

viewed this theory and Malthusian theories as similarly mechanistic, more sensitive

interpreters of Boserup’s work point to the complexity of the processes involved.

Changing technology in particular environments requires considerable experimenta-

tion and investment in new tools and techniques. Some groups may therefore be

faced with such rapid changes in population and scarcity of resources that they can-

not adjust fast enough. On the other hand, groups that have invested heavily in in-

tensive agriculture do not shift away from this technology if population densities fall

(Brookfield 1972).

One of the permanent lessons of the exploration of Boserup’s theory is recogni-

tion that there is no ‘‘agrarian ceiling’’ or ‘‘natural carrying capacity’’ for a particu-

lar environmental region. The level of productivity that is achievable in a particular

environmental zone depends on the technology or physical capital available or

invented as well as the available human and social capital. Her work is also consis-

tent with viewing actors more broadly as decision makers trying to improve their

well-being by choosing among the productive options that appear to be available

to them or, when necessity calls for it, inventing new options.

Multiphasic Response

The principle of the multiphasic response to population pressure was first put forth

by K. Davis (1963) and more recently was revived by Bilsborrow (Bilsborrow 1987;

Bilsborrow and Ogendo 1992). In many ways, Bilsborrow’s multiphasic response

formulation can be seen as an adaptation of several previous theories, including

Malthus’s writings on checks to population growth, the Ehrlichs’ focus on the role

of technology as a mediating factor, and Boserup’s work on agricultural intensifica-

tion. Although Davis’s original formulation of a theory of multiphasic response was

applied at the country level, applications in the population and environment litera-

ture focus on communities. Following Bilsborrow, human populations respond

to population pressure (land scarcity for a given population size) in one of four

ways. Individuals and populations first increase food production to keep pace
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with population growth, either by agricultural extensification (bringing new lands

under cultivation), intensification, or both. If these strategies prove insufficient, three

demographic responses can ensue. First, temporary labor migration of individuals

from their rural homes to other rural areas, or to urban areas, allows households

to maintain a primary residence in their rural home while generating enough income

to subsist in the face of insufficient available land. Households next engage in more

permanent migration strategies, where individual members leave the household

entirely to take up residence elsewhere, lessening the pressure on the local land

resources. Only after the failure of these initial strategies does fertility reduction oc-

cur (Bilsborrow and Carr 2001). Fertility control can reduce the size of the next gen-

eration, lessening the fragmentation of land among heirs and lessening the overall

population pressure on limited land resources.

Von Thünen and Agricultural Location Theory

Another early and major influence on contemporary research on land use was the

work of von Thünen, whose first installments of The Isolated State were originally

published in 1826 (see P. G. Hall 1966). As both a working farmer and a budding

geographic economist, von Thünen tried to uncover basic empirical laws that re-

lated agricultural prices, distance to markets, and land uses. Much of the contempo-

rary study of land-use/land-cover change owes a deep intellectual debt to the early

work of von Thünen and the stream of work in agricultural location theory that has

been pursued by both economists and geographers during the past century (e.g., see

Croissant 2001). The concept of a central place hierarchy and much of contempo-

rary spatial economics that are used extensively in regional and urban research also

have direct links back to von Thünen (Samuelson 1983; Krugman 1995).

One of the core questions von Thünen asked was how location affected potential

land uses. In an oft-quoted passage, he described an isolated terrain that enabled

him to set up a mental model that has been an amazingly productive tool:

Imagine a very large town, at the center of a fertile plain which is crossed by no navigable
river or canal. Throughout the plain the soil is capable of cultivation and of the same fertility.
Far from the town, the plain turns into an uncultivated wilderness which cuts off all com-
munication between this state and the outside world. There are no other towns on the
plain. The central town must therefore supply the rural areas with all manufactured products
and in return it will obtain all its provisions from the surrounding countryside (P. G. Hall
1966, 7).

By focusing only on the distance from a central place on a homogeneous plain, von

Thünen and hundreds of other scholars have examined how land value and rents
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would be related to distance to a central place (effectively adding transportation

costs to production costs in the maximization decisions of farmers). Numerous

studies have provided strong empirical support for the proposition that the types of

crops planted are strongly determined by transportation costs and that changes in

external market value or cost of transportation are reflected relatively rapidly in

the spatial allocation of agricultural activities (e.g., see Muller 1973; O’Kelly and

Bryan 1996).

Related to the work of Boserup, scholars in this tradition also have studied how

spatial factors affect the intensity of agricultural production using a variety of spec-

ifications for the production function, for the number of crops, and for scale econo-

mies (see particularly Webber 1973; Visser 1982). Researchers have found that even

among individual fields, farmers make substantial, differential investments so they

invest less labor and capital in fields located a greater distance from a central place

(de Lisle 1978). ‘‘Although gross income declined with increasing distance from the

farmstead, the adjustments in the organization and intensity of farming offset the

effects of distance on net income’’ (O’Kelly and Bryan 1996, 464). Thus, one should

expect that the level of deforestation that occurs as a result of agricultural expansion

will be directly related to the presence of roads and the transportation costs that

farmers face for the crops that they may invest in (E. Moran 1976, 1981; Chomitz

and Gray 1996).

Structural Theories of Population Change and Environmental Change

In this section and the next we describe theories that come from multiple academic

disciplines, from core social science disciplines to ecology. These are general theories

of human behavior and ecological change that are not specific to the relationship be-

tween humans and land use or land cover. As general theories, they provide a more

complex picture of the impacts of social and economic behaviors on land use than

the above theories. Theories of this sort are necessary to understand the conflicting

results of research undertaken with simpler models. In their review of economic

models that include population effects on deforestation, Kaimowitz and Angelsen

(1998) conclude that population (and migration) ‘‘affect deforestation rates, but in

a complex fashion that cannot simply be reduced to saying population growth pro-

motes deforestation’’ (p. 5). Kolstad and Kelly (2001), for example, examine the

possibilities of change based on a stable population rather than the geometrically

increasing population posited by Malthus. In addition, the general nature of these

theories (and the fact that researchers subscribe to them) means that they have
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proved robust across the wide variety of settings in which they can be and have been

tested.

The theories in this section describe factors across geographic areas that form the

structure within which individuals act. We start our discussion with theories at the

most macrolevel, and progressively move to theories that cover smaller geographic

areas, concluding with a theory of household structure as determining household

land use. As these theories are formulated, they describe individual and aggregate

behaviors (land use) and environmental characteristics (land cover) changing di-

rectly as a result of structural conditions. Individual people, households, or com-

munities carry out the changes, but they act simply in accord with structural

factors. In our own work we reject the notion of structural determinism, whether

the structure be social or biophysical. These theories are invaluable, however, be-

cause they provide a rich understanding of the constraints and opportunities inher-

ent in changing social and economic structures and varying biophysical contexts

(Kolstad 2000).

Dependency Theory/World Systems Theory

In line with the PPE theory described above, we briefly describe another (more gen-

eral) approach that lays the blame for land-use/land-cover change not on population

per se, but rather on the organization of the world political economy (Ehrhardt-

Martinez 1998; Ehrhardt-Martinez et al. 2002). This theory has been termed depen-

dency theory by development economists (e.g., see Frank 1967) and world systems

theory by sociologists (e.g., see Wallerstein 1974; Chase-Dunn 1998). We focus here

on the sociological variant. Key variables determining environmental change are

measured at the country level, even though there is clear heterogeneity in the extent

of environmental degradation within countries. The nations of the world are orga-

nized into a ‘‘world system’’ based on capitalism and market connections (Waller-

stein 1974; Chase-Dunn 1998). Nations are unequally advantaged in this system,

with the ‘‘core’’ nations having the most power in the market and in the political

organization of the world. Core nations use their power to maintain their privileged

position through the exploitation of ‘‘peripheral’’ and ‘‘semiperipheral’’ countries.

Core countries are more developed (economically), contain the headquarters of

most transnational corporations, and wield considerable political influence over pe-

ripheral and semiperipheral countries. As core countries export capitalism, periph-

eral and semiperipheral countries are drawn into world economic markets. This

unequal organization and the diffusion of capitalism affect a whole host of economic

outcomes. When considering land-use change, it is particularly important to con-
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sider the role of world food markets. Less developed countries enact programs of

export agriculture for these markets and consequently develop unsustainable agri-

cultural practices in order to produce enough cash crops to allow them to purchase

other goods on the world market.

The entry of peripheral and semiperipheral countries into world markets leads

to poverty and population growth, and to unsustainable land-use change (Rudel

1989). The decline of traditional subsistence agriculture and entry into world eco-

nomic markets from a disadvantaged position lead to poverty among the popula-

tions of developing countries. This poverty leads to population growth as children

represent a net (economic) benefit to families in the absence of mandatory education

and child labor laws. The entry into world economic markets simultaneously causes

conversion of land from forest and traditional agriculture to commercial agriculture

by increasing the value of land for agriculture and introducing capital-intensive

methods of cultivation. The transition from traditional to commercial agriculture in

early developing regions of a country leads also to the dislocation of farmers from

traditional employment and modes of living (Sassen 1988; Massey et al. 1993).

This population of dislocated farmers is highly mobile and in turn contributes to

environmental change in frontier areas and other migration destinations. Thus, any

relationship observed between population growth and environmental degradation is

spurious. Population growth and land-use change both result from the penetration

of capitalism into less developed countries and the unequal nature of the world

system.

Economic Forces and Government Policies

A different body of theory focuses on economic factors as they affect land use and

levels of deforestation. Kaimowitz and Angelsen (1998) have undertaken the most

exhaustive review of economic models of deforestation, including in their analysis

over 140 models. The most general source of deforestation in tropical areas that

they identify is the expansion of cropped areas and pastures. They point out, as

will be discussed in part IV of this book, that pasture expansion is especially impor-

tant in Latin America. These findings are consistent with the type of general equilib-

rium models posited by leading economists such as Deacon (1994, 1995). General

equilibrium models explore the cumulative effects of decisions by actors in an econ-

omy under diverse taxes and inducements. If there are no government policies re-

lated to land-use changes from forested land to agriculture or pasture uses, general

equilibrium models posit that an inefficient equilibrium will exist, since standing

forests—and the ecosystem services produced by them—are not given any value in
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such a setting. Further, when ownership rights to property are insecure, deforesta-

tion rates have been shown to be higher (Bohn and Deacon 2000).

Once taxes and inducements are introduced, the results can be either better or

worse, depending on the particular pattern of taxation and subsidy undertaken by

a government. Some developing countries adopt policies that have the effect of

reducing the overall return to agricultural production (see Repetto 1989), but in

other developing countries the ‘‘net force of government policy runs in the opposite

direction and subsidizes agricultural production. The leading example is the sys-

tem of tax credits, tax exemptions, and loan subsidies provided by the Brazilian

government for cattle ranching in the Amazon’’ (Deacon 1995, 11). This is certainly

relevant for the discussions in chapters 9 and 11, which illustrate the substantial

land-use changes in the Amazon.

Demographic Transition

Concern over a direct effect of population growth on land cover is at least implicitly

based on an understanding of how population growth rates change over time.

Demographers describe the typical changes in vital rates of birth, death, and growth

experienced by a population over the course of development as the ‘‘demographic

transition’’ (see Kirk 1996 for a description and history of the theory of the demo-

graphic transition). For the majority of the long course of human history, popula-

tions were in the first stage of the demographic transition, experiencing high death

and birth rates. These rates balanced each other and population growth was mini-

mal. As communities, countries, and regions developed modern public health pro-

grams, and to a lesser extent modern medicine, death rates began to fall.

During this second stage of the demographic transition, death rates fall rapidly

while birth rates remain high and stable, leading to increasing rates of population

growth. The growth rate of the population, in the absence of migration, is the birth

rate minus the death rate. As countries or regions enter the third stage of the demo-

graphic transition, death rates stabilize at a relatively low level (not quite the level

achieved by today’s developed countries, but quite low compared to earlier rates)

and birth rates begin to fall. Population growth rates are maximized on the cusp be-

tween the second and third stages, when death rates have fallen and birth rates are

just beginning to fall. During the third stage, birth rates fall, with death rates low

and stable, leading to declining growth rates. Once birth rates have fallen to the

same low level as death rates, marking entry into stage 4 of the demographic transi-

tion, population growth is minimal. The distribution of countries across these

stages, with many of the world’s largest countries still in stage 3, creates understand-

34 L. K. VanWey, E. Ostrom, and V. Meretsky



able alarm among theorists positing a direct negative effect of population size or

growth on the environment.

Falling death rates are driven by the discovery and adoption of public health prac-

tices (sanitary sewers, landfills, etc.), as well as by the adoption by later-developing

countries of modern medical techniques (particularly vaccination) (Livi Bacci 2001).

The declining death rates, and corresponding economic development, are often asso-

ciated with high rates of urbanization. Changes in birth rates are then driven by a

variety of factors pertaining to the changing costs and benefits of children in urban

areas and in nonagricultural lifestyles (Szreter 1996).

The demographic transition most accurately describes the experience of northern

and western Europe, the sources of the data on which it was based. Both the order-

ing of declines in birth rates and mortality rates and the time elapsed between stages

vary across other regions of the world, and indeed even within northern and west-

ern Europe (Coale and Watkins 1986). Early demographic transition theorists con-

sidered the mortality decline to be a necessary cause of the birth rate decline, while

later research called into question this assertion (Chesnais 1992; Mason 1997). The

experiences of today’s developing countries, which were able to import rather than

develop many of the drivers of mortality decline, point to the causal disconnect

between mortality rate declines and birth rate declines. For population and environ-

ment researchers, the demographic transition theory serves as an organizing princi-

ple for thinking about geographic variation in human growth rates, and in the

potential for future growth of human populations, by distinguishing between coun-

tries likely to have declining growth rates and those likely to continue to have high

growth rates.

Regional Ecological Variability

Human communities (e.g., villages, cities, counties) affect and interact with land-

scapes, so it is useful to consider the characteristics of the ecological units they in-

habit as determinants of the environmental change they bring about. We focus here

on the characteristics of ecosystems because of our focus on the determinants of

land-use/land-cover change.

We first briefly note the importance of topography in determining both the eco-

logical characteristics and the social characteristics of an area. Topography affects

how human communities use the land and determines the location of roads, water-

based transportation networks, and other transportation networks. As discussed

above, these factors in turn affect the profitability of various land uses by increasing

the costs of transporting agricultural or forest products to markets for communities
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that are separated from transportation networks because of topography (Hanink

1997). Slope affects the costs (primarily labor costs) of farming in certain areas;

farming on steeper land is more difficult and less productive. Topographic variabil-

ity shapes watersheds and affects distribution of ecosystems on the land.

Ecosystems are usually delineated on the basis of an identifiable vegetation com-

munity, defined on the basis of structure and composition (e.g., grassland, forest,

marsh). In addition to the plant community, an ecosystem includes the other living

components of the community (e.g., animals, fungi), as well as the nonliving compo-

nents of the system (soil, bedrock, water) and the processes that bind them together

(nutrient cycles, hydrologic cycle, climate) (Whittaker 1975).

Different ecosystems offer different products and services to human communities,

and human impacts therefore vary among ecosystems. Grasslands have been the

most extensively altered due to their suitability for grazing and agriculture (WRI

et al. 2000). In grasslands, grazing in the form of nomadic pastoralism may more

closely mimic prehuman grazing pressures and more nearly preserve original plant

communities than would conversion to large-scale monocultural farming. However,

even nomadic pastoralism can severely stress a desert grassland (Rea et al. 1997).

Forested ecosystems can be converted to grassland, pasture, or agriculture, or can

be managed as forest. Uneven-aged forest management more closely mimics some

kinds of forest succession than plantation agroforestry based on non-native tree spe-

cies. However, even when land remains in forest or returns to forest, vegetation

composition and structure are often altered purposefully by extractive human activ-

ities (grazing, timber, and nontimber forest product harvest, etc.) or inadvertently,

as a side effect of human activities (e.g., ‘‘escaped’’ fires; introduction of non-native

species; elimination of pollinators, herbivores, or other ecosystem components)

(WRI et al. 2000). In contrast to grasslands and forest ecosystems, desert and tundra

systems are less obviously altered, although anthropogenic activities are known to

have altered desert plant communities even in prehistory (Rea et al. 1997).

Our ability to make generalized predictions about human impacts on ecosys-

tems is improving with our understanding of the nature of the forces that maintain

ecosystems. The early ideas of equilibrium and climax vegetation suggested that eco-

systems were relatively unchanging and, if perturbed, would return to some equilib-

rium state through the process of vegetation succession (Wu and Loucks 1995).

In recent years, the notion of equilibrium resilience of ecosystems—the ability of

an ecosystem to return to its original condition after an event such as a fire or hur-

ricane—has matured, and we now recognize that disturbances are merely one of the

processes that define ecosystems (Spies and Turner 1999). Instead of conceiving of
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forests as unbroken stands of ancient trees, we now expect that even forests that

have been undisturbed by humans will exist as mosaics of patches of different ages,

depending on the disturbance history of the forest. In addition, we understand that

ecosystems vary in their ability to withstand (resistance) and recover from (resil-

ience) disturbance. For example, fire may remove almost all the aboveground vege-

tation of a fire-adapted grassland, but recovery is swift—the system shows resilience

in response to fire. In contrast, fire may remove relatively little aboveground vegeta-

tion in a fire-adapted woodland—this system is resistant to fire. Finally, fire occur-

ring after a series of droughts in a normally wet forest may destroy almost all the

aboveground vegetation and recovery to previous conditions may take centuries—

this system is neither resilient nor resistant to fire.

Our more nuanced understanding of equilibrium resilience has been joined by the

notion of ecosystem resilience (Holling 1973; Ludwig et al. 1997). Whereas equilib-

rium resilience pictures ecosystems as entities with a strong tendency to exist in a

particular state, ecosystem resilience acknowledges that sufficiently strong stressors

can entirely change the ‘‘default’’ ecosystem on a particular piece of ground. Natural

resource management regimes can be such a stressor. We know, for example, that

grasslands can be overgrazed to the point of converting to shrublands (Cross and

Schlesinger 1999). Restoring the original ecosystem, or something like it, is not

always possible. Theoretical work on equilibrium resilience has now been applied

to linked human and ecological systems (Berkes and Folke 1998; Gunderson and

Holling 2002). The quest here has been to develop and test theories that focus on

the processes that lead to major changes in human systems and the ecological sys-

tems to which they are linked (Anderies et al. 2004).

Household Life Cycle

The key elements of the household life cycle as applied to household land-use deci-

sions have their roots in mid–twentieth-century anthropology and economics. The

anthropologist Goody (1958) described households as the locus of social reproduc-

tion, and described the cycle followed by all households over time. Households pass

from an expansion stage (where birth rates are high and the family is growing)

through a dispersion stage (where children are leaving the household) to a decay

stage (when the original household head dies and is replaced by a son or daughter).

The economist Chayanov ([1925] 1966), writing much earlier, had described the

household-farm economy of Russian peasants. According to Chayanov, the extent

of agricultural cultivation by individual households depends on the demographic

characteristics of the household. Available household labor is a limiting factor, but
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the consumption needs of the household are what ultimately determine the behavior

of the household. Combining the theoretical ideas of Goody on changing house-

hold demographics over the life cycle and the work of Chayanov on how household

demographics determine land-use decisions, recent population and environment

researchers have modeled land use as a function of stage in the household life cycle

(Walker and Homma 1996; S. McCracken et al. 1999; E. Moran et al. 2001; Perz

2001).

Figure 2.2 shows the idealized trajectory of household composition and land use

first published by S. McCracken et al. (1999) to explain patterns among in-migrants

in the Brazilian Amazon. Households move down along this figure, from nuclear

households with small children through nuclear households with children aging
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and leaving the household to multigenerational or second-generation households.

As they move along this trajectory, the consumption needs of the household (de-

termined by the number of household members, particularly by the number of

dependents) and the available labor in the household (determined by the number

of working-age household members) change. Corresponding to these changes, the

household first concentrates on clearing (deforesting) land and on growing annuals,

and later concentrates on land uses that provide lower short-term and higher long-

term rewards. This theoretical perspective argues that land use, particularly the ex-

tent of deforestation, varies across households (within communities) primarily as a

function of household size and composition.

Putting Decision-Making Actors Back In

In most of the theoretical approaches reviewed above, relationships among variables

were presented in a mechanistic manner. Demographic ‘‘pressures’’ or ‘‘driving

forces’’ affect land-use/land-cover change without human agency playing more

than an incidental role. In presuming that increases in demographic pressures may

lead to agricultural intensification, Boserup (1981) does envision a role for human

actors who face definite costs and benefits of continuing or changing their agricul-

tural technology. Much of the research in this tradition, however, has continued to

look at changes in population density as a driving force rather than as a change in

the incentives facing individuals who then make choices about future actions. Simi-

larly, von Thünen focused on farmers’ maximizing decisions, but simply increased

the number of variables that could be viewed as determining causes of a location

or production decision. Because he saw the goal as determining the equilibrium of

a system, decision makers at equilibrium had little or no strategic input (P. G. Hall

1966).

A contrasting tradition starts from models of social and environmental change

that view actors (whether they are individuals, households, or larger collectives) as

making real decisions after taking into account the strategies available to them in a

particular setting. In this sense, actors are the ultimate drivers of change. They do

act within certain constraints, commonly those identified in structural theories, but

also have an independent impact on environmental change. Theories involving indi-

vidual actors initially get us out of the box of structural determinism, allowing us

to explain the microlevel changes that make up any macrostructural change. How-

ever, we must guard against considering individuals as simply economically rational
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actors seeking to maximize personal rewards at the expense of any other potentially

desirable outcomes.

Individual Actors: Early Focus on Equilibrium Analysis with Fully Rational Actors

and Recent Work with More Broadly Conceptualized Rational Actors

Theories that overtly examine the decision processes and outcomes of individuals

and households vary among themselves in the specific models of human behavior

that they use. For neoclassical economists and economic geographers, the indi-

vidual actor weighs the material benefits and costs of making particular choices

and makes decisions to maximize short-term private returns. When this model of

human behavior is used to explain behavior of actors embedded in a highly com-

petitive environment, such as an open competitive market, predictions from the

theory assuming individual, maximizing, self-interested returns have been sup-

ported by extensive field and experimental research. As Alchian (1950) long ago

addressed, however, this success can be largely attributed to the strong selection

pressure of the institutional environment leaving those who maximize profits as the

survivors rather than to the internal decision-making calculus of the individual

actor.

The narrow model of rational behavior and a heavy emphasis on finding the equi-

librium of a static situation dominated economic approaches to the study of human-

environment interactions until quite recently. Resource economics and economic

geography textbooks tended to presume that individual maximizers were driven to

particular production and location decisions by factors in their environment. This

work was therefore highly consistent with the ‘‘driving forces’’ literature that fo-

cused primarily at a more macrolevel. Further, unless individuals had secure private

property tenure, they would not take into account the long-term consequences of

their use of natural resources (Demsetz 1967; Welch 1983). Consequently, the pre-

sumption was that rational decision makers would take actions that adversely affect

the environment (see Dales 1968; Dasgupta and Heal 1979). Institutions designed to

curb these strategic actions were viewed as necessary changes that would have to be

imposed by external authorities on local resource users.

As a result of the theoretical challenge of Simon (1985, 1997) and the growing

work in behavioral economics (see Camerer 1998, 2003), contemporary microtheo-

ries of human action affecting natural resources are less likely to view humans as

mechanically and narrowly rational—pursuing their own immediate and material

ends. Contemporary theoretical work on human choice related to land use often

may presume that actors have a broader set of values that they take into account,
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access less complete information, and have weaker calculation prowess (e.g., see E.

Ostrom and Walker 2003 for multiple papers examining how and why individuals

trust one another when rational actors should not extend trust). As we discuss in the

next section, substantial empirical research has challenged the theoretical predic-

tions that individuals confronted with the problems of providing or managing pub-

lic goods and common-pool resources will not engage in voluntary activities to

achieve their own long-term benefits. Behavioral economics shares many theoretical

insights with the work of sociologists (particularly Coleman 1990), political scien-

tists (Young 1999), and institutional economists (North 1990). For example, recent

demographic work revisiting the causes of fertility decline has focused on the role of

social networks in regulating the flow of information and indeed in determining the

way in which information is evaluated (Mason 1997; Kohler 2000). One finds a

mixture of these approaches among those who have been interested primarily in

explaining the human causes of land-use/land-cover change.

Thus, recent research focusing on how decisions made by individual actors affect

resource conditions tends to recognize that there is a family of models that can be

used when theorizing about individual choice. The theorist must make at least three

key decisions about (1) whether to assume that actors have as much information as

exists in the environment, (2) how their preferences reflect outcomes for themselves

and others, and (3) what type of calculation they undertake (full analysis vs. some

kind of heuristic). As described in chapter 8, one of the advantages of using agent-

based models of individual choice is that researchers can vary the model of individ-

ual actors and ascertain which submodels of this broad family of models are more

consistent with observed changes in land use over time.

One recent strand of land-use/land-cover change research which relaxes the as-

sumption of perfect information explores the role of experience in the decisions of

landowners. The interaction of individual experience or knowledge and the biophys-

ical characteristics of the environment can play a significant role in the environmen-

tal impact of landowner choices. The suitability of land for growing certain crops or

certain rotations of crops, both for a single year and year after year, is constrained

by the topography, the precipitation, and the soil characteristics of the land (as dis-

cussed in several chapters of part IV). Because of the variability in these character-

istics across parcels, even within the same community, parcel-specific knowledge can

allow farmers to most effectively manage land. This is evident in economic models

of landholder behavior (e.g., see Rosenzweig and Wolpin 1985 on the higher value

to sons of inherited land and the relative infrequency of market transfers of land in

agricultural areas characterized by small farmers). In areas of high in-migration, this
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parcel-specific knowledge may be lacking, and landholders may make unsustainable

choices as a result. When knowledge is unavailable, or comes from an unfamiliar

source (e.g., indigenous people), human impacts are likely to increase. This issue is

explored by Brondı́zio in chapter 9.

Collective-Action Theory

Collective-action theory has become a core theory across all of the social sciences

used to explain the costs and difficulties involved with organizing cooperation

to achieve collective ends, such as the reduction of harvesting rates and the protec-

tion of habitats. The theory has many roots. In the 1950s, H. Gordon (1954) and

Scott (1955) analyzed simple common-pool resources—in this case, open-access

fisheries—to show that fishermen would always overharvest. In 1965, Olson pub-

lished a path-breaking book, The Logic of Collective Action. In it, he conceptualized

individuals facing such problems as making decisions independently without an ex-

ternal enforcement agency to make them keep agreements. In this setting, Olson pre-

dicted that unless individuals were in very small groups or had established selective

incentives, they would not cooperate to achieve these joint benefits. In 1968, Hardin

published a major article in Science, ‘‘The Tragedy of the Commons,’’ in which he

envisioned individuals jointly harvesting from a commons as being inexorably

trapped in overuse and destruction. Drawing on a simple view of a resource (a com-

mon pool) and of the users (the self-seeking, maximizers of short-term gains in the

prevalent model of rational behavior of the time), he argued that there were only

two solutions to a wide variety of environmental problems: the imposition of a gov-

ernment agency as regulator or the imposition of private rights.

Until recently, the possibility that the users themselves would find ways to orga-

nize themselves had not been seriously considered in much of the environmental

policy literature. Organizing to create rules that specify the rights and duties of par-

ticipants creates a public good for those involved. Anyone who is included in the

community of users benefits from this public good, whether they contribute or not.

Thus, getting ‘‘out of the trap’’ is itself a second-level dilemma. Further, investing in

monitoring and sanctioning activities to increase the likelihood that participants fol-

low the agreements they have made also generates a public good and, thus, repre-

sents a third-level dilemma. Since much of the initial problem exists because the

individuals are stuck in a setting where they generate negative externalities on each

other, it is not consistent with the conventional theory that they solve a second- or

third-level dilemma in order to address the first-level dilemma under analysis.

42 L. K. VanWey, E. Ostrom, and V. Meretsky



Evidence from both experimental and field research challenges the generalizability

of the earlier accepted theory (E. Ostrom et al. 1994). While it is generally success-

ful in predicting outcomes in settings where users are alienated from each other or

cannot communicate effectively, it does not provide an explanation for settings

where users are able to create and sustain agreements to avoid serious problems of

overuse. Nor does it predict well when government ownership will perform well

or how privatization will improve outcomes. Scholars familiar with the results of

field research substantially agree on a set of variables that enhance the likelihood

of users organizing themselves to avoid the social losses associated with open-access,

common-pool resources (Schlager 1990; McKean 1992a; Tang 1992; E. Ostrom

1992; Wade 1994; Baland and Platteau 1996; NRC 2002). Consensus is growing

that key attributes of a resource, of the users, and of higher levels of government

provide a strong context within which individuals may or may not self-organize to

protect resources (Libecap 1995; Dietz et al. 2003). The resource attributes have to

do with its size, its predictability, the presence of reliable indicators, and the exis-

tence of damage to the resource that can be repaired. The attributes of users have

to do with their dependency on the resource, their time horizons, the trust they

have developed, their autonomy, their organizational experience, and the distribu-

tion of interests within a community (E. Ostrom 1999).

The key to further theoretical integration is to understand how these attributes in-

teract in complex ways to affect the basic benefit-cost calculations of a set of users

using a resource (E. Ostrom 2001). Each user has to roughly compare the expected

net benefits of harvesting while continuing to use the old rules to the benefits he or

she expects to achieve with a new set of rules. Further, users must estimate three

types of costs: (1) the up-front costs of time and effort spent devising and agreeing

on new rules, (2) the short-term costs of adopting new appropriation strategies, and

(3) the long-term costs of monitoring and maintaining a self-governed system over

time (given the norms of the community in which they live). If the sum of these

expected costs for each user exceeds the incentive to change, no user will invest

the time and resources needed to create new institutions. In field settings, no one

is likely to expect the same costs and benefits from a proposed change. Some may

perceive positive benefits after all costs have been taken into account, while others

perceive net losses. Consequently, the collective-choice rules used to change the

day-to-day operational rules related to harvesting and use affect whether an institu-

tional change favored by some and opposed by others will occur. For any collective-

choice rule, such as unanimity, majority, ruling elite, or one-person rule, there is a
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minimum coalition of users that must agree prior to the adoption of new rules. New

rules are established when a winning coalition perceives expected benefits to exceed

expected costs.

This theoretical approach, however, is relatively difficult to implement empirically

because of the need to obtain substantial field data. To understand patterns of envi-

ronmental change, one needs considerable information about users at many levels,

about the attributes of the resource itself, and about institutional arrangements

assigning authority to change day-to-day rules over time. The relations between col-

lective action, institutions, and land-use/land-cover patterns are explored further in

chapters 4 and 10.

This approach to institutions has guided our work on the management of collec-

tively owned resources. However, we note the promise of recent alternative institu-

tionalisms in sociology (Powell and DiMaggio 1991) and political science (March

and Olsen 1984; P. A. Hall and Taylor 1996; Peters 1999) for the study of land-

use decisions. This work has blurred the line between culture and institutions by fo-

cusing on how culture shapes behavior in ways that are not rational. Culture both

enforces irrational behavior and limits the menu of behavioral options. Individuals

are posited as adopting orientations to others that affect their perception of appro-

priate ways of relating to each other (e.g., fatalistic, individualistic, hierarchical, or

egalitarian) and to risk (Douglas 1986, 1992; but see Ellis and Thompson 1997).

Actors draw on organizational forms with which they are familiar (rather than

forms which are necessarily the most efficient) in structuring new organizations.

This approach has not been used in the study of land-use decision making. How-

ever, it has the potential to provide explanations for why effective collective man-

agement of natural resources might develop in some communities or countries and

not in others, and to explain the importance of past experience with collective action

for future collective management of resources.

Landscape Ecology

Landscape ecology is the study of patterns of land cover, their causes, and their

implications (M. Turner et al. 2001). Land cover may refer to vegetation commu-

nities and other natural features, such as sand dunes, or to human communities

and other human constructions, or, most usefully, to all of these. By considering

the processes underlying these patterns, landscape ecology points to the importance

of context in the study of human-environment relations. Whereas humans once

existed in islands of homes, pastures, and fields set within forests and grass-

lands, the reverse is now often true. Forests and uncultivated grasslands exist as
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islands within urban, suburban, and agricultural landscapes. Yet these patterns

do not occur universally, even within zones of largely similar biophysical endow-

ments. The focus on the different processes that lead to different outcomes within

similarly endowed areas, or that lead to similar outcomes in differently endowed

areas, points our attention to the interactions between variables leading to land-

cover change.

Processes Lead to Patterns Initially, landscape ecologists tended to treat human

communities and their roads, cattle, and other accessories as exogenous distur-

bances, and focused their efforts on understanding how biophysical processes

shaped landscape patterns—for example, how underlying patterns in soil or topog-

raphy affect the distribution of vegetation types. As social sciences have been incor-

porated into landscape ecology (NRC 1998), human actions and processes have

joined the list of factors that produce landscape patterns. In the development of the

field of global change, the interacting impacts of human and biophysical processes

on landscape patterns are at last being fully explored and modeled (see chapter 8).

In this book, researchers document the impacts of government policies on rates of

deforestation (see chapter 10), as well as the impact of anthropogenic factors such

as livestock grazing on forest health. Scale of analysis affects the degree to which

forest change is observed in these studies. Brondı́zio (chapter 9) reviews consider-

able research from the Brazilian Amazon showing links between a variety of hu-

man processes and landscape patterns. Among other results, economic processes

(labor, production, control of capital) are linked to land use, and land cover. Soil

characteristics affect fallowing practices, rates of abandonment of farmland, and

rates of regrowth following abandonment or during fallowing, and, once again,

scale of observation and analysis affects the perception of pattern. The effect of soil

factors and land-use history result in patterns of forest biomass that can be detected

even with satellite data (see chapter 11).

The conservation and sustainable development communities rely on the fact that

differences in human processes result in different landscape patterns. Unruh, Nagen-

dra, Green, McConnell, and Vogt (chapter 12) discuss programs in Asia and Africa

that study land-cover change, particularly deforestation, under different ownership

regimes to determine what regimes are most consonant with sustainable forest use.

This issue becomes particularly important in management of parks and other areas

in which policy makers may assume that forest cover is maintained due to institu-

tional status, when, in fact, land use is more extractive and deforestation more ex-

tensive than a fully protected institutional status would predict.
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Fragmentation and Habitat Loss Although landscapes are affected by human deci-

sions at many levels of society, the physical processes that produce landscape change

(e.g., clear-cutting, grazing, home construction) most often involve communities and

individuals. The decisions of individuals acting either individually or collectively are

impacted by local ecology, but they also determine the local ecology. Human actors

have the ability to choose among patterns of land use that have similar social and

economic characteristics, but which may have very different ecological impacts.

From the landscape perspective, a major result of community and individual land-

use decisions is that natural or seminatural habitats no longer exist in large patches,

but now are reduced to fragments. The decreasing size of natural patches creates a

situation in which the ratio of area on the edge of the patch (and consequently

exposed to areas with different characteristics) to the area in the center of the patch

is substantially higher than prior to human impact. As a result, greater area is at

increased risk of invasion by nearby livestock, hunters and gatherers who would

find it difficult or inconvenient to travel to the center of a larger patch, and so on.

Because of increased disturbance at the edges, small patches lose more species than

their small size alone would suggest. Edge areas also are at increased risk of acciden-

tal fire, are at increased risk of invasion by non-native plant species, are more acces-

sible to predators from surrounding habitat patches, and experience more damage

from wind than interior areas. Changes in temperature, humidity, and light along

patch edges can further change the characteristics of a small patch and alter the

plant communities and animals that depend on them (Schelhas and Greenberg

1996; Laurance and Bierregaard 1997; Bierregaard et al. 2001).

Connectivity, the capacity of a landscape to support movement by any given spe-

cies across the landscape, is of increasing concern for conservation biologists (Meffe

and Carroll 1997). As the connectivity of a landscape increases from the human per-

spective (generally through increases in road networks), connectivity decreases for

many other species (With and King 1999). Although we may see many species of

animals moving across human landscapes (e.g., deer, wolves, and turtles crossing

roads or wandering through our backyards), landscapes substantially altered for hu-

man use act as barriers to movement of both animal and plant species. In some cases

these barriers are incomplete—many turtles die on roads, but some make it across.

In other cases, passage is essentially impossible—cities along landscape corridors

such as river valleys can effectively eliminate genetic exchange between previously

connected plant and animal populations; dams can permanently halt spawning of

fish by blocking travel to their breeding grounds. Thus, edge effects and lack of con-

nectivity can decrease the conservation value of remaining habitat below what its
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mapped area might suggest, increasing the impact of fragmentation (Debinski and

Holt 2000).

A Multiscalar Approach

The above discussion foreshadows our application of theoretical principles in empir-

ical work. We first considered structural theories of population change and envi-

ronmental change, and then considered theories which incorporated individual (or

household or collective) actors’ making strategic decisions in the face of structural

constraints. These theories lead us to consider the importance of social and biophys-

ical structures at several levels of aggregation and the individual decision-making

process in determining environmental change. Indeed, previous empirical research

also points to the need for a theoretical approach that explains variation across

scales. At the local level, many studies find no relationship between population

growth and loss of forest cover (Fox 1993b; Agrawal 1995; Fairhead and Leach

1996; Varughese 1999, 2000; Debinski and Holt 2000). At a regional or national

level, however, more studies tend to find that population growth is positively related

to deforestation (see Rudel 1989). On the other hand, afforestation appears to be

occurring primarily in those countries that already have achieved considerable afflu-

ence, such as Sweden and Switzerland (Hägerstrand and Lohm 1990; Pfister and

Messerli 1990), even though population levels there are neither growing nor shrink-

ing. Forest regrowth is also occurring in developing countries where previous agri-

cultural fields are reverting to forest (Rudel et al. 2000, 2002).

We term the approach described here a multiscalar approach. Multiscalar studies

allow us to address the following key questions:

� How do the characteristics of individual actors affect land-use decisions? In partic-
ular, how do these characteristics affect whether land is managed individually or
collectively?
� How do regional- and country-level policy, cultural patterns, and socioeconomic
forces mediate the relationship between characteristics of actors and their land-use
decisions?
� How do local policy and socioeconomic and environmental characteristics medi-
ate the relationship between characteristics of actors and their land-use decisions?

In addition to facing challenges in the implementation of multiscalar studies (dis-

cussed further in the following chapters), we faced an initial challenge to develop

a multiscalar approach in finding a common understanding of what multiscalar

means and what the important levels are. The term multiscalar is itself multivalued,
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as notions of scales differ among disciplines (Gibson et al. 2000b). Social scales of

interest vary from the individual to household, community, state, and international

levels. Ecological scales of interest, however, might be individual to population,

community, ecosystem, or planet, or, alternatively, might be patch to local land-

scape, region, continent, or planet. Even the term scale has different meanings across

disciplines, with geographers applying scale to the ratio of map distance to land dis-

tance, and social scientists considering scale as the level of aggregation (see chapter

3). To further complicate matters, social and ecological scales are both cross-cut by

temporal duration. Different social processes are more evident from year to year

than from decade to decade or from one century to the next. Ecological history is

affected both by human history and by the history of other forms of disturbance

that may occur on the same or vastly different temporal durations: forest fires, ice

ages, continental drift.

Simply having an idea that drivers of land-use change (as well as the land-use

change itself) are observed at various scales is insufficient for the design of effective

research. We must have some conception of how processes across levels are related

to each other. In designing and conducting analyses involving propositions and data

from multiple levels, we acknowledge the complexity of human-environment inter-

actions. In any complex system, phenomena (sometimes called emergent phenom-

ena) exist at coarser scales or higher levels that cannot be predicted on the basis of

what is known only from finer scales or lower levels (Mayr 1982; Lansing and

Kremer 1993). For example, the rules of social systems cannot be formulated on

the basis of information about individual humans (or ants or antelope). Studies of

complex systems are therefore often multiscalar (Holland and Mimmaugh 1995;

Levin 1998). Koestler (1973) stressed that hierarchical organization is the sine

qua non of stable complex systems composed of living or inanimate subsystems. By

hierarchical, Koestler meant that all organized systems have organized subsystems

within them, many having considerable autonomy. They affect higher-level systems

as well as being affected by them.

The concept of wholes and parts rarely exists in an absolute sense. ‘‘What we find

are intermediary structures on a series of levels in ascending order of complexity,

each of which has two faces looking in opposite directions: The face turned toward

the lower levels is that of an autonomous whole, the one turned upward, that of a

dependent part’’ (Koestler 1973, 290). The crucial point, however, of this view of

the world is that it is appropriate to study different levels as relatively autonomous

systems as long as scholars are aware of the larger systems in which they are
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embedded, as well as the smaller systems that are contained at any one particular

level.

Koestler (1973) proposed the term holons for these ‘‘Janus-faced sub-assemblies.’’

He meant by this term to quiet the debate between advocates of atomism and those

of holism and to replace the notion of parts and whole by a multilevel, hierarchical

view of organized systems. He argued that a ‘‘hierarchically organized whole cannot

be ‘reduced’ to its elementary parts; but it can be ‘dissected’ into its constituent

branches while the holons represent the nodes of a tree, and the lines connecting

them the channels of communication, control, or transportation as the case may

be’’ (p. 291).

We take this idea of holons, of relatively autonomous levels, to guide our analyses

at one level with data from multiple levels. By considering each level as relatively

autonomous, a daunting analytical task involving endogenous variables at multiple

levels and cross-level feedback loops can be simplified to tractable models of the de-

cision making of actors at a single level influenced by exogenously determined forces

at that and higher levels.

Gibson et al. (2000b) identified four theoretical issues related to scale that affect

all sciences: (1) the effect of scale (level of interest of study), extent (size of study

area), and resolution (size of sampling unit) on the identification of patterns; (2) the

manner in which explanations of specific phenomena vary across levels; (3) the gen-

eralizability of propositions derived at one level to other levels; and (4) optimization

of processes at particular points or regions. In a multiscalar approach, conducting

analyses of the same basic process (e.g., deforestation) at household/parcel levels,

as well as at community or higher levels, allows the researcher to address these

four issues. Descriptively, one can identify scales at which certain processes are

more or less evident (addressing issue 1). In predictive models, one can model

the optimization processes operating at various levels (issue 4). By modeling the

various inputs into the optimizing decisions of actors, one can examine differ-

ences in the drivers of land-use change at various levels. This allows one to address

issue 2. Finally, by conducting analyses in a theoretically informed manner, by using

the results of a given analysis (combined with existing theory) to generate pro-

positions for subsequent analyses at the same or different levels, one can address

issue 3.

Because much of the earlier work of the Center for the Study of Institutions,

Population, and Environmental Change (CIPEC) focused on subnational areas,

communities, and households or individuals, we initially focus on household or
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individual theoretical models. Factors above these levels affecting land-use deci-

sions (and land-use change) have been treated as exogenous. That is, we have

yet to address empirically the bidirectional causality between individual, house-

hold, and community characteristics (both social and land-use) and national- or

international-level policy or environmental change.

These household- and individual-level decisions about individual parcels, or

about all the land area owned, are influenced by various higher-level factors. In

this multilevel schema, community characteristics include such variables as the his-

tory of a location, its geographic location in relation to large urban centers or major

roads, socioeconomic factors, demographic trends, cultural norms shared by most

community residents, degree of cultural heterogeneity, types of educational opportu-

nities available, number and types of local business and philanthropic organizations,

and structure of local government. Further, the kind of shared information present

in a community about the value of the forest as a generator of ecological services,

about various agroforestry technologies, and about their political efficacy and au-

thority also affect decisions made at this level. As described above, a variety of these

factors change the value of children, which changes household demographics. These

changing demographics then change the ability of households to enact various land

uses and the desirability of various land uses. The proximity of the community to

markets and the availability of nonfarm employment change the rewards associated

with agriculture relative to other income-generating strategies. Following collective-

action theory, many of these factors also affect the ability of a community to create

and maintain effective institutions for the management of resources (Gibson et al.

2000a).

Above the community level, regional, national, or international policy regimes or

economic forces impact the decisions of actors by changing the incentive structure

within which decisions are made (Barbier 2000). The location of a community with-

in a country that is disadvantaged in the world economy affects the tradeoffs be-

tween agriculture and nonfarm employment. For example, the decision to grow

certain crops has very different meanings for landholders in Indiana and landholders

in the Amazon. National subsidies and their potentially perverse incentives (Myers

and Kant 2001) and international inequalities lead to less risk and higher return

associated with farming in the United States. The level of the development of the

country affects the decision making of farmers indirectly by affecting access to edu-

cation, access to high-paid and stable off-farm employment, and the functioning of

various markets. Aside from government subsidies, one reason that certain types of

agriculture are more feasible and less risky in the United States is that fully function-
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ing credit, insurance, and futures markets exist. Landholders are able to access

credit to purchase inputs to increase productivity, are able to purchase insurance

against crop failure, and are buffered against the volatility of the international mar-

ket by internal futures markets. Because of the case-study nature of most population

and environment research, most of these forces are controlled in any given analysis.

We do not directly estimate the effect of these forces. Rather, they provide the con-

text within which we interpret results and make cross-national comparisons be-

tween the results of multiple case studies.

Formulating Testable Hypotheses

Given these disparate theories, we face the task of developing hypotheses that are

both testable and explicit with regard to the level at which the dependent and inde-

pendent variables are measured. The multidisciplinary nature of our research, as

well as disagreement within disciplines, provides us with the rich theoretical litera-

ture briefly reviewed above. The multiscalar nature of our research, combined with

the fact that many of the theories we consider are explicitly at a given scale, leads

to a multiplicity of testable hypotheses that are not necessarily incompatible. We

now briefly outline some points of complementarity and disagreement between the

theories described above and focus further on our multiscalar approach. Empirical

research points to the deficiencies of traditional approaches, as well as to the impor-

tance of scale. While many studies have been published, they do not produce a clear

set of findings regarding the impact of population, poverty, technology, and political

instability (see Meyer and Turner 1992). And, most important for the work in this

book, patterns of relationships depend substantially on the scale at which processes

occur and observations are made.

One initial note on formulating testable hypotheses pertains to the issue of scale

in empirical research. Theories at the highest levels of aggregation have proved diffi-

cult or impossible to test. We have only one planet, with one population, and one

growth rate at any given point in time. Changing rates of environmental degrada-

tion or food scarcity can never be completely attributed to changing population

size or growth rates. We can never rule out the possibility that both are caused by

some third factor since one world at any given point in time allows us only one pre-

dictive variable. Nothing else can be controlled. As we move down levels of aggre-

gation, our potential degrees of freedom increase, making the causal arguments in

lower-level studies more persuasive. By then combining these lower-level studies us-

ing a comparative approach, we can test the effects of higher-level variables.
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Figure 2.3 shows the causal relationships posited by the groups of theories de-

scribed above. In illustrating traditional theories of population and environment

relationships (a) and structural theories of human behavior that can and have been

applied to land-use/land-cover change (b), we indicate the scale at which these

theories implicitly or explicitly posit a relationship. Our multiscalar approach (c)

combines the basic relationship between actors and outcomes posited by general

theoretical models incorporating strategic actors with structural forces shown to be

important in other theories.

The traditional theories (a), and their arguments about the relationship between

population and environment, can be brought together under a single model that

includes a unidirectional causal relationship between population (size, density, or lo-

cation) and the extent of environmental degradation. Each of these theories applies

to any human population, whether global, regional, or local. Malthus’s basic argu-

ments about a productivity increase relative to population size increase, as well as

the IPAT model, apply at the global, regional, and local levels. These models are

complementary in the sense that each tells a portion of the story. Malthus’s argu-

ments about population growth outpacing agricultural productivity and leading to

food scarcity are modified and updated in the IPAT model. Malthus did not foresee

the role of technology in increasing the ability of the environment to provide and

did not specify the role of heterogeneity in consumption. The IPAT model thus

expands on Malthus’s initial model, both by specifying more causal factors and by

generalizing the adverse consequences to any environmental impact, not only those

associated with food.

Other traditional approaches might well apply at the global and regional levels

but have more commonly been applied to the local level. In contrast to the IPAT

model and to Malthusian approaches, both Boserupian approaches and the multi-

phasic response consider population density (or land scarcity) to be the key driving

force. These models posit a more complex set of population-environment relation-

ships, allowing population pressure on natural resources to lead to agricultural in-

tensification and modification of social behavior. However, in the end, the effect of

population density simply acts through these intervening factors to determine the

extent of environmental degradation.

Von Thünen’s agricultural location theory includes a different independent vari-

able, but is a theory with much the same form. The location of agricultural land

relative to urban agglomerations is an exogenous force determining the profitability

of various land uses. Thus, the extent of environmental degradation (a function of

land-use decisions) is determined by the location of human settlement.
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Schematic representation of theories of population-environment relationship.
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The structural theories of human behavior (see b in figure 2.3) operate at regional

and household levels. Dependency theory points to the position of an entire country

in the world political economy in determining changes in population and socio-

economic organization within the country. Similarly, microlevel political-economic

theories point to the position of the household or community in a national or inter-

national economy, as well as the structure of that economy, as determinants of the

behaviors of household or community actors.

At a suprahuman level of analysis, variability in the ecology of an area affects the

amount of human degradation of the environment (because some ecosystems are

more amenable to human uses and because some ecosystems are more resilient).

While we expect that the proponents of these theories allow population size and

density to have an effect on environmental degradation, the approach argues for

the primary cause of environmental degradation to be the characteristics of the eco-

system itself. Some ecosystems are simply more likely to be overused by humans by

virtue of their higher level of attractiveness for human uses. These theories are there-

fore not in conflict with traditional theories, but are also not entirely satisfactory for

reasons addressed below.

The final structural model that speaks to the causes of environmental degradation

is the household life-cycle model. Using this model, we can argue that the changing

size and structure of households as they move through their life cycle determine the

extent of environmental degradation on an associated parcel of land. This theory is

not inconsistent with any of the other approaches. It does not argue that there is no

role of population growth or density, or that there is no role of country-level socio-

economic characteristics, but rather that all of these larger forces act through the

demographic composition of the household. The forces identified by theories per-

taining to higher levels of aggregation simply act as antecedent variables to the size

and composition of the household, which directly determines land use.

The household life-cycle and regional ecological variability approaches, as well as

the other structural theories reviewed, however, prove unsatisfactory to us for two

reasons. First, because they are structural theories, they do not allow for individual

(or household, or collective) agency in land-use decisions. Structural forces com-

pletely determine the behavior of individuals. Second, these theories frequently posit

a unidirectional, causal relationship between one independent variable and an envi-

ronmental outcome. We propose instead an approach that improves on previous

approaches in three ways. First, we consider land use (and environmental change)

to be the outcome of decision making by actors who seek complex goals given the

information they have about the situation they find themselves in or try to change.
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Second, we consider environmental and socioeconomic context not as antecedent

variables but rather as mediating variables. Third, our approach allows for some

reciprocal causation, or feedback, in the system. We recognize that additional feed-

backs between variables, particularly between levels, exist. Indeed, we could prob-

ably draw bidirectional arrows between most of the variables in the diagram.

However, we focus here on land-use decisions as the dependent variable and on the

key relationships that we seek to model in our empirical work.

We note that there are many excluded causal relationships between the large

categories of variables shown in the simplified model diagram of our theoretical

approach (c in figure 2.3). We do not argue that the causal arrows in our figure are

all the possible arrows, but rather they are the most important for understanding in-

dividual or collective land-use decision making. This diagram is not entirely incon-

sistent with the arguments represented in the other diagrams (a and b), because

it points to the importance of country-level cultural, socioeconomic, and policy

characteristics and to the importance of local-level socioeconomic, policy, and envi-

ronmental characteristics. All of these are key causal factors identified by more

deterministic theories identified above. Where we differ is in how these important

causal factors enter the picture. In our model, these factors determine the context

within which actors make decisions. Instead of directly causing the land-use

changes, they mediate the relationship between the characteristics of the actor and

the ultimate decision. The direction and existence of the relationship between actor

characteristics and land use depend on these contextual variables. Our consideration

of local and country-level characteristics as mediating variables follows directly

from our commitment to an actor-based approach as opposed to a deterministic

structural approach. The one theory addressed above that does not enter into the

model in this way is the household life-cycle approach. In our model, the household

position in the life cycle is a characteristic of the actor (with the actor being the

household) that interacts with the local and country-level context to determine the

ultimate land-use decision.

The focus on actors also leads us to a more nuanced understanding of the depen-

dent variable under consideration. Decades of theorizing and research on collective

action have shown us that environmental degradation differs based on whether a

group of actors can manage a resource collectively rather than each acting individu-

ally. Taking the insights from this theoretical and empirical perspective, and the

insights from landscape ecology described above, we specify a complex dependent

variable. For example, the pattern (edge-to-interior ratio, existence of wildlife corri-

dors, etc.) of deforestation on an individual parcel or on the land managed by a
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community is as important a measure of environmental impact as simply the percent

or total area deforested.

The final addition made by our approach (shown in c of figure 2.3) is the explicit

recognition of reverse causation. Local characteristics are not exogenous to land-use

decisions. The local biophysical environment affects the decision-making process of

actors, but is also itself affected by these decisions. Past land-use decisions determine

current environmental conditions as well as current socioeconomic conditions and

public policy. These instances of reverse causality are the simplest to model and

arguably the most theoretically important, but are by no means the only possible

instances. For example, we might argue that the characteristics of the actor were

themselves either caused by past land-use decisions or at least jointly determined

with land-use decisions. In particular, the household size and composition, its assets,

and the current land use are likely to be jointly determined. We do not deny the pos-

sibility of this and other modifications to our basic model, but rather argue that we

have struck a balance between complexity and parsimony.

This model provides a structure for designing empirical studies of human impacts

on the environment, including those presented in the remainder of this book. By fo-

cusing our attention on the relationship between the characteristics of individual

actors and their land-use decisions, we focus on the effects in the model that are the

most straightforward to estimate. For example, in a study examining households in

a single community, we control for the culture, country-level socioeconomic and

policy environment, the local environmental characteristics, and the local socioeco-

nomic and policy environment. By examining households that share all of these

characteristics, we can focus on the effects of the household characteristics that do

vary (household composition, wealth, etc.). Similarly, we can examine the relation-

ships between community-level actors (e.g., forest user groups) and community-level

land-use decisions. When examining an individual community, we control for any

higher-level variables. When examining a set of communities in a single country,

we control for country-level variables while estimating the effect of community-level

variables.

The three chapters in part II provide an essential discussion of key concepts used

in a multiscalar approach and some preliminary evidence regarding our approach.

The chapters in part III are written to give the reader a solid foundation on the

diverse methods and models needed to understand human-environment linkages

at multiple temporal and spatial scales, and part IV provides evidence from case

studies of these diverse patterns. Chapter 14 provides a conclusion to our work con-

ducted through spring 2004 and a look ahead to future work.
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II
Conceptual Foundations of Human-Environment

Analyses in Forest Ecosystems





The chapters in part II are intended to provide the reader with the basic conceptual

foundations for understanding research on human-environment interactions in for-

est ecosystems. Chapter 3 by Glen Green, Charles Schweik, and J. C. Randolph fo-

cuses on the challenge of understanding these interactions across time and space.

One cannot study land-cover change more generally and forest dynamics more spe-

cifically without spatial and temporal dimensions to the study. These dimensions, so

crucial to our work, are particularly challenging in the conduct of multidisciplinary

research, since the core disciplines involved in this research define and use these con-

cepts differently. Thus, how temporal and spatial concepts are used in multiple dis-

ciplines is discussed, as well as how key terms are used in the rest of the book. The

chapter provides a basic grounding for the work in parts III and IV.

In chapter 4, Catherine Tucker and Elinor Ostrom address another concept that is

used in multiple ways across disciplines: institutions. They provide a conceptual def-

inition of institutions as the formal and informal rules defining what individuals

may, must, or must not do within any particular situation. Rules are the ‘‘dos and

don’ts’’ that parents teach their children. More important, any system of forest gov-

ernance must find a way of ‘‘teaching’’ those using a particular forest what activities

they are permitted to do, what obligations they face, and what actions are forbidden

under what circumstances. The authors describe the approach used in the rest of the

book to combine data obtained from forest users, officials, and archives, as well as

from the use of remotely sensed data and geographic information systems. Draw-

ing on research conducted by Center for the Study of Institutions, Population, and

Environmental Change (CIPEC) scholars, they illustrate how institutional analysis

helps us to understand the incentives and behavior of key actors as they affect forest

ecosystems.

Chapter 5 then turns to a more specific focus on forest ecosystems as they are

used by humans. J. C. Randolph, Glen Green, Jon Belmont, Theresa Burcsu, and

David Welch provide the essential concepts developed in forest ecology on the na-

ture and extent of forests that researchers studying human-forest environment inter-

actions must know. Chapter 5 is a primer of the core concepts used to describe and

analyze biophysical processes occurring in forested ecosystems around the world.

The chapter also provides an overview of the three forest types included in CIPEC

research and reported on in the remainder of the book.

Many readers of this book already will be familiar with some of the concepts pre-

sented in part II. Not all readers, however, will be familiar with a literature that

consistently uses concepts across all of the disciplines represented by the authors

of these chapters, by participants in the CIPEC research program, and by serious



students of human-environment interactions. Thus, readers may find some sections

of each of these three chapters to be elementary. We invite you to scan the pages

that present familiar concepts rapidly. Readers who find a particular section to be

elementary should be aware that other readers of this book will be introduced to

terms defined for the first time in their academic life. We think that most readers

will find some sections of part II to be informative and a good foundation for parts

III and IV of the book.
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3
Linking Disciplines across Space and Time: Useful

Concepts and Approaches for Land-Cover Change

Studies

Glen M. Green, Charles M. Schweik, and J. C. Randolph

This chapter develops concepts and approaches in which contrasting disciplines, and

more specifically the fields of remote sensing, geographic information systems (GIS),

and institutional analysis, can be appropriately integrated to advance our under-

standing of the human dimensions of land-cover change. While we have specifically

applied these approaches to study how humans influence forest cover, they also may

help direct the study of terrestrial vegetation change in general. We first discuss the

dimensions of space, time, and human decision making and then examine how dif-

ferent aspects of the human-related land-cover change processes that affect woody

plants vary across these dimensions. Finally, from this examination we present sev-

eral simple graphical diagrams that help illustrate these complex relationships and

thereby clarify the concepts presented here for readers who are unfamiliar with these

approaches. These diagrams also can help researchers and students effectively dis-

play diverse datasets together and plan more robust strategies for land-cover change

studies.

Dimensions of Space and Time: Maps and Timelines

Common understandings shared across disciplines help advance interdisciplinary

land-cover change research programs, especially those that attempt to link the social

and physical sciences. Yet the diverse vocabularies, contrasting research methods,

and diverse datasets used by different disciplines can hinder the development of

commonalities. Since most of the phenomenology of land-cover change is thought

to exist within the four dimensions of space and time, perhaps we can help bridge

our disciplinary differences by exploiting this fundamental connection. Any two

analyses, regardless of disciplinary focus, have at least these four dimensions in com-

mon. Thus, this approach may help facilitate the development of a common set of



basic nomenclature and conventions about how land-cover change processes mani-

fest themselves across space and time.

The four dimensions of space and time in which land-cover change processes exist

are depicted in figure 3.1. Three perpendicular dimensions are often used to define

volumetric space, commonly known as the x, y, and z axes. One can, at least theo-

retically, travel forward and backward along all three of these spatial dimensions.

Depiction of Earth’s surface often uses only two dimensions because variability in

the z-direction (elevation or height) is usually small relative to the other two dimen-

sions. Thus, a ‘‘map,’’ shown in a of figure 3.1, usually depicts variability in the x

and y dimensions, although variability along the z-dimension is sometimes added

as contours on topographic maps or as differential coloring of elevation of cells in

a digital elevation model (DEM). Typically, the x and y axes are oriented such that

the direction of geographic north is toward the top of the map.

Time, in contrast, varies only along one dimension, and, unlike travel along the

three dimensions of space, one can travel in only one direction through time (into

the future), since travel into the past is not possible. All states of land cover and the

Space:

Z

X

Y

t

Time:a b

East

past futurepresent

North

Up

West

Down

South Two-Dimensional Map

Timeline

One Dimension (t)Three Dimensions (x,y,z)

Figure 3.1
(a) Space can be depicted by three perpendicular axes: x, y, and z. The surface of Earth is
often simplified in maps by using only the x and y axes, and is conventionally positioned
such that north is to the top of the map. (b) Time can be depicted as a single axis (t) laid
horizontally with the future positioned to the right.
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changes that affect them can be positioned along a timeline based on when in the

sequence of time they occur (b in figure 3.1). Typically, timelines are drawn horizon-

tally such that positions to the left are older than (occur before) those to the right.

Thus, the map and the timeline together comprise two fundamental, graphical dia-

grams through which we can display measures of land-cover change. A third impor-

tant, though less common, graphic will also be introduced later in the chapter.

In several major disciplines, emphasis is placed on one dimension over another.

History, for example, traditionally places more emphasis on time (the temporal

aspects under study) and less on spatial aspects. Geography, more than most other

disciplines, emphasizes the spatial dimensions over the temporal one. Other disci-

plines, such as geology and ecology, contain more of a mix of both dimensions. Cer-

tain social sciences (e.g., political science, sociology, and anthropology) traditionally

emphasize space or time when needed. For example, political scientists do, at times,

undertake research that emphasizes the temporal aspects in longitudinal studies.

Geographic studies within political science are less prevalent, although they are be-

coming more common as the technologies of GIS are applied more readily (see chap-

ter 7). The emerging interdisciplinary field of land-cover change research, however,

emphasizes all four dimensions of space and time. Both spatial and temporal vari-

ability are at the core of this important field.

With the diverse vocabularies of separate disciplines, it is no wonder that land-

cover change processes can appear extremely complicated. Aggravating this is a

sense of urgency often felt by researchers, students, policy makers, and land man-

agers because of the inherent complexity in understanding land-cover change pro-

cesses, and the feeling that our understanding lags severely behind the processes

involved. Land-cover change specialists also may feel like they are caught up in a

race—simply put, a race between land-cover change itself and our collective ability

to document past and current land-cover change episodes and understand the

human-environment relationships behind them. If our collective monitoring and

understanding of land-cover change continues to lag severely behind those changes,

how can humanity mitigate any negative consequences of land-cover change and try

to prevent avoidable future problems? While individual examples of sustainable use

of forests, for example, are plentiful in both developing and developed countries, the

study of land-cover change currently would profit from strategies to apply the

lessons of these individual positive examples over a greater area. Also, many local

studies are currently unrelated to broader spatial and temporal trends, so the rele-

vance of these studies is questioned (especially by policy makers) even though they

contain a wealth of detailed information. Remote sensing combined with directed
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multidisciplinary field studies may offer one strategy to ‘‘catch up’’ with land-cover

change.

Regardless of how one chooses a geographic area of interest, the land-cover

change community faces a tremendous challenge related to discerning the relation-

ship between information generated over a wide range of spatial extents and tem-

poral durations. Inherent in many land-cover change studies is the goal of relating

detailed studies of a small area, such as those at the plot, site, or landscape level

(see the section on spatial patterns of change in this chapter for our definitions of

these) to those conducted over larger spatial extents at the regional, continental,

and global levels. One crucial puzzle we face is how to take advantage of the wealth

of detailed work by individual researchers of different disciplines studying in con-

trasting geographic areas and relate the information from each of these cases to

larger areas.

How can this synthesis be accomplished? What strategies can we use to help inte-

grate all the varying analytical ‘‘lenses’’ used by scholars from a variety of social and

physical science disciplines? Is it possible to build a geographic ‘‘quilt’’ of individual

case studies such that it ultimately spans a large geographic area? Can we make

individual case studies more comparable and compatible with each other such that

we can identify significant trends manifest across all cases? While each land-cover

researcher moves forward in his or her individual research endeavors, the broader

land-cover change community as a collective group would probably benefit by gen-

erating a library of compatible studies (e.g., see chapter 13). Studies that are well

documented with respect to their spatial and temporal dimensions can inform and

build on one another. Specific articulation of the spatial and temporal parameters

in each land-cover change study would significantly ease case-to-case integration

and compatibility. While this proposition is simple, it is a collective-action problem,

yet it may yield synergistic results that are critical for land-cover change research to

progress. Moreover, diverse spatial and temporal perspectives will help the student

and researcher understand how contrasting processes relate to each other and will

help place a given case study in a broader context.

Human Decision Making

We propose a framework to aid in assessing land-cover change based on three criti-

cal attributes for categorizing and relating processes of human-environment dynam-

ics. We stated earlier that space and time provide a common setting in which all

biophysical processes operate. In addition, we can emphasize the important human
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aspects of land-cover change, a central theme throughout this book. When land-

cover change processes incorporate human activities (NRC 1998), human decision

making also becomes important. We can visualize this in figure 3.2 using three

axes: space, time, and human decision making (Agarwal et al. 2002; Grove et al.

2002). This figure links together three important attributes in land-cover change re-

search. The traditional, contrasting realms of the natural and social sciences also can

be depicted in this framework, as well as categories of research or individual studies.

A robust understanding of land-cover change requires a multidisciplinary ap-

proach including an understanding of both biophysical phenomena, generally in

the realm of the natural sciences, and phenomena involving human decision making,

generally in the realm of the social sciences. Specific contrasting types of studies im-

portant to land-cover change research also can be seen in this figure: time-series

studies and dynamic models with no human component (a); dynamic studies with

human decision making explicitly incorporated (b); most traditional GIS studies (c);

Space

Human 
Decision 
Making

e

d

c

a

b

f

Time

Traditional realms 
of the 
physical sciences
and the
social sciences

a–f are different types of studies (see text)

a completely multidisciplinary approach

Figure 3.2
A three-dimensional framework, using space, time, and human decision making, can be used
to distinguish the traditional realms of the natural and social sciences and different types of
land-cover change studies.
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GIS studies with an explicit temporal component and models such as those using

cellular automata (d); econometric and game-theoretic studies (e); and recent multi-

disciplinary, dynamic, spatially explicit studies and models such as those using

agent-based approaches (f ). The space-vs.-time plane of the framework depicts

strictly biogeophysical phenomena, traditionally the realm of the natural sciences,

while phenomena mainly involving human choice and institutions, generally in the

realm of the social sciences, are depicted near the human decision-making axis. The

asterisk in figure 3.2 marks the ultimate goal of land-cover change research—a syn-

thesis incorporating spatial, temporal, and human dimensions.

Scale: A Problematic Word

Both social and ecological processes can operate at different spatial extents and tem-

poral durations (Allen and Hoekstra 1992; Ehleringer and Field 1993). Finding sig-

nificant variance between study findings is in part hindered by a lack of a clear

articulation of measures used in various studies and the lack of a vocabulary that

crosses disciplinary boundaries (E. Moran 1984b, 1990). A glossary of terminology

would facilitate communication of this information across disciplines.

The word ‘‘scale’’ is often heard in the context of land-cover change. Unfortu-

nately, as described in Agarwal et al. (2002) and M. Turner et al. (2001), ‘‘scale’’

is often a confusing term in land-cover change research because it has conflicting

meaning across disciplines. Notably, geography and the other social sciences, core

disciplines in land-cover change studies, often use ‘‘scale’’ to infer opposite mean-

ings. Geographers define ‘‘scale’’ as the ratio of length of a unit distance (scale bar)

on a paper map to the length of that same unit distance on the ground (Greenhood

1964). Thus, a large-scale map usually shows more detail but covers less area (e.g., a

paper map of a small town, produced at a 1:10,000 scale—the ratio between a

given distance measured on the map [1] and the same distance measured on the

ground [10,000] using the same ruler), while a small-scale map usually shows less

detail but covers more area (e.g., a paper map of the entire United States, produced

at a 1:6,000,000 scale). To the geographer the scale bar itself is what is large or

small. Unfortunately, most other social scientists give opposite meanings to the

terms large-scale and small-scale. For example, in these disciplines, a large-scale

study generally means it covers a large spatial extent, and a small-scale study is a

more detailed study covering a small area. Used in this way, the word ‘‘scale’’ can

generally be dropped completely with little change in the meaning of the sentence.
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To clarify this confusion, Agarwal et al. (2002) propose two other terms that

carry more intuitive meaning—‘‘fine-scale’’ and ‘‘broad-scale’’—and, interestingly,

M. Turner et al. (2001) independently proposed similar terms. In this book, we

have made the decision to use other more specific and clearly defined terms in place

of ‘‘scale’’ whenever possible and if they are available. For example, by substituting

spatial extent, spatial resolution, temporal duration, or temporal interval (all defined

in detail later in the chapter) in place of ‘‘scale,’’ we feel multidisciplinary communi-

cation is strengthened.

Terms that describe the spatial and temporal characteristics of land-cover features

or processes are critical for land-cover change research, yet these adjectives often

have conflicting or ambiguous meanings. For example, terms like ‘‘long’’ and

‘‘short’’ can describe both distance and time, while space can refer to an area or a

volume. Overcoming incongruent and ambiguous language presents an important

challenge as land-cover change studies strive to link disciplinary studies of human-

environment relationships.

Spatial Patterns of Change

Fortunately, we already have many words that are widely used across all disciplines

and differentiate various temporal durations: day, week, month, year, decade, cen-

tury, and millennium. However, different terminologies have been developed and

employed in various disciplines to help communicate differences in spatial extents.

After numerous sessions of trying to come to a common understanding among our

affiliated anthropologists, geographers, political scientists, forest ecologists, demog-

raphers, historians, and others at our research center, we settled on several terms

depicting various levels of spatial extent: globe, continent, region, location, land-

scape, site, and plot. Figure 3.3 illustrates how processes that affect forests can vary

at different levels of spatial extent.

We use ‘‘globe’’ (in the context of land-cover change) to mean the terrestrial sur-

face of Earth (about 150� 106 km2). ‘‘Continent’’ is at first glance also rather self-

explanatory, referring to the seven great land masses on Earth (which range in area

from 10� 106 to 50� 106 km2). While this may be clear at present (though, on

closer examination, the Europe/Asia division seems rather arbitrary and politically

motivated), it is important to remember that plate tectonics has moved and re-

arranged the continents through past ages. A ‘‘region’’ is a subdivision of a conti-

nent, though it may comprise islands in one area of ocean (ranging from 100,000 to
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10� 106 km2). A region may encompass one or multiple countries, or only a frac-

tion of a country in the case of larger ones, such as the Midwest of the United States

containing Ohio, Indiana, Illinois, Michigan, and so on. Alternatively, we can con-

sider a region to be multiple countries, such as the region comprising the countries

of Central America. The term ‘‘location’’ is defined in more detail in chapter 6, but

we use it to designate the area captured within a time series of Landsat satellite

images (from 15,000 to 30,000 km2). The term ‘‘landscape’’ designates a fraction

of a location and it can range from 100 to 10,000 km2. We use the term ‘‘site’’ to

describe a relatively small geographic extent (from 10 to 10,000 hectares) within

which ecological and social fieldwork might be conducted by an individual or team

of researchers. Therefore, a site is a local area that can be traversed on foot. Sites

have been historically important to land-cover change research because it is at this

spatial extent that household interviews and community surveys are conducted and

at which institutional analysis usually takes place. Moreover, sites are particularly

important as we strive to connect theory and empirical data on individual and com-

munity decision making to broader measures of space, time, and human decision

d Region

0            10 km

a Site 

Trees

Fields
0                 10 m

City

Primary
Forest

Agricultural
Land

b Landscape

c Location
0             100 km

Landsat
scenes

e Continent

0            1000 km

Primary Forest
(Williams, 1989)

Road

0             250 km

1620

1850

1926

0            10 km

Primary Forest
(M. Williams 1989)

Figure 3.3
Anthropogenic land-cover change processes vary at different levels of spatial extent. Different
factors influence land-cover change at different levels (see text for a more detailed explana-
tion). (e from M. Williams 1989.)
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making. Plots are the smallest level of spatial extent (from a fraction of a square

meter to 10,000 m2) and are usually used in the context of the direct measurement

of vegetation in the field (see chapter 5). Plots, sites, landscapes, and locations are

the levels at which land-cover change studies tend to collect field-based data relevant

to forests and how they change.

A difficult problem facing researchers of land-cover change is that human-induced

forest change processes (e.g., deforestation) exhibit different dynamic patterns, or

‘‘space-time footprints,’’ at different levels of analysis (see figure 3.3). It is apparent

that one simply cannot add up, or aggregate, observations of changes at the site

level and generate those observed patterns at larger extents, such as at regional and

continental levels. We can illustrate this with a simple example. Let us assume we

observe at a particular site a large old-growth tree being cut in a single day, thereby

clearing an area of about 100 m2 (a in figure 3.3). At first glance, a simple linear

extrapolation may suggest that to clear primary forest from a continent, an area of

about 1� 1012 m2, it would take more than 27 million years, an obviously fanciful

estimate. History shows that the eastern United States (see e in figure 3.3) was

almost completely cleared of primary forest in a period of around 300 years (M.

Williams 1989). One obvious problem uncovered by this example is that the defor-

estation of the eastern United States was a complex process. It started in the early

seventeenth century as several hundred colonists using medieval technologies cleared

fields near Boston and Jamestown, two of the earliest colonies. By 1800, hundreds

of thousands of colonists were clearing forest, and firewood supplied virtually all of

the country’s energy needs. In the late 1890s, the last large expanses of old-growth

forest were being cleared from the Midwest for agricultural use and export wood

products. Today, few, if any, of the last remaining small patches of primary forest

(now accounting for less than 0.01 percent of the original area) are experiencing

clearing (M. Davis 1996).

Diverse patterns of forest change are apparent across a wide range of spatial

extents (see figure 3.3). Therefore, it is important that researchers clearly articulate

the spatial extent of their respective studies so this diversity can be identified and

any trends documented. At the site level, patterns of forests and fields (a in figure

3.3) may be affected by household economics, available family labor and technol-

ogies, land tenure, local institutions, cultural practices, ethnic backgrounds, and

microclimates. At the site level (in an open-access situation), for example, optimal

foraging theory would predict that certain tree species used for important products

would be diminished in areas closer to households and along trails than in less

accessible areas (Schweik 2000). At broader spatial extents at the landscape level (b
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in figure 3.3), land-cover change patterns may be a function of topography, proxim-

ity to city and road, city population, urban demand, and the institutional landscape

(county/district institutional differences). At the location level, topographic relief,

urbanization, population density, transportation infrastructure, and county institu-

tional differences may play a role (c in figure 3.3, based on Indiana Gap data; see

also chapter 6).

A regional spatial analysis may exhibit forest and deforestation patterns that are

the result of factors such as topographic relief, regional climate, soils, population

density, state institutional differences, and broader intrastate political differences

(d in figure 3.3, a shaded relief image of topography from the Satellite Radar To-

pography Mission data [http://www2.jpl.nasa.gov/srtm/p_status.htm]). A continen-

tal analysis may highlight patterns in forest cover that are the result of broader

spatial and temporal physical and human processes such as climate, historical hu-

man migrations and technological development, as well as state, national, and

global institutions (e in figure 3.3).

Institutional Landscapes

Elinor Ostrom and others define ‘‘institutions’’ as the rules that humans follow, or

the ‘‘rules-in-use,’’ and as the mechanisms established to monitor and enforce those

rules (E. Ostrom 1990; E. Ostrom et al. 1994; Schweik et al. 1997). Institutions can

be formally designated by national, state, or local legislation, such as environmental

statutes, but also can exist in a variety of other forms, such as the standard oper-

ating procedures of an organization, or informal social norms established by

communities of people. Institutions, like the forests they govern, frequently carry

spatial and temporal attributes and often change shape and composition over time.

Schweik (1998) refers to these spatial and temporal distributions as ‘‘institutional

landscapes.’’

Institutions are human-crafted mechanisms designed to alter human behavioral

response in a given physical and social setting. Humans use rule configurations and

monitoring and sanctioning mechanisms in an attempt to change their behavior.

The incentive structure that institutions create raises the costs of undertaking certain

actions while reducing the cost of other actions. Effectively enforced institutions

can be just as important an influence on how humans impact land-cover change as

biophysical factors, such as topographic attributes, or portions of the built environ-

ment (e.g., transportation infrastructure). Institutions, therefore, can be an im-
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portant factor determining forest patterns across all the levels presented in figure

3.3.

Institutional landscapes vary with spatial extent and temporal duration. At the

broader spatial levels of the location, region, or continent, international treaties are

often negotiated (with varying degrees of success) with the goal of placing restric-

tions on the actions of organizations (e.g., companies and government agencies)

associated with one or more countries. More common are the broad national laws

that may place requirements or limitations on the actions of organizations or indi-

viduals. Similarly, environmental laws which affect forests are often created at other

levels of governance, such as state or city zoning ordinances. Similarly, less formal

institutions can be created, and these often have spatial attributes. Organizations,

such as the U.S. Department of Agriculture Forest Service, sometimes create stan-

dard operating procedures that designate how and where operational-level actions

may take place, for example, restricting forest cutting within certain distances of ri-

parian areas. At the site or landscape level, social norms within communities may

establish less formal (unwritten) rules for private property or communal ownership

through which activities are required, permitted, or prohibited. Institutions also

have a temporal dimension. A particular rule may be long-lived or, alternatively,

may depend on political cycles and exist for only a brief period of time. For exam-

ple, Schweik (1998) describes three different institutional configurations that gov-

erned the Hoosier National Forest between 1985 and 1992.

Temporal Patterns of Change

Human-induced land-cover changes can be portrayed on a timeline. Figure 3.4

shows two episodes of forest change in Indiana: (1) the progressive elimination of

the primary forests from the state by colonists during the nineteenth century and

(2) the regrowth of secondary forests during the twentieth century on less than a

quarter of the state’s area. Both episodes probably followed some type of logistic,

or S-shaped curve. The figure shows that deforestation rates probably have varied

widely, starting slowly, progressing to a maximum in the 1860s, and then slowing

as the last remnants of primary forest were cleared in the early years of the twentieth

century. Surveyed in the early 1800s, Indiana was 87 percent forested (the remain-

der of the state was covered with wetlands and prairie; see b in plate 4) before set-

tlement by colonists, yet by 1870 and 1900 primary forest covered 30 percent and

6.5 percent of the state, respectively. The initial deforestation was largely the result
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of clearing by colonists for crops and grazing. Only a few dozen small patches of

uncut forest remain today (M. Davis 1996). Secondary forest cover expanded dur-

ing the 1900s and covered more than 20 percent of the state in 1992 (mostly on

lands of higher topographic relief; see a and c in plate 4). Now, however, little sec-

ondary forest cover is currently being added. Today, an estimated 4.5 million acres

of forested land, mostly secondary forest, exist in Indiana, covering about 20 per-

cent of the state (IDNR 1997). Estimated areas at particular dates were taken from

Indiana Department of Natural Resources data (IDNR 1997), Jackson (1997), and

G. Parker (1997). The data sources available to document these land-cover changes

also vary greatly through time (see figure 3.4). The availability of a particular data-

set is restricted by the history of the technology that is used to generate it. For exam-

ple, satellite images from the Landsat Multispectral Scanner (MSS) instrument are

mostly available from 1972 to 1992.
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A timeline showing two distinct episodes of land-cover change affecting Indiana’s forests.
MSS, TM, and ETMþ, Landsat Multispectral Scanner, Thematic Mapper, and Enhanced
Thematic Mapper Plus.
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Space-Time Diagram

Anthropogenic processes affect trees and forests over a wide range of spatial extents

and temporal durations. Figure 3.5, a modified Stommel diagram (Stommel 1963),

shows that processes that affect woody plants vary across a wide range of extents

and durations. The diagram is constructed such that the spatial extent of a land-

cover change process, measured in units of square meters, is plotted along an expo-

nentially scaled y-axis, and the temporal duration of the process, measured in units

of days, is plotted along an exponentially scaled x-axis. The figure employs log-log

scales of time (on the x-axis in keeping with the timeline’s orientation) and area (on

the y-axis). The log-log plot is useful in accommodating a wide range of durations

and areas on the same plot. Conventional subdivisions (levels) of time are labeled,

and corresponding levels of area are given. This space-time diagram is a third

key graphic in land-cover change studies (together with the map and timeline). It

uses relative scales of space and time (how large or small an area is, or how long

or short a time duration is) as opposed to the absolute scales used in maps (geo-

graphic coordinates, such as latitude and longitude) and timelines (year a.d. or

b.p.). The ovals in figure 3.5 represent our ‘‘best-guess’’ estimates of the range in ex-

tent and duration of each episode in which those processes take place; the actual

boundaries of these processes in the figure are debatable until actual measures are

compiled.

The forest-change processes in figure 3.5 range from felling an individual tree,

which might typically take place in one day’s time and affect an area of 100 m2, to

the deforestation of a continent, which might take place over several hundred years

and affect an area of millions of square kilometers. A forest-change zone (bounded

by dashed lines) marks the general range of extents and durations of these processes.

The distribution of processes along the diagonal of figure 3.5 reveals that, typically,

processes that cover small areas happen during short periods of time (processes

of lesser magnitude; see inset in figure 3.5), while processes that affect large areas

take longer times to occur (processes of greater magnitude). In general, processes

that involve gases (atmospheric phenomena) are located in the upper left portion of

the diagram; processes that affect solids (geologic phenomena) are located in the

lower right portion; and processes that affect liquids, such as water (hydrologic phe-

nomena), are found along the diagonal. Therefore, process dynamism increases

to the upper left of the diagram and decreases to the lower right (see inset in fig-

ure 3.5).
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Plotting Datasets on a Space-Time Diagram

Space-time diagrams also can be used to explore what datasets would be particu-

larly relevant in examining a given land-cover change process. Figure 3.6 shows an

example of how a widely used remote-sensing dataset (Landsat satellite images; see

chapter 6) is plotted on a space-time diagram.

Four parameters are particularly useful in describing a dataset (see inset in figure

3.6): (1) spatial extent describes the extent of the area it covers; (2) temporal duration

describes the length of time over which it was collected, such as the time between the

oldest and newest images of a satellite image time series; (3) spatial resolution

describes the smallest spatial unit that makes up the dataset; and (4) temporal inter-

val, or sampling frequency, describes the smallest time step used to describe it.

Figure 3.6 shows how these four parameters can be used to describe the Landsat

dataset. Each value determines the dimensions of a ‘‘sampling footprint.’’ The
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Figure 3.6
Many different datasets can be described by using four important parameters plotted on a
space-time diagram: spatial extent, spatial resolution, temporal duration, and temporal inter-
val. The four values determine the dimensions of a space-time footprint of a particular dataset
(rectangular areas). The cross-hatched pattern shows the footprint of a typical Landsat image
time-series dataset used in a land-cover change study.
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resulting rectangle in the figure thus represents the spatial and temporal dimensions

of the dataset. The figure shows four such footprints for Landsat datasets: (1) the

MSS archive for a single location, (2) the Landsat Thematic Mapper (TM) archive

for a single location, (3) the entire Landsat archive, and (4) a typical Landsat time

series used in a land-cover change study. The spatial extent of the dataset controls

the top boundary of the dataset sampling footprints. For example, a single image

acquired by the TM covers an area of 170 � 185 km, while the total Landsat system

of satellites has acquired images that have inventoried almost the entire extent of

Earth’s terrestrial surface. The bottom boundary of each rectangle is controlled by

the spatial resolution of the dataset. For example, a single picture element, or pixel,

of a Landsat 4 TM image covers an area of 28:5� 28:5 m on the ground, while an

MSS image pixel from Landsat 1 is 56� 79 m. The left boundary of the rectangle

corresponds to the temporal interval or sampling frequency of the dataset. For ex-

ample, Landsat satellites return to a given location and acquire an image as fre-

quently as every 16 or 18 days (see chapter 6). Finally, the right boundary of each

rectangle in figure 3.6 represents the temporal duration of the dataset. Landsat data

have been collected from 1972 to the present, a period of more than thirty years.

These temporal duration and interval values are theoretical maxima, since cloud

cover or lack of a receiving station in a particular location, for example, may further

restrict image availability (see also figure 6.6). Lack of funds in a given study for

images or processing may further restrict a dataset’s space-time footprint, often

making the duration of a given image time series shorter and the interval between

individual images in a time series longer. The cross-hatched pattern in figure 3.6

shows the space-time footprint of a typical Landsat image time-series dataset used

in a land-cover change study (sampling every four to five years from 1972 to 2003,

in two adjacent locations).

A particular dataset can inform a study on those land-cover change processes (see

figure 3.5) whose extents and durations are coincident with that dataset’s time-space

footprint (see figure 3.6). Landsat satellite images often are important to land-cover

change studies because they inform over a significant portion of spatial and tempo-

ral parameters that are important when studying forest changes (the forest-change

zone in figures 3.5 and 3.6). The sampling footprint of a given Landsat image time

series in figure 3.6 may be appropriate to inform how certain land-cover change

processes affect woody plants in figure 3.5 (such as building a hydroelectric dam),

but that same dataset may be too coarse in resolution and too infrequently sampled

to measure other processes (such as a particular farmer felling an individual tree).
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Similarly, Landsat data may not be appropriate to study many broader-level atmo-

spheric phenomena.

Temporal duration and interval are analogous to spatial extent and resolution, re-

spectively. The terms resolution and extent often are used to describe both temporal

and spatial levels; however, we have attempted to make these distinctions more ex-

plicit so readers will not be confused by which dimensions we are referring to in any

particular discussion, and we think these careful distinctions in terminology are im-

portant for enhancing future dialogue involving land-cover change.

Land-Cover Change Data Sources

Processes of interest to the land-cover change community occur at spatial extents

as small as a fraction of a square millimeter (e.g., the exchange of gases in a leaf)

and extend to the entire surface area of the Earth (roughly 510 million square

kilometers). A researcher interested in forest change may determine that a Landsat

image provides an appropriate spatial extent to capture that phenomenon, or alter-

natively, a researcher interested in phenomena related to leaf structure (such as gas

exchange) might choose to work with a spatial resolution of 10�6 m (to view indi-

vidual cells) and a spatial extent of roughly 20 cm. The same approach applies with

respect to time. A researcher interested in studying the climate of a particular region

may decide to collect precipitation data at a monthly temporal interval and use data

collected over the duration of a year. In contrast, a researcher interested in investi-

gating leaf respiration might choose a shorter sampling interval, such as a minute,

and collect measurements for the duration of a day. Figure 3.7 illustrates how

some commonly used datasets in land-cover change research may appear when

plotted on a space-time diagram. Each dataset informs within a certain region of

the space-time continuum, and it is often necessary to use several different datasets

in combination to examine a particular land-cover change process. Setting one data-

set within the context of another broader-level dataset (overlapping) may help to ad-

dress questions related to the significance of a given finer-level piece of information

in a broader context.

Each rectangle in figure 3.7 is associated with a different data source. The spatial

extent of the dataset controls the top boundary of any rectangle in the figure. Sun-

synchronous weather satellite images, collected by the advanced very high resolution

radiometer (AVHRR), for example, are collected across the entire globe (both land

and oceans) and hence have the largest spatial extent of the examples shown. The

Landsat dataset, as a whole, has inventoried nearly the entire extent of Earth’s
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terrestrial surface. Individual agriculture census datasets often cover entire states.

The bottom boundary of each rectangle in figure 3.7 is controlled by the spatial res-

olution of the dataset. For satellite images a convenient measure of resolution is the

area of an individual picture element. For example, acquired AVHRR images have a

spatial resolution (at nadir) of 1:1� 1:1 km. In contrast, most bands in a Landsat

TM image contain pixels that measure 28:5� 28:5 m on the ground. Topographic

maps sometimes provide resolutions of one hectare or less, and aerial photography

often provides resolution of a meter or less. The left boundary of any given rect-

angle shows the temporal interval of a dataset. Weather satellite images are collected

many times in one day. Agriculture census data are commonly collected once a year,
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The space-time footprints of various datasets commonly used in land-cover change studies.
Landsat images provide an important dataset because they cover a central range of both space
and time, and can be used to efficiently position the collection of more detailed but costly
data, such as vegetation plots or institutional analyses. AVHRR, advanced very high resolu-
tion radiometer; IFRI, International Forestry Resources and Institutions. (For IFRI studies, see
chapter 4.)
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and aerial surveys are conducted about once every ten years. This temporal interval

is similar for population census data. Landsat satellites return to a location and rec-

ord data as frequently as every sixteen days. Finally, the right boundary of each rect-

angle in figure 3.7 represents the temporal duration of a dataset. For example, the

duration of the Landsat data archive is more than thirty years. Agricultural censuses

in the United States have been collected for well over one hundred years, for exam-

ple, in Indiana since 1860.

The datasets shown in figure 3.7 are not inclusive of all possible datasets by any

means but are used to illustrate how spatial and temporal attributes of a dataset

may be displayed and compared and may help the researcher consider what datasets

are appropriate to address a particular research question and phenomenon of inter-

est. Researchers can consider the spatial and temporal dimensions of the datasets

available to them and consider which ones apply to various levels of analysis. Land-

sat images provide an important dataset because they cover a central range of both

space and time. Landsat data have a relatively fine spatial resolution and temporal

interval, yet Landsat images still cover a relatively broad spatial extent, and image

time series can have a duration of thirty years or more. However, no one dataset,

including Landsat, can inform at every spatial extent or temporal duration; there-

fore a multidisciplinary approach using several different datasets in combination

can be advantageous. Also, datasets which cover larger extents and longer durations

can be used to efficiently position (as in a map) the collection of more detailed but

costly data, such as vegetation plots or institutional analyses (International Forestry

Resources and Institutions studies; see chapter 4). We also have shown that space-

time diagrams can be used to plot contrasting land-cover change processes (see fig-

ure 3.5). Though not often stated, one of the keys to effective land-cover change

research is ensuring that the dataset one uses to inform a study has the same spatial

and temporal dimensionality as the process one is trying to understand. This can be

accomplished rather simply, for example, by overlaying figures 3.5 and 3.7.

Conclusions

We feel it is important for researchers to articulate the spatial extent and temporal

duration of an analysis clearly to place a particular study in a broader context of

space and time. We hope our discussion will help diverse disciplines understand

one another better and facilitate more multidisciplinary collaboration. We have pre-

sented a short description of three key diagrams: the map, the timeline, and the

space-time diagram. For readers planning a research program, approaches like
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those described in this chapter may help them think through their scientific research

strategies—strategies that hopefully will be cognizant of how land-cover change

processes change across spatial and temporal levels and which datasets may be ap-

propriate for studying particular processes. We also encourage readers to be partic-

ularly careful in their use of terms like ‘‘scale’’ so the results of their future research

can cross disciplines more readily and with less confusion. Finally, we present these

concepts and approaches because we think they can help to better leverage those

resources available to the land-cover change scientist (or student) to produce signif-

icant results.
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4
Multidisciplinary Research Relating Institutions and

Forest Transformations

Catherine M. Tucker and Elinor Ostrom

In 1986, the Mexican government created the Monarch Butterfly Special Biosphere

Reserve, and severely restricted use rights for the residents who had long depended

on the forested mountains for their livelihood (Chapela and Barkin 1995; Merino

1999). People questioned why they should protect the forests when they had lost

their legal rights. In a context of local resistance, overlapping responsibilities,

unclear regulations, and limited resources, government authorities experienced diffi-

culties administering the reserve (C. Tucker 2004). Rates of forest degradation and

clearing increased, and researchers declared that the reserve had failed (Brower et al.

2002).

In 1998, a private landowner in southern Indiana felled many trees on his steeply

sloped, forested lot on a reservoir shoreline, despite ordinances restricting clearing

on the reservoir (Van der Dussen 1998a,b). Despite local outcry, judicial proceed-

ings, and fines levied against the accused party, unauthorized tree-cutting occurred

on other private parcels on the same reservoir in 2001–2002 (Van der Dussen

2002a,b).

For generations, the Kuna people of southern Panama have maintained their trop-

ical rain forests through customs that limit extraction. They practice fishing and

agroforestry, sell crafts, and exchange products with traders to benefit from markets

as well as subsistence production. Their land tenure entails private fields, family

holdings, and several types of communal property, all of which contribute to their

livelihood (Ventocilla et al. 1995). In recent years, new roads into the region have

facilitated the settlement of people from other parts of Panama, and an agricultural

frontier has been advancing into the forests. The Panamanian government has con-

sidered the possibility of building an intercontinental highway through the region to

Colombia. Although this plan is currently shelved, the ongoing migration to the re-

gion poses no less of a threat to the future of the Kuna and their highly biodiverse

forests.



The above examples illustrate a few of the dilemmas and struggles that relate to

the management of forest resources. Integral to all of these cases is the role of insti-

tutions, and the difficulty of crafting and maintaining effective institutions in a con-

text of diverse, often conflicting interests and stakeholders. As a fundamental aspect

of human social organization, institutions have been studied by researchers for a

long time. Yet the study of institutions for natural resource management represents

a new and dynamic field. Intense debates exist over the kinds of institutions, ar-

rangements, and approaches that offer the greatest promise of desirable outcomes

given the diversity of political economic, cultural, and environmental conditions

that shape the world’s forests. Therefore, the challenge is to conduct research that

permits the identification of the patterns and relationships in successes (or failures)

of forest management. By this means, we aim to discover the principles associated

with effective institutions.

We define institutions as the formal and informal rules, the ‘‘dos and don’ts,’’ that

people recognize in a given situation (Dietz et al. 2002, 21). Formal rules-in-use in-

clude legislation, executive decisions, court decisions, and private contracts that are

respected and enforced. If formal rules are widely ignored or unknown, they are not

rules-in-use. Rules-in-use include formal rules that are generally followed, as well as

customary rules that may evolve over time or be designed in settings where they are

not legally recognized. The rules that people follow have direct and indirect ramifi-

cations for forests (or any natural resource), and shape conditions and processes of

change. If institutions to govern forests are absent, unenforced, or poorly defined,

the result is open access, leaving the forest in an unrestricted state. Degradation of

the forest is then likely if an open-access forest contains commercially valuable spe-

cies or the area around a forest experiences population growth leading to heavy use

of the forest for subsistence or for other land uses.

The challenge of effective governance of forests relates to their attributes as

common-pool resources. By definition, common-pool resources are those that are

subtractable (subject to depletion) and for which exclusion is difficult (McKean

2000, 28–29). Common-pool resources include forests, watersheds, oceans, fish-

eries, and the stratosphere. These resources are important for humanity and plane-

tary ecosystems, but overuse threatens their integrity. The future of these resources

depends largely on human ability to craft new institutions, or improve existing ones,

for sustainable resource management from local to regional to global scales.

Even clearly defined institutions are not always successful in stemming forest

degradation. Therefore, researchers are faced with the challenge of identifying the

circumstances in which sustainable forest management can be achieved and what
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types of institutional arrangements are most conducive to this goal. Given that eco-

logical factors and social, political, and economic processes shape the outcomes of

institutions for forest management, interdisciplinary research is needed to address

the various relationships among variables that shape forest conditions.

This chapter highlights an approach to institutional analysis relevant to research

on forest-change processes. The discussion also explores the importance of institu-

tional analysis for multidisciplinary research on forest transformations as explored

throughout this book. The discussion recognizes that institutional analysis benefits

from the experience of other disciplines in the natural and social sciences in analyz-

ing environmental processes and social conditions. While ecologists have tended to

overlook the role of institutions in shaping the environment (Gibson et al. 2002), it

is also the case that social scientists have sometimes overlooked the ways that bio-

physical conditions may influence how institutional arrangements affect outcomes

(cf. Doornbos et al. 2000).

The importance of including variables related to both biophysical and social pro-

cesses becomes apparent when institutional arrangements are evaluated. A recent

study of the effectiveness of national parks concluded that they worked surprisingly

well at reducing land-cover change within park boundaries as compared to the im-

mediately surrounding landscape (Bruner et al. 2001). The study did not, however,

note whether the differences between the protected area and the adjacent area had

emerged prior or subsequent to park creation. This leaves open the possibility that

the noted differences also reflected underlying biophysical conditions and not simply

institutional arrangements. It also leaves open the possibility that use has shifted

from within the parks to the immediate surroundings of the parks.

The challenge of analyzing institutions with reference to the natural environment

becomes acute when the goal is to achieve sustainable use and management of a re-

source. Oakerson (1992) notes, ‘‘The analysis of the commons, therefore, should

specify as precisely as possible the ‘limiting conditions’ that pertain to natural

replenishment or maintenance of the resource. Physical limits established by nature

or technology provide critical information for devising rules to maintain jointly

beneficial use . . .’’ (p. 44). Yet, evaluating and quantifying the limiting conditions

relevant to a resource base is a nontrivial matter. Efforts to define and establish sus-

tainable levels of extraction for renewable natural resources typically involve un-

certainty. Institutional analysts, as well as ecologists, find that some of the critical

information needed for management decisions and institutional design is unavail-

able. To deal with uncertainties that may include environmental fluxes and social

change, institutional design implies a need for flexibility and adaptive capacity.

Relating Institutions and Forest Transformations 83



Major Questions

The problems of managing forests and the implications for global environmen-

tal change draw attention to a major question: Under what circumstances can

common-pool resources be managed sustainably? Successful institutional design

and implementation for management of global commons, such as the atmosphere

and the oceans, have yet to emerge. Yet studies of resources with a smaller extent,

including forests, alpine pastures, and hydrologic resources, have shown that it is

possible for groups to manage them effectively over long periods of time (Netting

1976; E. Ostrom 1990; McKean 1992a,b). These studies raise two general ques-

tions: (1) What factors facilitate the development of effective institutions for

common-pool resource management? (2) What factors facilitate the persistence of

effective institutions for common-pool resource management?

When we turn to understanding how institutions specifically affect the incentives

of various actors who affect forest transformations over time, we ask more specific

questions, including

� How do institutions affect the incentives facing forest users (forest dwellers, timber
corporations, transhumant populations, etc.)?
� How do these incentives encourage forest users to engage in the sustainable devel-
opment or the destructive use of forests?
� Why do forest users establish collective-choice arrangements or continue to pursue
independent strategies?
� How are forest users affected by government-driven development activities and
policies?

These questions complement empirical analyses undertaken at higher-level (meso-

and macrolevel) analyses to understand the patterns of forest change. Data collected

at the local level also provide a critical dimension for informing multiscale and

cross-scale analyses of the institutional, political, socioeconomic, and ecological fac-

tors associated with forest change. As we mentioned above, these questions must be

addressed in light of good knowledge about the biophysical structure of a forest and

the likely forest dynamics over time, independent of the incentives induced by insti-

tutions at multiple levels.

Ecologists and biologists already have learned the importance of an inclusive hier-

archy of terms ranging from the most general level (e.g., animal, plant, and non-

living entities), through graduations (general types of animals, plants, and nonliving

entities), down to very specific entities such as a particular species or subspecies.

Only a few scientific explanations can be made at the most general level, such as
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those related to the basic differences between living and nonliving entities. Most sci-

entific findings are established for specific entities, and efforts are made to establish

over time whether the findings fit more general groupings of entities and all sub-

classes of the entity studied.

Recent Developments in Understanding Institutions

Social scientists are in the midst of a major theoretical and conceptual revolution to

rethink basic institutional concepts. This dynamic process has resulted in new per-

spectives and efforts in institutional analysis and its closely linked corollary, policy

analysis. The productivity of diverse researchers and approaches has led to what one

scholar characterized as ‘‘Mountain islands of theoretical structure, intermingled

with, and occasionally attached together by, foothills of shared methods and con-

cepts, and empirical work, all of which [are] surrounded by oceans of descriptive

work not attached to any mountain of theory’’ (Schlager 1997, 14). Our discussion

here presents a coordinated effort to connect islands of theoretical structure to foot-

hills of methods and concepts by means of comparable, rigorously empirical, and

descriptive work.

Several decades ago, the concept of property rights was divided into two broad

categories—well-defined property rights and poorly defined property rights. Private

property and government property were grouped together as well-defined property

rights. Poorly defined property rights included a vast array of possibilities embracing

the total absence of any rights, rights that were under contest, and various forms of

common property (all of which were presumed to be poorly defined). With this sim-

ple scheme, public policies were developed in many settings to declare all forests that

were not already clearly privately owned to be government forests so as to ensure

that all forests in a country had well-defined property rights (Arnold and Campbell

1986). With the substantial discoveries of common-property regimes that had

clearly demarcated the rights and duties of many resource users in Europe (Netting

1976, 1982; Dahlman 1980; Maass and Anderson 1986) and Asia (Coward 1979;

Siy 1982; McKean 1992a,b) over centuries of intensive use, common-property

regimes were added to private and government property regimes as encompassing

potentially well-defined right systems. A wide variety of property rights enable users

to overcome collective-action problems, but none of them is guaranteed to work in

all situations (Libecap 1995).

As scholars have continued to undertake extensive research on the impact of insti-

tutional arrangements on environmental resources, simply adding one more very
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broad category (common property) to government and private properties still has

proved too coarse to be useful in making clear predictions and explanations about

the effect of institutions on resource characteristics. The examples at the opening of

this chapter indicate that all public, private, and communal forests may experience

degradation related to inadequate or conflicting institutions (see also Dietz et al.

2003). Consequently, developing research protocols that dig into the rules actually

used to determine who is an authorized user of a resource; what forest products can

be harvested when, where, and for what use; how forest users will be monitored;

what sanctions will be applied for nonconformance with rules; and how a local gov-

ernance regime is nested in higher-level regimes has been an essential step in devel-

oping an appropriate set of research methods to address the core questions identified

above. Fortunately, property-rights theorists have provided useful analytical tools

that can be adopted in the conduct of empirical research (see Libecap 1989; Sandler

1995).

We begin from basic hypotheses derived from case studies. We expect that the ef-

fective institutions for conserving forests will be evident by the maintenance of forest

cover and total forest area over time, and that ineffective or weak institutions will be

associated with diminishing forest cover and area (Devlin and Grafton 1998). Simi-

larly, we draw on existing research to hypothesize that a growing population does

not necessarily lead to forest destruction (Tiffen et al. 1994). Rather, we hypothesize

that population growth may be associated with forest users becoming more aware

of forest scarcity and developing new institutions to cope more effectively with the

problem of overharvesting. Unfortunately, we cannot assert this to be a regular out-

come since increased population has been shown to lead to both better and worse

forest governance (Fox 1993a; Agrawal 2000; Varughese 2000). We anticipate that

institutional arrangements may develop when people realize that important re-

sources are becoming scarce and have the local resources needed to increase their

vigilance regarding forest use. We examine the current state of research on these

hypotheses further below.

Approaches and Methods for Institutional Analysis

Methods for analyzing institutional arrangements draw on a broad set of theories

and encompass diverse data collection methods commonly employed by social scien-

tists. These include, but are not limited to, surveys, informal and formal interviews,

censuses, and polls. More recently, researchers have incorporated remotely sensed

image analysis and geographic information systems (GIS) (see chapters 6 and 7) as
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a means to study land-cover change through time, and thus analyze institutional

outcomes (Southworth and Tucker 2001; Schweik and Thomas 2002). Two ap-

proaches that have been developed specifically to examine institutions within a mul-

tidisciplinary perspective include the Institutional Analysis and Development (IAD)

framework and the International Forestry Resources and Institutions (IFRI) research

program. Many scholars working in the Americas, Africa, Asia, and Europe have

incorporated these approaches for institutional analysis as components of multidis-

ciplinary projects.

The Institutional Analysis and Development Framework

The IAD framework presents a set of elements that are present in any type of institu-

tional analysis. It has roots in the theories of rational choice, collective action, com-

mon property, and social capital. As a framework, however, it does not depend on

a specific theory, but directs researchers toward certain questions about human in-

teraction and institutional functions and processes. The focus of IAD is the action

situation, which is composed of participants, positions, actions that respond to in-

formation and relate to potential outcomes, and the costs and benefits associated

with actions and outcomes. Actors who participate in action situations have prefer-

ences, information-processing capabilities, selection criteria for making decisions,

and individual resources that shape their range of feasible options. The framework

recognizes that action situations are in turn shaped by the attributes of the physical

world, the human community, and rules-in-use. Ultimately, action situations influ-

ence patterns of interaction and outcomes (E. Ostrom et al. 1994).

International Forestry Institutions and Resources Research Program

The IFRI research program is an interdisciplinary, rigorously comparative meth-

odology for investigating the social and biophysical factors that influence forest

conditions and shape resource use and management through time. The program

incorporates principles of the IAD framework for recognizing multidisciplinary

dimensions that relate to institutional arrangements. Thus, it integrates institutional

analysis with approaches from the natural and social sciences to facilitate analysis of

the interrelationships among the many variables that shape forest conditions and

institutional arrangements. It addresses the activities and results of community, gov-

ernment, and nongovernment organizations (NGOs) dealing with forest issues, and

the influence on sustainability of socioeconomic, political, and legal dimensions (E.

Ostrom and Wertime 2000, 243). The research focuses on the local level because it

bears great potential for shedding light on the contexts of human choices that most
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intimately shape forest conditions and their ties with macrolevel processes (Arizpe

et al. 1994; Schmink 1994).

The IFRI program grew out of a concern to address the many knowledge gaps

that exist in our understanding of how human choices impact processes of forest

change (E. Ostrom 1998b). The program aims to collect comparable data in numer-

ous sites that will assist communities, policy makers, and scientists in analyzing and

addressing the factors that shape human action and forest conditions, and to pro-

vide policy recommendations based on comparative analyses (E. Ostrom and Wer-

time 2000). Many of the studies reported in this book include the methodology as

part of the data collection strategy as the methods have been integrated into the

overall research methods used by colleagues at the Center for the Study of Institu-

tions, Population, and Environmental Change (CIPEC) in their field research.

The program derives ‘‘from an examination of diverse policy processes rather

than from a model of a specific problem such as deforestation’’ (E. Ostrom 1998b,

16). It lends itself to testing the numerous models and hypotheses that exist con-

cerning the relationships between humans and forests. By including a wide range

of questions drawn from many disciplinary perspectives, IFRI has the potential to

address new questions as they emerge. This program is among the first to collect re-

liable forest measurements from plot data in association with systematic, detailed

data collection on socioeconomic, demographic, institutional, and biophysical char-

acteristics in multiple sites across time.

Data Collection Methods and Protocols

The IFRI methodology used in many field sites incorporates ten protocols (table

4.1). Researchers in the natural and social sciences collaborated to develop these

protocols, which address a broad range of socioeconomic, demographic, and bio-

physical variables, as well as institutional dimensions that may influence the rela-

tionships among people, forests, and institutions. The protocols were designed to

apply to forests and forest users throughout the world. The questions require spe-

cific quantitative data and capture qualitative assessments and perceptions concern-

ing forests, their stakeholders, and relevant organizations, as well as relationships

among them.

To collect data, researchers arrange in-depth group discussions with a variety of

respondents (e.g., residents, authorities, members of formal and informal groups

that use the forests, representatives of national organizations and NGOs, and other

knowledgeable sources) during the process of completing the protocols. The goal
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is to obtain reliable, representative data (cf. H. Bernard 1995). Data collection

methods include participatory rural appraisal, formal and informal interviews,

archival research, and participant observation. Respondents are selected primarily

through purposive sampling methods; the team endeavors to identify key stake-

holders and knowledgeable individuals, and to speak with each individual or group

that is likely to provide relevant knowledge or perspectives. In some cases, re-

searchers also use random sampling methods to select additional individuals and

households to interview or survey. These methods work well to address the social

structure and the institutions as well as the many demographic, political-economic,

Table 4.1
Data Collection Forms and Information Collected

IFRI Form Information Collected

Forest form Size, ownership, internal differentiation, products harvested, uses
of products, changes in forest area, appraisal of forest condition

Forest plot form Tree, shrub, and sapling size; density and species type within
1-, 3-, and 10-m circles for a sample of plots at each site

Settlement form Demographic information, relation to markets and administrative
centers, geographic information about the settlement

User group form Size, socioeconomic status, attributes of forest user groups

Forest–user group
relationship form

Products harvested by user groups and their purposes

Forest products form Details on three most important forest products (as defined by
user group), amount and market value of products harvested,
uses of products, changes in harvesting patterns, alternative
sources and costs of substitutes, harvesting tools and techniques,
harvesting rules

Forest association form Institutional information about forest association (if one exists at
the site), including association’s activities, rules, structure,
membership, record keeping

Nonharvesting
organization form

Information about organizations that make rules regarding a
forest(s) but do not use the forest, including structure, personnel,
resource mobilization, record keeping

Organizational and
inventory form

Information about all organizations (harvesting or not) that
govern a forest

Site overview form Site overview map, local wage rates, local units of measurement,
exchange rates, interview information

IFRI, International Forestry Resources and Institutions.
Source: from Ostrom 1998, 19.

Relating Institutions and Forest Transformations 89



and cultural aspects. Moreover, they provide flexibility to adapt to any cultural

context.

Whenever possible, a research team incorporates researchers from the region and

local assistants. The inclusion of team members who know the culture and the envi-

ronment facilitates the research process, generally easing integration into the locale

and reducing the risks of misinterpretation of events and social gaffes that may

occur when outside researchers first enter a community. Moreover, it can increase

the transparency of the research process.

Two of the protocols specifically focus on forest conditions and changes through

time. A summary of the forest notes the current conditions, characteristics, and

rules-in-use for the forest. It includes a forester’s assessment of current forest con-

ditions relative to similar forests in the area (biodiversity, commercial value, sub-

sistence value) and residents’ perceptions of recent forest changes and the suitability

of the existing rules-in-use. Forest mensuration takes place in plots distributed ran-

domly through study forests. Forest data include species composition, tree diameter

at breast height, tree height, and observations of plot conditions. In recent years,

many researchers also have adopted the use of global positioning systems to record

the coordinates of the forest plots to locate plots on maps and remotely sensed

images.

Protocols for collecting data on communities (settlements) provide historical, de-

mographic, political-economic, and geographic contexts for understanding the rela-

tionships between the residents and their forests. Data on the user groups include

consideration of group composition (demography, ethnic and religious character-

istics), economic activities, and background. Where users are organized into formal

groups (associations), a protocol collects information on the characteristics of the

organization.

The forest products and institutional arrangements recognized by user groups re-

ceive attention in a general form that overviews the relationships between a certain

group and a specific forest (forest–user group relationship form). Another protocol

captures information about the three most important products for each group,

including quantities harvested, their uses, and availability. These protocols are also

adapted to reflect important nonconsumptive products valued by user groups, such

as recreation, nature appreciation, and worship in sacred areas. Further information

is collected on organizations that influence forest uses and institutions, but do not

utilize resources themselves (nonharvesting organizations). These groups may in-

clude NGOs and government oversight and enforcement agencies. A site overview

form records basic information on site selection, sampling methods, and team com-
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position. A summary, organizational inventory form delineates the relationships and

institutional arrangements that characterize the formal and informal groups, organi-

zations, and entities that relate to the forest and potentially influence its conditions.

The protocols enable researchers to collect information on institutional arrange-

ments at multiple levels in relationship to the forest, the user groups, user group

associations, and product exploitation. Achieving an informed analysis of rules and

the roles of institutions presents a number of challenges for researchers. When rules

exist as formal institutions, such as written legislation or legal precedents enforced

by authorities, researchers can readily identify them. It is more difficult to ascertain

informal rules that affect how people relate to forest resources, as when unwritten

rules exist as norms, values, and shared understandings that influence people’s be-

haviors. Both formal and informal rules present issues for research. Informal rules

may be invisible and difficult for outsiders to discern. Formal rules can be easy for

researchers to discover through examination of documents and legislation, but writ-

ten rules and regulations do not necessarily translate into rules-in-use. In the absence

of enforcement, people may blatantly ignore legislation, or they may lack knowl-

edge of the formal rules. Therefore, researchers need to use multiple techniques to

gain reliable information about rules-in-use that govern how people use forest re-

sources or prevent them from exploiting these resources.

The combination of protocols allows researchers to examine the interrelationships

among forest conditions, institutional arrangements, and social, economic, and po-

litical processes. To capture changes through time, return visits to study sites are

planned at regular intervals to see how forests and the social contexts are transform-

ing. Return visits are projected to occur at five-year intervals. They now have begun

to revisit a number of sites, and incorporate additional questions to explore changes

since previous fieldwork. Through these return visits, researchers expect to gain im-

portant data on the longitudinal relationships among the factors that shape forest

conditions.

While this methodology provides a basis for the collection of comparable data

over time, the data are not exhaustive or equally relevant for all sites. Researchers

frequently augment the protocols with surveys, censuses, and additional interview

questions to address specific research questions and incorporate issues that are of

particular concern to a project or a particular field site. Household surveys and

censuses provide detailed information that may be critical in regions where private

property arrangements dominate forest ownership. Household surveys are an effec-

tive complement to community-level protocols when trying to determine why mem-

bers of a community use private-property arrangements for some parcels of land
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and move to common-property arrangements for organizing the use of other parcels

of land (see Futemma et al. 2002). In addition, remote sensing and GIS can be used

to identify anomalies that may indicate the presence (or absence) of effective institu-

tions (Schweik et al. 2003).

For those who desire more information on the principles and methods of collect-

ing social data, H. Bernard (1995) provides an excellent discussion of methods for

scientifically rigorous social sampling, interviews, surveys, and participant observa-

tion. E. Moran (1995) offers a well-rounded set of essays that propose standards for

the collection of social and environmental data. Both of these resources provide

helpful information for beginning and experienced researchers who aim to collect

comparable environmental, social, and institutional data.

Integration of Remote Sensing, GIS, and Landscape Characterization Techniques

The fieldwork protocols provide excellent data on a site at a single point in time,

but as discussed in chapter 2 it is difficult to project backward or forward in time

based solely on the fieldwork data. Integration of advanced techniques for quantify-

ing land cover and its change over time, through remote sensing, GIS coverages,

and landscape fragmentation analysis (typically using a software program such as

FRAGSTATS), opens the possibility of quantifying spatial characteristics over time.

Quantifiable estimates of trends in land-cover change provide a means to verify in-

terview data, add a perspective on change over time to forest mensuration data, and

give evidence for evaluating institutional effectiveness.

The interpretation of remotely sensed data and fragmentation analyses depends

on data from forest mensuration, training samples, and interviews. Weak institu-

tions may lead to degradation in the understory or in species composition that is

not readily evident from remotely sensed data, but will be apparent from forest

mensuration. Environmental or biophysical variables (e.g., poor soils, unfavorable

climate, steep slopes, distance from roads) may constrain human activity, and ame-

liorate institutional shortcomings. Higher-level policies or market pressures may un-

dermine strong institutions; the interview questions explore this possibility. Thus the

conjunction of fieldwork data with techniques for multitemporal, spatial analyses

permits researchers to investigate the interactions among institutions, biophysical

parameters, and sociopolitical and economic processes.

Challenges Facing Comparative, Over-Time Analyses

Conducting comparative, over-time research on forest conditions and processes of

change presents challenges for researchers beyond the usual difficulties encountered
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by fieldwork. The challenges can be broadly grouped as pertaining to (1) the acqui-

sition of comparable data in the face of missing, inaccessible, or nonexistent sources

and (2) the comparable assessment of forest conditions and changes across diverse

ecozones and climates.

The acquisition of comparable data poses a constant challenge for researchers.

Although training and shared protocols provide the context for the collection of

comparable data, the information needed is not always available. Historical data

on settlements, demographic change, and forest changes do not exist in many rural

and developing areas of the world. In some cases, records have been damaged or

lost, or the information was never recorded in the first place. Archival research and

interviews with knowledgeable elders can help to approximate social and demo-

graphic histories. Quantitative data simply may not exist, which presents difficulties

for understanding how past processes have shaped current circumstances. Many

questions about forest change require information on past forest conditions. Inter-

views with local observers can assist with the analysis, and additional data can be

gained through the use of remotely sensed images (aerial photographs and satellite

images). Remotely sensed images can provide valuable quantitative data over time

for forest-cover estimates even in the absence of other data sources; however, these

data do not prove very helpful for estimating changes in biodiversity or species

composition.

Achieving a reliable assessment of forest conditions that allows comparison across

diverse forests represents a notable issue. Our major questions require that re-

searchers assess how institutional, economic, and political contexts shape forest con-

ditions across sites, but in many cases the forests are not comparable. Quantitative

forest measurements, such as total biomass, species richness, and measures of domi-

nance, relate primarily to the forest type and biophysical factors (soil fertility, pre-

cipitation, temperature regimes, elevation, slope, and aspect). The characteristics of

tropical rain forests cannot be compared directly with those of temperate deciduous

forests, yet if research is to ascertain whether systematic relationships exist among

social, institutional, and economic factors as they influence forests, then a reliable

basis for comparative assessment is needed. To control for variation, some compar-

ative research projects focus on a certain forest type. With this strategy, relation-

ships among social and institutional contexts and their impact on forest conditions

can be more readily evaluated because environmental differences in forests are held

relatively constant. When possible, the optimal means of evaluating forest condi-

tions is to compare each study forest with a reference forest of comparable type

and biophysical characteristics that has experienced minimal human interference.
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Unfortunately, pristine forests do not exist for every forest type, but if relatively

undisturbed forests can be identified, then the extent of human-caused transforma-

tions and the effectiveness of institutional arrangements are more readily estimated.

In a few cases, researchers have been able to find a suitable representative. For

example, research in a Bolivian tropical rain forest was able to compare the area

with a large protected area in Peru (Becker and Leon 2000). In the absence of refer-

ence forests, foresters assess the study forest relative to similar forest types in the

region.

To investigate whether relationships among variables persist or vary across forest

types and biophysical factors, foresters and user groups are asked for their percep-

tions of forest conditions and the changes that are occurring. Although these quali-

tative assessments cannot entirely substitute for comparable, quantitative measures,

they provide interpretations of status and the directions of change based on the eval-

uations of the people who best know the actual conditions and processes occurring

in the forests.

User evaluations of the conditions of their local forests were a valuable source

of information in an effort to examine hypotheses commonly held, but rarely tested,

regarding the impact of social heterogeneity on the likelihood of effective collective

action to reduce deforestation in Nepal. Varughese and Ostrom (2001) found that

the level of collective action related to forest resources did vary substantially across

communities, as did various forms of social heterogeneity. Heterogeneity was not,

however, consistently associated with either higher or lower performance. When

users crafted rules that took into account various forms of heterogeneity, they were

able to undertake substantial levels of collective action and improve their forest con-

ditions, in contrast to their neighbors.

User evaluations appear to be related to measured forest conditions. Varughese

(1999) was able to ask whether user assessments and perceived trends were posi-

tively associated with measures (e.g., average diameter, stems per hectare, and

species richness) obtained from a random sample of forest plots in six forests. In all

six sites, revisits had occurred that enabled Varughese to make this comparison. He

found a close correlation between actual measures of changes in forest conditions

and the perceived trends in five of the six sites. In the sixth site, forest users eval-

uated the trend more negatively than a sample of the entire forest revealed. Close

attention to the spatial distribution of data from the forest plots revealed, however,

that the users were reflecting changes occurring at the margin of the forest where re-

cent encroachments were noticeable to those living nearby and reflected in the plot

data for these plots in contrast to the plots measured farther from the daily view of
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the users. Thus, the knowledge that users have about their forests appears to corre-

late well with measures derived from careful forest mensuration. Further, the evalu-

ation of local users of their own forests is valuable information for understanding

user behavior. These multiple methods for measuring forest conditions do not over-

come all of the challenges to institutional comparisons across multiple forest types

and across time, but they represent a solid context for comparative analysis, partic-

ularly when combined with data from GIS analysis and remotely sensed images.

Advances and Issues in Institutional Analysis

The linkage of institutional analysis with multidisciplinary studies strengthens

researchers’ ability to explore the relationships among institutions, individuals, and

the natural environment. The resulting information suggests that researchers may

identify circumstances propitious for collective action, recognize institutions that

are successful in maintaining forests, evaluate the effectiveness of institutions for

common-pool resources, and improve knowledge of factors correlated with institu-

tional failures (NRC 2002). Research incorporating multidisciplinary methods and

institutional analysis as discussed here has contributed to advances studying (1) the

incommensurability of property type with successful institutions for forest manage-

ment, (2) the interplay between the environmental-biophysical context and institu-

tional arrangements, and (3) environmental outcomes under weak institutions.

Incommensurability of Property Regime and Successful Institutions for Forest

Management

Policy makers have tended to look at property rights as a means to arrest degra-

dation of common-pool resources. The establishment of secure property rights

appears to be a critical enabling factor for wise resource management, but this

often has been conjoined with a conviction that there must be one form of tenure

that consistently promotes wise resource management. Strong proponents exist for

private, public, and common property. Policy makers have tended to identify a

single property type as the universal remedy for all contexts. Increasing evidence

suggests, however, that no type of formal tenure—private, common-property, or

public ownership—assures wise management of forests and other common-pool

resources. Rather, the evidence indicates that the specific rules-in-use, not the gen-

eral type of tenure regime, shape forest transformations.

Comparative analyses of contrasting property rights illustrate the importance

of specific sets of rules, as contrasted to the general tenure status. In Uganda, a
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study of four government forest reserves and one private forest showed that illegal

harvesting activities were pronounced in three government reserves with open-access

conditions. But a reserve monitored by an indigenous group presented very few

signs of illegal exploitation; relative inaccessibility also helped to protect that re-

serve. The private forest had rules-in-use that permitted local villagers to practice

traditional harvesting, but forest guards effectively limited illegal activities (Banana

and Gombya-Ssembajjwe 2000). In addition, a growing literature shows that com-

mon property can be managed sustainably (Netting 1976; McKean 1982; McCay

and Acheson 1987; E. Ostrom 1990; Bromley et al. 1992), at times even better

than private property (Gibson 2001).

A cross-sectional study of private and communal forests in western Honduras

found no statistically significant differences in forest characteristics by tenure (C.

Tucker 1999). All of the forests experienced heavy grazing, but private forests had

lower levels of firewood collection because owners limited trespassing. In theory, the

private forests should have presented better conditions, but forest mensuration and

the observations of the research team did not discern significant differences. Sub-

sequently, a time-series analysis using Landsat Thematic Mapper (TM) images did

find that the private forests were experiencing more regeneration than the commu-

nal forests (Southworth and Tucker 2001). The dynamic process could not be docu-

mented with a single time point of forest mensuration but became evident in the

analyses using remotely sensed data. Thus the results underscore the thesis presented

in chapter 2 of the importance of both cross-sectional measurement (to examine

spatial patterns) and over-time analyses (to examine the temporal patterns).

When forests managed under similar formal tenure are compared, notable differ-

ences also emerge. Two communities that own communal land in southern Indiana

share values for living close to nature and conserving forest. Their forests are

comparable in terms of species diversity, structural characteristics, and vegetative

abundance (Gibson and Koontz 1998). Yet the communities differed markedly in

the types of institutions they had designed. One of the communities required a trial

membership period, significant membership dues, and a formal membership agree-

ment that specified restrictions on forest use. The other community lacked formal

documentation of a commitment to conserve the forest, had a minuscule member-

ship fee, and permitted members to partition the forest for private use. The latter

community had experienced periods of conflict and dissension, forest fragmentation

with the creation of private house lots, and a dramatic fluctuation in membership

over the years. In one instance, a member clear-cut his lot, and the community lost

a court case against that individual because a written agreement did not exist.
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Thus, contrasting institutional arrangements—despite similar tenure and expressed

community values—contributed to differences in community stability, adherence to

community values, and the degree to which the original forest area was maintained.

The results conform to the findings of Agrawal and Gibson (1999), who note that it

is the institutions within communities that determine the success of community-

based resource management.

A comparison of two government forests in Indiana—one a national forest and

one a state forest—provides further evidence concerning the differences among for-

est regimes that are grouped together in overly general concepts. Using spectral mix-

ture analysis of Landsat Multispectral Scanner (MSS) images from 1972 to 1992

to develop rigorous measures of land use and land-use changes, Schweik (1998)

was able to show that the internal policies of national vs. state forests do make a

difference in the types of land uses that occur in these forests. He found that the

legislative-based incentive structures that encourage state forest property managers

to harvest from state forests to generate income did generate more timber pro-

duction in the state forest compared to the national forest during these two

decades (see also Koontz 2002). Also, national legislation since the 1980s has led

to increased transaction costs for harvesting from national forests. However, the in-

tensity of environmental group activities during the 1990s brought more atten-

tion to, and eventual reduction in, harvesting activities in state forests. Schweik

also was able to show that the overall timber stands in state forests were showing

increasing signs of maturation, reflecting the change in internal policy to increase

the importance of conservation over management for timber production.

The evidence presented in this section indicates that property owners under any

tenure regime may design successful institutions. It is equally possible, whatever

the formal property rights, that owners may design inadequate or inappropriate

institutions. They may choose profit maximization or face policies and contexts

that inhibit the emergence or effectiveness of institutional arrangements for forest

management.

As the above discussion also indicates, the standard conceptualization of three

tenure types (private, common, or public) oversimplifies a complex reality. Property

regimes are embedded within larger social systems that attempt to balance individ-

ual and social interests. As a result, the bundle of rights associated with ownership is

distributed among many stakeholders. Even private property owners usually must

comply with constraints on what may be done with their land, and governments

around the world reserve the right of eminent domain regardless of property owner-

ship (Geisler and Daneker 2000; Singer 2000).
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Interplay between the Environmental-Biophysical Context and Institutional

Arrangements

Research has recently paid closer attention to the interrelationships among insti-

tutions, biophysical conditions, and resource management outcomes. Forests that

persist or regenerate often exist in regions that discourage human interventions.

Therefore, analyses of institutional arrangements must be joined with evaluation of

ecological and biophysical variables to explain forest conservation, regeneration, or

degradation. Studies of the distribution of forested land in Indiana show that the

majority of forest cover occurs in areas with complex topography and poor soil fer-

tility. By the beginning of the twentieth century, much of the privately owned land

in the state was cleared, but many farms failed during the 1920s and 1930s due to

rapid erosion, infertile soils, or poor drainage under the challenging economic con-

ditions of the time. These failed farms eventually became the core areas of national

and state forests (S. McCracken et al. 1997). Substantial regrowth has occurred in

these government forests. Very substantial regrowth also has occurred on private

land in the hilly southern part of the state (Evans et al. 2001a).

An examination of land-cover change in Celaque National Park (Honduras)

through time revealed that the park appeared to be effective in limiting land-use/

land-cover change within its boundaries (Southworth et al. 2002; Nagendra et al.

2003). A notable factor in Celaque’s conservation is its relative unsuitability for

maize production, which has limited human settlement in the cloud forest. The

borders of the park are visible from space; they mark not only an institutional

boundary but an ecological transition zone. Often, protected areas are created to

conserve specific natural resources that are endangered, distinct from their sur-

roundings, or representative of threatened ecosystems. The Monarch Butterfly Spe-

cial Biosphere Reserve, for example, is designed to protect rare fir forests found only

on high mountaintops where monarch butterflies hibernate during winter months

(Chapela and Barkin 1995; Brower 1999).

The design and implementation of institutions to manage natural resources occur

in diverse situations and for diverse reasons; successful institutions tend to be rules

specifically designed to cope with the local context (E. Ostrom 1990). Elinor Ostrom

(1998b) points out that the emergence of collective action for common-pool re-

source management depends in part on the attributes of a resource. A number of

studies have shown that common property institutions tend to occur in association

with resources that are sparse, low in productivity, or dispersed in time and space.

Areas that present conditions favorable for high productivity tend to be held pri-

vately (Netting 1976, 1982; Runge 1986). Gibson and Koontz (1998) argue that
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people develop new rules to control resource use when they perceive resources to be

scarce and salient. In one site, a community possessed extensive ownership rights

over a distant, ecologically fragile cloud forest. Not recognizing the environmental

services the cloud forest provided to their local water supply, members of the com-

munity allowed degradation to occur (Gibson and Becker 2000). When the commu-

nity learned about the connection between the native vegetation in their forest and

water collection for their local streams, they created a reserve within the forest to

halt the conversion of the native species to a commercially valuable crop (Becker

1999).

Studies of the interplay between institutions and biophysical factors offer the

potential to reveal patterns in the kinds of rules that are effective under certain envi-

ronmental conditions. Such an integrated, multidisciplinary focus also may avoid

misconceptions and oversimplifications of factors that contribute to, or complicate,

institutional success. Ultimately, biophysical conditions represent only one set of

relevant factors that interact with institutional arrangements, albeit one that has

frequently been slighted by the social sciences. By contrast, population processes,

market incentives, infrastructure (e.g., roads), and policy incentives are widely rec-

ognized to influence forest transformations and institutional outcomes (Repetto

and Gillis 1988; Binswanger 1991; E. Moran 1992; Geist and Lambin 2001). Yet

the direction of these relationships is not consistent; for example, increasing popu-

lation is not necessarily associated with forest degradation, as it may provide in-

centives for improved forest management (Tiffen et al. 1994; Varughese 2000).

Similarly, a given set of biophysical conditions or constraints may have contrasting

ramifications for institutional arrangements from place to place, depending on inter-

actions with other variables. Ultimately, institutions emerge, flourish, or fail within

social, biophysical, and political fluxes that shape motivations, incentives, and per-

ceptions of costs and benefits.

Ramifications of Ineffective or Absent Institutions for Common-Pool Resources

The importance of institutions for the management of common-pool resources may

be revealed best by cases in which institutions are ineffective or absent. Accord-

ing to theory, open-access resources (for which no rules-in-use exist) will suffer

overexploitation and degradation. This prediction is largely supported, but the pro-

cesses of resource exploitation are more nuanced than the proverbial pasture

described by Hardin (1968) in which the entire area suffers overgrazing. Studies in

Nepal and Guatemala show that in a context of weak or nonexistent institutions,

people tend to follow an optimal foraging strategy. In other words, people invest
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the least possible effort to exploit a resource. Patterns of exploitation then relate to

distances from roads and settlements, slope, elevation, and avoidance of areas gov-

erned by institutions. The result is a pattern of overexploitation of highly desired

products in the most easily accessible areas (Schweik 1996; Gibson 2001). Under

this scenario, the least accessible areas of a forest may retain relatively good condi-

tions even without institutions, but only until the resources are expended from the

readily accessed areas. The progressive deterioration of a resource under optimal

foraging, and the increasing effort associated with exploitation, may in some cases

provide incentives for users to undertake collective action for resource protection.

Future Directions

Large N Studies

Individual case studies contribute greatly to our understanding of institutions and

their variability, but in order to develop coherent theory and inform policy, it is

necessary to conduct comparative research. One of our longer-term plans is to

slowly accumulate sufficient cases whereby it may be possible to undertake multi-

variate statistical analyses of a large number of forests that are governed by diverse

property regimes. This is a very challenging task for many reasons. First, one cannot

create a random sample of forest regimes. A list of all forest regimes existing within

a country does not exist in any country of the world—let alone a list that would

enable one to develop a random sample across countries. Complete inventories of

government-owned forests usually do exist but not of forests owned by private

households or corporations or by diversely structured communal groups. As dis-

cussed in chapter 1, many of the sites we are studying have been chosen primarily

on availability of satellite imagery and an effort to ensure that within a site there

are at least two types of ownership present.

Another problem with any effort of this type is selection bias. An important hy-

pothesis of our own work is that well-crafted rules lead to an improvement in forest

conditions. In order to examine this hypothesis statistically, however, one cannot

manipulate the rules that are used to govern forests. We also hypothesize that users

will not self-organize to create effective rules unless they also face some deterioration

in the condition of their forest. Thus, poor forest conditions should lead to better

organization and rules that, in turn, should lead to better forest conditions. Cross-

sectional studies of a large number of forests have to use very precise statistical tech-

niques to try to cope with this problem.
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Using such techniques, Gibson et al. (in press) have undertaken an initial analysis

of 112 forests in Africa, Asia, and the Western Hemisphere. Their central hypothesis

is that regular monitoring of rules—regardless of the specific rules-in-use—is a nec-

essary condition associated with better forest conditions. Without some form of reg-

ular monitoring, both formal and informal rules may become meaningless within a

short period of time. In this initial analysis, the authors found a strong and consis-

tent relationship between consistent monitoring of rules (in contrast to sporadic

monitoring) and user perceptions of forest conditions. We have considerable confi-

dence in this finding because the importance of monitoring is well documented in

many of our more detailed case studies and is consistent with considerable theo-

retical work.

In a related effort, Hayes (2004) conducted a preliminary analysis of 158 forests

to investigate whether legally protected forests (parks) differ significantly in forest

conditions from forests under other types of institutional arrangements (nonparks).

Parks in the sample do not prove to have significantly better conditions (as deter-

mined by a forester’s evaluation of vegetation density) than forests managed under

private and community ownership. All types of property regimes presented a range

of conditions. Where users had rights to design rules, however, forest conditions

proved to be significantly better. Indeed, in a majority of cases where users had

rights to design rules, they exercised these rights. Very few parks allow users to par-

ticipate in designing the rules. These early results imply that participation of users in

rule formation may be integral to compliance and contributes to consistent monitor-

ing when users are also monitors. Further work is planned for the next several years.

Multiscalar, Multilevel Institutional Analyses

The analysis of interrelationships among institutional arrangements, social factors,

and environmental variables requires integration of data across varying spatial ex-

tents, spatial resolutions, temporal durations, and levels of analysis. The complexity

of this endeavor represents a fundamental challenge for understanding forest trans-

formations and for broadly understanding human-environment interactions, par-

ticularly because processes tend to exhibit different patterns at different levels of

analysis (see chapter 3). A multiscalar, multilevel approach provides the context in

which integrative analyses can be accomplished.

While ecology has long focused on relationships of scale in ecosystems, the use of

scale has been less well defined or consistently applied in the social sciences. In gen-

eral, social scientists tend to focus on a specific level of analysis associated with their
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subdiscipline or research topic. Although geography has paid particular attention

to spatial relationships, institutional arrangements have not been a focus. While

political science has looked closely at institutional arrangements, few theories or

approaches have looked explicitly at linkages across levels and scales. Exceptions

to this include federalism, polycentricity, and the IAD framework (e.g., see Tocque-

ville [1840] 1945; E. Ostrom et al. 1994; McGinnis 1999; V. Ostrom 1999; Gibson

et al. 2000a).

Evaluating multiscalar, multilevel institutional interactions and the ramifications

for environmental processes requires identification of the variables and processes

relevant to the question at hand. Many variables interact with institutions that oper-

ate across different spatial extents, temporal durations, and levels of analysis. There

is still much to learn about the interactions of social, biophysical, political, and eco-

nomic variables with institutional arrangements, even within a single study site or at

one level of analysis. Moreover, the variables and processes that are important tend

to vary across scales and levels of analysis. For example, if forest change is taken to

be a dependent variable indicating the institutional effectiveness of forest manage-

ment, then the challenge is to define the geographic and jurisdictional levels at which

forest change and institutional impacts will be measured. Forest processes have

scale-dependent aspects; local reforestation and conservation may be obscured by

national deforestation trends, yet it is important to understand how local institu-

tional arrangements and their interactions with higher-level institutions can foster

reforestation in some cases and deforestation or relative stability in others (e.g., see

Southworth and Tucker 2001). As Young (2002a) notes, ‘‘. . . institutions generally

operate as elements in clusters of causal forces. There is little prospect of identifying

simple generalizations about the roles that institutions play without regard to the

effects of other drivers that interact with institutions’’ (p. 3).

As a result, a fundamental prerequisite of multiscalar, multilevel institutional

analysis is interdisciplinary collaboration that permits the exchange of data and the

incorporation of multiple perspectives to evaluate institutions with respect to other

variables involved in environmental change. Much of the research conducted by

CIPEC to date analyzes relationships across spatial extents at local and regional

levels and temporal durations of years and decades—for example, with studies of

forest change through time (S. McCracken et al. 1997; Nyerges and Green 2000;

Southworth and Tucker 2001; Nagendra et al. 2003; E. Moran et al. in press). As

discussed in part I, globalization, market integration, and decentralization processes,

each of which entails institutional arrangements, are widely recognized as influenc-

ing regional and local land-cover change processes (see also Wei 2002). Recently,
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several studies have applied rigorous, comparative research to systematically exam-

ine interrelationships among institutions and the natural environment at different

levels of political jurisdiction. Decentralization has become a widespread approach

to motivate improved natural resource management; the interactions across national

to local levels provide a critical context to interpret the ramifications for natural re-

source management. Gibson and Lehoucq (2003) examine the effects of decentral-

ization on municipal forest management decisions in Guatemala.

Andersson (2003a,b), in another example, explored the impact of a very sub-

stantial decentralization of formal authority regarding land and forest resources in

Bolivia to a municipal level. He found substantial variation in the level of activities

undertaken by municipalities across Bolivia in regard to forests within their juris-

dictions. The performance of the decentralized system depends to a substantial ex-

tent on efforts expended at a smaller and at a larger level than just that of the

municipality. Where forest users, local NGOs, and municipalities engage in exten-

sive discussions and negotiations concerning the rules to be used for forest use and

management, and how these rules are to be implemented and monitored, policies

emerge that lead to more sustainable use. Further, municipalities that interact effec-

tively with national agencies also have undertaken more effective local policies.

Thus, decentralization has the possibility of reducing unsustainable harvesting prac-

tices and enhancing the viability of local land-use practices, but whether the possi-

bility is realized depends on whether local officials expend extensive time and effort

working out common agreements about particular rules to be crafted, implemented,

and enforced. Andersson found that the motivation of local officials to invest in

such a process was highly variable from one municipality to another, and that

this variability explained a great deal of the mixed outcomes of the decentralized

regime.

Work in progress and future endeavors will include comparative studies of

institutions across spatial and temporal scales and diverse levels of analysis, where

institutional dimensions are recognized as significant in environmental change. A

number of studies will be needed to discover what kinds of institutions and

arrangements work best across global, national, regional, and local levels for sus-

tainable forest management outcomes. But it is already recognized that the success-

ful design of institutions is unlikely to result from implementing a standard set of

rules and procedures (Young 2002b). Institutions that work well result from a pro-

cess of crafting arrangements that fit specific situations and are flexible to processes

of change.
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5
Forest Ecosystems and the Human Dimensions

J. C. Randolph, Glen M. Green, Jonathon Belmont, Theresa Burcsu, and David

Welch

Changes in land cover, most notably those affecting forest ecosystems, are occurring

at an unprecedented rate (Goudie 2002). The research discussed throughout this

book is focused on how humans, organized in various ways and using a variety of

institutional structures and processes, have affected and will continue to affect the

nature and extent of forests. To do this carefully, we have used a wide variety of

methodologies, as discussed in some detail in the various chapters devoted to meth-

odology. To fully understand this research, and the work of many other scholars

studying forests, we need to (1) provide background information about the nature

and extent of forests; (2) examine how humans interact with forests, as well as

the products and services humans derive from forests; (3) discuss the forests that

the Center for the Study of Institutions, Population, and Environmental Change

(CIPEC) researchers have studied and the concept of ‘‘forest condition’’; and (4) de-

scribe the basic methodologies CIPEC researchers have used in forest mensuration

and evaluation.

Most of the concepts defined and methodologies explained in this chapter are

well-known to ecologists. Social scientists who are not yet familiar with concepts re-

lated to the measurement of forests (so as to assess how human actions affect for-

ests) are encouraged to read this chapter first, before reading later chapters that use

the concepts and methods described here. Forest ecologists may find this chapter to

be rather elementary—but should recognize the interdisciplinary audience intended

for this book.

Nature and Extent of Forests

Types, Amounts, and Spatial Distribution of Forests

By the simplest definition, a forest is a biotic community dominated by tree species.

The U.S. Department of Agriculture (USDA) Forest Service defines forested land as



land that is at least 16.7 percent stocked (contains a basal area of at least 7.5 sq ft

per acre, or 1.72 m2/ha) with trees of any size, or that formerly had such tree cover

and is not currently developed for nonforest use. Forest trees are woody plants that

have a well-developed stem and usually are more than 12 ft (3.69 m) in height at

maturity. The minimum area for classification of forested land is 1 acre (0.4047 ha)

(Birch 1996, 21). Using this definition, forested land can have little or no above-

ground woody growth if recently harvested, as long as the land has the potential

for growth of trees.

Both forest ecologists and foresters typically use the concept of a ‘‘stand’’ as the

working unit of a forest. A stand is a group of trees growing in a specific locale

and having sufficient uniformity in species composition, age, density, and other

spatial arrangements to be distinguishable from adjacent stands. Stand boundaries

may be delineated by tree species composition, hydrologic or topographic features

(e.g., streams, ridge tops), ownership or management, or some combination of these.

Stands vary considerably in size, ranging from about one hectare up to several

hundred hectares. A forester would not consider a small group of trees to be a

stand, nor would a stand include many thousands of hectares of forest. Multiple

stands typically constitute a forest.

Stands usually are described by the dominant or codominant tree species (e.g.,

a Quercus-Carya or oak-hickory forest). Larger regions of forests are described by

either taxonomic or morphological characteristics such as coniferous, needle-leaf

evergreen, deciduous, broadleaf evergreen, or by climatic and geographic character-

istics such as tropical moist forest. Table 5.1 presents a summary of the areal extent,

total biomass, and total annual net primary productivity (NPP) estimated for all

major terrestrial ecosystems on Earth. The estimates of Saugier et al. (2001) were

made about twenty-five years after those of Whittaker and Likens (1975). The two

sets of estimates are similar for several ecosystem types, but the Whitaker and

Likens estimates are somewhat higher for forests. Different estimates of areal extent

for a given ecosystem type likely result from differences in the classification used, as

well as any actual changes over the time period. Biomass and NPP values are

expressed in units of carbon, using the average value that dry plant biomass is 50

percent carbon.

Forests, not including savanna and shrubland, make up 24.5 to 27.9 percent of

Earth’s terrestrial surface. Tropical forests have by far the largest total biomass

of any ecosystem type. Forests represent 82.2 to 91.5 percent of Earth’s terres-

trial biomass and have 52.1 to 66.8 percent of the total annual NPP. Dividing the
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value of total carbon by the total area for a given ecosystem type gives the car-

bon standing crop in kilograms of carbon (kg C) per square meter of land surface

area.1

Most of Earth’s forests occur in two broad bands. Plate 1 provides a map of the

distribution of Earth’s forests. Boreal forests occur in a circumpolar band extending

from approximately 45� N to the Arctic Circle. Tropical forests occur primarily be-

tween the tropic of Cancer and the tropic of Capricorn on all continents. In the mid-

latitudes, the interiors of all continents have physiographic features that result in

drier climatic zones; thus, shrublands, grasslands, and deserts are the dominant eco-

system types. Consequently, temperate zone forests are much more patchily distrib-

uted at mid-latitudes.

Table 5.1
Area, Total Carbon, and Total Annual Net Primary Productivity for Terrestrial Ecosystems

Ecosystem
Type

2001
Areaa

(106 km2)

1975
Areab

(106 km2)

Total
Carbona

(Pg)

Total
Carbonb

(Pg)

Total
NPPa

(Pg C y�1)

Total
NPPb

(Pg C y�1)

Tropical
forests

17.5 24.5 340 513 21.9 24.7

Moistc 17.0 383 18.7

Seasonalc 7.5 130 6.0

Temperate
forests

10.4 12.0 139 193 8.1 7.5

Evergreen 5.0 88 3.3

Deciduousc 7.0 105 4.2

Boreal forests 13.7 12.0 57 120 2.6 4.8

Shrublands 2.8 8.5 17 25 1.4 3.0

Savanna 27.6 15.0 79 30 14.9 6.8

Grasslands 15.0 9.0 6 7 5.6 2.7

Tundra 5.6 8.0 2 2.5 0.5 0.5

Deserts 27.7 18.0 10 6.5 3.5 0.8

Crops 13.5 14.0 4 7 4.1 4.5

Ice/rock/sand 15.5 24.0 0 0 0 0

Total
Terrestrial

149.3 149.0 652 903 62.6 55.4

NPP, net primary productivity; Pg, pedagram ¼ 1015 g.
aSource: from Saugier et al. 2001; summary data for subcategories of tropical forests and
temperate forests are not given.
bSource: from Whittaker and Likens 1975.
cForest types studied by CIPEC researchers.
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Figure 5.1
Classification of major ecosystem types in relation to climate regimes. Predominant ecosys-
tem types are noted at the top of the cells, and predominant soil classes are at the bottom.
Heights of dominant vegetation and depths of soil horizons are shown. The precipitation
scale increases from Low to High, but the temperature scale decreases from High to Low. B,
total plant biomass in Mg/ha (multiply by 0.5 for an estimate of carbon); P, total ecosystem
productivity above ground in Mg/ha y�1 (multiply by 0.5 for an estimate of carbon); N, ni-
trogen uptake by plants in kg N/ha y�1; AET, actual evapotranspiration in mm of water per
year; PET, potential evapotranspiration in mm of water per year. Soil horizons are indicated
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Biophysical Factors Influencing Forest Type

At the global level, climate is most important in determining vegetation composition

and, subsequently, soil formation and characteristics. Solar radiation, temperature,

precipitation, and evapotranspiration are important factors that influence the photo-

synthetic process and the duration of the growing season, thus controlling the NPP

of a given ecosystem. Ambient temperature and water availability influence meta-

bolic rates of all organisms and control the rate of decomposition of dead organic

matter. Both the amount of water available and the chemistry of that water influ-

ences carbon and nutrient dynamics and, consequently, soil formation and structure.

Climate, soils, and vegetation interact to produce regional-level patterns of dis-

tinguishable terrestrial ecosystems which can be characterized broadly, as seen in

figure 5.1. As a result of high annual precipitation, tropical rain forests have the

highest actual evapotranspiration (AET), which is the annual sum of the water

evaporated to the atmosphere from soil and other surfaces plus the water transpired

by plants. In climates where precipitation is abundant, the AET value will be the

same as the potential evapotranspiration (PET) value, which is the amount of

evapotranspiration that would occur with unlimited water availability. In dry cli-

mates, AET is limited by water availability and is significantly lower than PET. In

those fairly dry climates, dominant vegetation types are grasslands and shrublands.

Slightly greater annual precipitation allows development of more robust grasslands

and shrublands, as well as savannas in warmer climates, and tundra and boreal for-

ests in colder climates. In temperate and seasonal tropical climates, AET is typically

70 to 95 percent of PET, water availability to vegetation is higher, and both conifer-

ous and broadleaf forests flourish. In wet, cool climates, AET and PET are similar,

but less solar radiation and cooler temperatures reduce evaporation and PET is

lower. Coniferous tree species are typical dominants in the resulting temperate rain

forests. Tropical rain forests have the most abundant precipitation and solar radia-

tion resulting in year-long growing seasons with little or no water stress on vegeta-

tion. Broadleaf evergreen trees are the typical dominants in those ecosystems.

by O, organic horizon contains partially decomposed litter and organic matter; P, permafrost
in arctic climate of the tundra; A or A1, upper layer of mineral soil altered by mixing of
organic matter from the O horizon; E, eluviation zone, the mineral soil horizon altered mainly
by weathering and leaching of minerals (many soils show either an A or an E horizon depend-
ing on the relative importance of chemical weathering vs. the biological incorporation of
organic matter); B, lower layer of mineral soil altered by the chemical deposition or precipita-
tion of material leached from the overlying horizon; C, deepest soil horizon consists of min-
eral material not affected by soil development. (From Aber and Melillo 2001, 18.)
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Spatial and Temporal Distribution of Forests

Chapter 3 provides a discussion of the spatial and temporal levels relevant to the

study of the human dimensions of global environmental change. However, some

specific aspects of the temporal and spatial characteristics of forests are discussed in

more detail here. First, and most important, is the recognition that forests are com-

prised of a myriad of living organisms representing many different taxa with species

having vastly different morphologies, physiologies, and life histories. Some of these

organisms have rapid life cycles and live for only a few days or weeks, while some

species have life spans of a century or more. Individual trees of some species, such as

the bristlecone pine (Pinus aristata), can live for several thousand years. Organisms

also respond to other temporal cycles as well, such as the diurnal cycle, seasonal

changes in precipitation and temperature, and interannual climatic variability.

Different processes in forests operate at different temporal durations:

� Daily and shorter: photosynthesis, respiration, nutrient uptake, herbivory
� Seasonal: growth, reproduction, senescence, mortality, decomposition
� Annual: changes in species composition; interannual variability in many seasonal
processes, such as net primary productivity, result of interannual climate variability
� Decadal: succession, changes in physiognomy, canopy gap creation and filling
� Millennial and longer: evolution

More rapid processes usually occur at smaller, local spatial extents (e.g., photosyn-

thesis in chloroplasts of individual leaves), whereas seasonal and annual durations

are relevant to growth of individual trees and decadal durations are relevant to the

species composition of the forest ecosystem.

Forest components also occur at different spatial extents in a hierarchy:

� Cells: in leaves: palisade and mesophyll cells with gaps for gas exchange
� Organs: for trees: foliage, boles and branches, roots, flowers, fruits
� Organisms: individual plants, animals, and microbes
� Populations: reproductive groups of a single species in one locale
� Biotic communities: groups of species coexisting in one locale
� Ecosystems: groups of biotic communities and their physical environment
� Landscapes (or biomes): recognizable groups of similar ecosystems
� Regions: groups of landscapes or biomes
� Earth: the entire biosphere

Figure 5.2 shows a space-time diagram that includes multiple processes which

affect forests. Chapter 3 has additional discussion of spatial and temporal processes

and presents several analogous figures. Many factors, including human activities,
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Barnes et al. 1998, 23.)
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can impact forest productivity and stability, and these disturbance regimes vary with

both space and time. In turn, forests respond through different mechanisms and pro-

cesses at different spatial extents and temporal durations. The resultant vegetation

patterns are thus complex and dynamic. However, attention to what level these pro-

cesses operate on helps our understanding of the causal relationships between forest

conditions at any given time and the factors characteristic of that geographic area.

Carbon Dynamics of Forests

Forests constitute only about 28 percent of Earth’s land cover, yet they include

about 82 percent of the terrestrial biomass and about 52 percent of all terrestrial

productivity (calculated from table 5.1). Plants use the photosynthetic process to

convert water and atmospheric CO2 to carbohydrates, primarily cellulose, the prin-

cipal constituent of cell walls in most plants. Plant biomass is 46 to 50 percent car-

bon (dry mass basis); thus, forests have an enormous influence on the global carbon

cycle. Because of the well-documented increase in the CO2 concentration of Earth’s

atmosphere and the subsequent changes in global climate patterns, study of all

aspects of the carbon cycle have become paramount.

The carbon balance of individual plants is controlled by the quantity of CO2 fixed

by photosynthesis and the rate at which fixed photosynthate is returned to the atmo-

sphere by respiring tissues. Solar radiation, temperature, and availability of water

and nutrients all influence plant physiological processes that, in turn, influence

the productivity of individuals and thus the productivity of the ecosystems in which

those plants occur. Woody plants partition fixed carbon into growth and mainte-

nance of foliage, branches, stems, fine and coarse roots, and reproductive structures.

Most herbaceous plants (annuals) produce seeds as a mechanism for survival dur-

ing unfavorable seasonal conditions such as excessively dry or cold periods. Seeds

can exist in a stasis more resistant to those conditions and, when favorable condi-

tions return, can germinate and allow the plant to grow rapidly. However, the living

cells of perennial woody plants must be able to survive variable temperature and

water availability across all seasons. Each year woody plants fix more CO2, make

more cellulose, and add more carbon to their growing structures throughout their

life span. These contrasting life strategies make forests a much greater sink of fixed

CO2 than ecosystems dominated by herbaceous plants and grasses. The patterns of

carbon allocation to growth, storage, and the production of defensive compounds

to reduce herbivory are genetically controlled and vary widely among plant species.

Although the carbon dynamics of individual trees is important, other organisms and

processes also play significant roles in the carbon dynamics of a forest ecosystem.
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Figure 5.3 illustrates the more important carbon pools and fluxes in a deciduous for-

est ecosystem.

Net ecosystem production (NEP) is positive when carbon inputs to the biota of

the ecosystem exceed carbon losses to the atmosphere and is negative when carbon

losses exceed inputs. Consequently, any given ecosystem can be a significant sink of

atmospheric CO2, a significant source of atmospheric CO2, or neutral. For example,

high-latitude forest ecosystems can be a net carbon source in warm years and a net

carbon sink in cool years because heterotropic respiration responds more to temper-

ature than photosynthesis does in cool climates.

During the past decade, new methodologies for measuring and estimating NEP

have been developed. Perhaps the most widely used approach requires a tower to

be constructed through and above the vegetation to measure atmospheric CO2

fluxes with a technique called eddy covariance analysis (Baldocchi et al. 1996).

Net ecosystem CO2 exchange (NEE), measured using eddy covariance methods,

Figure 5.3
Elements of a deciduous forest carbon cycle. (From Hanson 2001.)
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integrates CO2 fluxes from vegetation and soil and provides a measure of net car-

bon exchange on a subhourly basis, which then can be summed for daily, seasonal,

and annual estimates. For annual and shorter durations, in the absence of erosion

and deposition and assuming that the leaching loss of carbon to groundwater is

minimal, NEE is an integrative measure of NEP. Several studies (Barford et al.

2001; Curtis et al. 2002; Ehman et al. 2002b) have found that NEP estimates of for-

ests using biometric methods compare well with NEE estimates using eddy co-

variance methods in the same location. No matter which methods are used, there

now are ample data (several examples are summarized in Barnes et al. 1998 and

Chapin et al. 2002) indicating that forest ecosystems are extremely important com-

ponents of the global carbon cycle.

Although no detailed data about biomass, ecosystem productivity, or carbon

dynamics of forests are included in this book, several CIPEC researchers are work-

ing on these topics in various projects. Chapter 11 discusses several techniques for

assessing tree biomass and presents a comparison of techniques primarily based on

remotely sensed images. Both chapter 6, discussing remote sensing, and chapter 7,

discussing vector-based geographic information systems (GIS), are relevant to the

measurement of forest biomass and productivity.

Biodiversity of Forests

There are high-biodiversity forests on every continent, but the greatest diversity

occurs in South American forests (Gentry 1992). Observations of higher-diversity

forests in tropical areas have led to hypotheses that ecosystems in lower latitudes

typically have higher biodiversity because of consistent wetter and warmer condi-

tions at these latitudes. However, the relationship between latitude and biodiversity

is far from simple (Connell and Lowman 1989; Hart et al. 1989). Rather, topo-

graphic and edaphic variation within latitudes, as well as variation in local and re-

gional climate, can produce areas of both low and high diversity at all latitudes. For

example, within the United States, areas with the highest diversity of forest tree

species are in the southern regions of the Appalachian Mountains, a relatively cen-

tral location in terms of latitude. A complex relationship between available re-

sources and environmental conditions exists that affects diversity. Physiography,

soils, disturbance regimes, and vegetative succession all play a role in determining

the number of species in an area (Barnes et al. 1998).

Variation in forest biodiversity across latitudes and continents is best explained as

a function of spatial extent. The measurement of biodiversity changes with the ex-

tent of the study area and at the local level involves counting species richness within
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a single area (also referred to as alpha diversity). Species count or richness is one

of several levels of biodiversity conceptualized by researchers. By defining the level

of analysis, one can look at the relationship between biodiversity and ecological gra-

dients (e.g., beta diversity), where plant and animal communities might differ dra-

matically due to extreme changes in altitudes over short distances. A mountain, for

instance, might have high beta diversity due to many different assemblages of species

taking advantage of steep moisture and temperature gradients due to a rain shadow

effect or changes in altitude. Over larger areas, diversity within a landscape (called

gamma diversity), or over a group of landscapes (epsilon diversity) are also impor-

tant measures of biodiversity (Whittaker 1975). Rarity is also an important descrip-

tor of biodiversity. A rare species might be locally abundant, but globally rare, such

as many of the endemic species on the Galapagos Islands. Rarity also might be

due to a species that is never abundant in any single location, but is found over a

wide geographic area. The alarming rate of species extinctions has spurred scien-

tists and policy makers to focus on efforts to conserve rare species. Conservation of

biodiversity is one of the most important issues for the coming decade (see chapter

14).

Natural and Human Disturbances

Disturbance has been defined as a discrete event that affects ongoing processes or

produces a change in the state of a system (Sousa 1984; Begon et al. 1996). The

state changes may be observable in a forest ecosystem as changes in species com-

position (e.g., replacement of a dominant species by another), forest structure (e.g.,

increased density of downed trees), or ecosystem function (e.g., decrease in stored

biomass and carbon) (Barnes et al. 1998; see also figure 5.2). More simply, the re-

sult of a disturbance can be viewed as a change in the availability of resources, such

as food and space (Pickett and White 1985). Disturbance varies as a function of

both spatial extent and temporal duration. Examples of disturbances range from

short-lived but acute events, such as droughts or tornados, to chronic and long-

term conditions, such as smog and continuing exposure to acid rain events (Forman

1995).

Since disturbances are defined as a deviation from some norm or process, it is

helpful to also define theoretical reference points. Equilibrium theory and nonequi-

librium models in ecology provide these references (Begon et al. 1996). Equilibrium

theory proposes that there is an ideal state toward which any system tends. How-

ever, it is generally considered that such an equilibrium state is not truly achievable;

instead, systems fluctuate around that state. Nonequilibrium models focus on the
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dynamics and transient behavior of a system from a reference point, usually an equi-

librium state. These have been especially useful in understanding change across time

and space (e.g., patch dynamics).

Concepts that are important for understanding disturbance are spatial extent and

disturbance duration, frequency, and intensity. These concepts can be used to define

any disturbance event and understand the response of an ecosystem to that dis-

turbance. Here, we refer to the size of a disturbance as its spatial extent, or the

area that is directly affected. Duration is the length of time (ranging from seconds

to millennia) over which the actual disturbance occurs, but does not include any pe-

riod of recovery. Frequency refers to the disturbance’s recurrence interval (i.e., how

frequently it occurs). The intensity of the disturbance refers to the severity of the

event and sometimes is evaluated as the fraction of biomass damaged or removed

during the event.

Disturbances can be generally categorized as natural or human-induced. Natural

disturbances include both biological and physical mechanisms. Natural biological

disturbances such as greatly increased herbivory and predation may affect competi-

tion dynamics between organisms as well as change the species composition and

richness in an ecosystem. Invasive plant and animal species frequently are the source

of such disturbance. Perhaps the most commonly occurring natural biological dis-

turbances to forests involve pests, such as gypsy moths, or pathogens, such as Dutch

elm disease. Natural physical disturbances predominantly result from extreme mete-

orological conditions; wind movements, such as hurricanes, tornados, and intense

gusts; water movements, such as floods, snow, and ice damage; or lack of water,

droughts. Other major types of natural physical disturbances include fire and land

movements, such as earthquakes, landslides, and volcanic eruptions.

Perhaps the most common human-induced disturbance to forests is timber har-

vesting and extraction of forest products, using a wide variety of methods. Another

major type of disturbance to forests is clearing for construction of buildings, roads,

and other structures; surface mining; and agriculture (whether permanent cash-

cropping, shifting agriculture, or pasture). The unplanned consequences of some

human technologies, such as agricultural and industrial processes, also have led to

forest disturbance. Many of these unintended forest disturbances take place spatially

and temporally removed from the human activity that ultimately produced them.

For example, acid rain can result in forest mortality many hundreds of kilometers

downwind of the electric generating facilities that lead to its production. Also, forest

disturbances may be temporally displaced from those human activities that caused

them. For example, change in species composition of forests as a result of global
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climate change may occur decades after the burning of fossil fuels or land-cover

changes that produced the greenhouse gases.

Threats to Biodiversity

The harvesting of forests for timber, clearing of forests for agricultural land use, and

mining for mineral resources are among the most obvious threats to forest species.

Not all intensive human uses of forests necessarily lead to declines in biodiversity;

for example, traditional systems of coffee cultivation provide important habitats

for fauna (Moguel and Toledo 1999). Similarly, agroforestry systems focused on

the açai fruit or other systems of agriculture provide structural diversity that may

support more species than other land uses (see chapter 9). The relationship between

human systems and forest biodiversity is not clear, in part because our knowledge of

species richness in forests is incomplete (E. Wilson 1988).

Efforts to curb the loss of endangered or threatened species have come from insti-

tutions at the international, national, and subnational levels. International treaties

dedicated to the regulation of trade in threatened species are formal manifestations

of this concern; for example, the Convention on International Trade in Endangered

Species of Wild Fauna and Flora (CITES) or institutions at the country level (e.g.,

the Endangered Species Act of 1973). Other efforts have focused on preserving and

managing species habitats because without adequate habitat, species cannot con-

tinue to survive. Parks and other protected areas that can support rare species are

examples of such efforts. The effectiveness of such parks and preserves depends on

their ability to reduce human impact on local ecosystems, because human activities

such as tropical forest clearing are known to result in loss of species (Lugo 1988).

However, recent studies of human land use have revealed that impacts on various

taxa occur at several different spatial extents (Mensing et al. 1998). Therefore, parks

may be a limited solution at best because enforcement occurs only within the park

boundaries and even there is often difficult or lax.

A failure to understand and conserve remaining biodiversity poses threats at

many different levels and is best exemplified by the fact that direct impacts are some-

times foreseeable, but indirect effects often are not. Conservation of biodiversity, as

both a scientific concept and a management goal, extends beyond mere numbers of

species or changes in biotic community composition.

Human Benefits and Uses of Forest Resources

Table 5.2 summarizes the most important direct benefits and uses of forest resources

by humans. Although metal and stone products also are used, lumber and related
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Table 5.2
Consumptive Human Uses of Forests

Human Action Utility or Product

Clear forests for space Transportation conduits: canals, railroads, roads,
pipelines, power lines
Settlements and industry: urban, suburban, rural
Surface extraction: mining, oil, gas

Clear forests for space and
water

Dams: flood control, irrigation, power generation

Clear (and burn) forests for
space, water, soil, and
nutrients

Agricultural production of

Woody plants: plantation, woodlot, secondary forest

Herbaceous plants: commercial and subsistence crops

Pasture for grazing: commercial and subsistence

Illicit drugs: coca, khat, poppies, marijuana

Capture of resources required
by forest

Diversion of water for other human needs; diversion of
animal nutrients for human needs; diversion of forest
litter for human needs

Use forest components directly Wood and leaves

Material: construction (buildings, transportation)

Material: small products (furniture, chips)

Fiber: cardboard and paper products (pulp)

Fuel: charcoal (transportation, cooking, heating)

Food: fodder for ungulates and other browsing
animals

Fruits and nuts: human consumption, animal feed, baits
Bark: cork, landscaping material
Fluids: saps, latex, oils, water
Chemicals: pharmaceuticals, fertilizers
Genetic material: seeds, rhizomes, cuttings
Animals: human consumption, fur, feathers, hides,
ornamental uses

Use of whole live trees As ornamentals, horticultural production, or fencing in a
different location

Destruction of forest to deny
its use by others

Eliminate forest to remove enemy combatants’
protection (use of defoliants); eliminate forest to disrupt
forest peoples; eliminate forest or trees to remove
habitat of animal or plant considered a pest
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timber products provide most of the materials used in construction of many types of

buildings and other structures. Hardwood timber with certain desirable characteris-

tics is the basis for much furniture manufacturing. Paper and cardboard products

are other important direct benefits from pulpwood and wood chips. In many parts

of the world, wood and other cellulosic materials, often converted to charcoal, are a

primary fuel for both cooking and space heating. Many species of trees, often grown

in plantations, produce a wide variety of fruits and nuts. Various kinds of leaves,

barks, saps, and oils are other forest products useful to humans.

In addition to providing timber and nontimber forest products, forest ecosystems

provide additional nonconsumptive services from the local to the global level, as

summarized in table 5.3. Ecosystem services are the benefits supplied to human soci-

eties by natural ecosystems (Daily et al. 1997). Ecosystem services are processes

Table 5.3
Nonconsumptive Human Uses of Forests

Services Type Provided Benefits

Ecosystem Climate system
stabilization

Water vapor production; CO2 storage and sink;
temperature buffering; lowers surface albedo

Hydrologic system
stabilization

Water drainage and flow stabilization and seasonal
buffering of floods; water quality control; water
temperature control; detoxification of some
pollutants

Soil system stabilization Erosion control; soil creation

Ecosystem stabilization Biodiversity; pest control; disease control; wildlife
habitat

Social Cultural National heritage; communal heritage; local
heritage

Scientific Knowledge is intrinsically valuable; education

Philosophical/spiritual Richer, more complex world better than simpler,
more uniform one; wrong to kill nonhuman life;
incorporated into some religions

Aesthetic/symbolic Proximate � Sensing: seeing likenesses of forests
(paintings, photography, video)
� Knowledge of existence

Distal � Sensing (seeing vistas)
� Experiential (outdoor recreation)

Security buffer (reassuring that resources are not
scarce); surrounded by biological entities; look of
nature: old growth has a more natural appearance

Source: Adapted from Borza and Jamieson 1991 and Reid et al. 2002.
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which influence and stabilize the climatic, hydrologic, edaphic, and ecological sys-

tems upon which humans depend. Like ecosystem services, forests provide impor-

tant social services, which also are more difficult to quantify than the consumptive

use of forest products. Benefits of forests, such as tourism and recreation, are more

tangible than other social services.

Outdoor recreation provides other examples of nonconsumptive uses of forests.

Many persons enjoy viewing forested landscapes from a vista, while others enjoy

hiking, horseback riding, bird or mammal watching, camping, or hunting in most

types of forests.

Forests Examined by CIPEC Research

Forest Types

CIPEC researchers have studied three forest types that together account for 21 per-

cent of the areal extent of Earth’s terrestrial surface and 65 percent of the area cov-

ered by forests (see table 5.1). These are (1) temperate deciduous forests, dominated

by broadleaf trees that drop their leaves during cold weather; (2) tropical seasonal

forests, which are deciduous or semideciduous during dry weather; and (3) tropical

moist forests, characterized by broadleaf evergreen trees.

The most detailed discussion of forest conditions (defined in the next section) is

presented in chapter 10, which presents a case study of several pine-oak–dominated

forests in Guatemala and Honduras. Chapters 9 and 12 provide some additional

case studies from Brazil, Uganda, Madagascar, and Nepal.

Forest Conditions

In each of the forest types studied, we undertook an assessment of forest conditions.

The term ‘‘forest conditions’’ has been used in scientific literature for well over a

century (Scientific 1888; Whitford 1901) and has been used to categorize or qualify

the generalized state of a forest with regard to its ‘‘sustainability, productivity,

aesthetics, contamination, utilization, diversity, and extent’’ (Riitters et al. 1992,

22–23). The term also has been used in reference to a variety of disturbances such

as fire (C. Miller and Urban 2000), acidic deposition (Loucks 1992; Reams and

Peterson 1992), and pollution (Kubin et al. 2000; Nordlund 2000). It is frequently

(and incorrectly) used as a synonym for describing forest health (Gorte 2002; Fer-

retti et al. 1999; McLaughlin and Percy 1999). And the term has been used simply as

a means to put biological indicators of forest assessments into context (Canterbury

et al. 2000; Riitters et al. 1992).
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Although most definitions of forest conditions have been ambiguous (Skelly

1989), numerous examples of studies and programs designed to examine forest con-

ditions do exist. Some of these focus on the health of individual trees (which actually

is an assessment of forest health), whereas others consider forest species composition

or forest productivity, or both. For example, according to Innes and Boswell (1990),

‘‘all European countries now monitor the condition of their forests’’ (p. 790). How-

ever, they comment that ‘‘techniques [to monitor forest conditions] vary slightly

from country to country’’ (p. 790). In the United Kingdom, for example, the For-

estry Commission collects data on crown discoloration, crown density, needle reten-

tion, premature leaf loss, flowering, shoot mortality, leaf rolling, branching density,

extent, and location to examine forest condition. In Italy, the Ministry for Agricul-

tural Policy’s forest ecosystem management program measures crown transparency,

crown discoloration, and the occurrence of a series of damaging agents. Even

though some aspects of these and other programs do seem to be similar, or at least

overlap, there are further differences in sampling intensity, frequency, and spatial

extent.

Recent interest in global climate change has intensified interest in examining for-

est conditions. In Finland, the effects of climate change (more specifically, weather

changes) from 1980 to 1995 were studied in regard to tree damage. Tree height,

needle and leaf browning, damage to phloem and woody tissues, nutrient pools,

insect damage, premature needle or leaf shedding, and number of leaves were all

examined under the context of changes in temperature, moisture, and growing sea-

son (Raitio 2000).

Riitters et al. (1992) describe some indicators to detect changes in forest condi-

tions. These key indicators include landscape patterns (connectivity, dominance,

contagion, and fractal dimensions), visual symptoms (how the trees in the forest

appear), foliar nutrients (micro- and macronutrient pools and dynamics in vegeta-

tion), soil nutrients (micro- and macronutrient pools and dynamics in the soil), and

growth efficiency (the ratio of actual tree growth to capacity for growing, as sug-

gested by Waring 1983).

Lundquist and Beatty (1999) state that forest conditions are assessed by compar-

ing the current ecological state to a range of values specified for a number of vari-

ables. Unfortunately, there is a lack of consensus concerning which variables should

be examined, how they should be examined, and at what frequency and intensity

(both temporal and spatial) to describe forest conditions. Our research group devel-

oped its own set of ‘‘most useful’’ variables in providing a quantitative assessment

of forest conditions, as described below. Our group currently is undertaking an
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in-depth study of the most appropriate variables for comparisons between a ‘‘refer-

ence’’ (typically old-growth, largely undisturbed) forest and various forests of the

same type in the same (or very similar) physiographic and climatologic environ-

ment but that have been subjected to natural or human disturbance. Such quan-

titative comparisons of ‘‘forest conditions,’’ both within various forests of the

same type and among forest types, will be useful in assessing the effects of various

disturbances.

Geographic Locations, Site Selection, and Traverses

At most CIPEC research locations, before beginning fieldwork, prints of multispec-

tral color composites (see chapter 6) derived from subset areas of Landsat Thematic

Mapper (TM) satellite images are prepared at scales of 1:25,000 or 1:30,000 with

a 1-km grid overlay using the Universal Transverse Mercator (UTM) coordinate sys-

tem. These prints are highly useful in selecting potential sites for analysis and in

interviews with landowners. In-depth interviews are conducted with each landowner

or occupant at each site. Information about past land use and forest management

practices are obtained for each site, and initial observations of several potential sites

are made. The goal is to select a forested area that is representative of the forests in

the location of interest.

Box 5.1
Variables and Methods of Forest Mensuration

Variables measured or observed in the
field:

Diameter at breast height (dbh) of tree
boles by species

Total height of trees by species

Density of trees by species

Distribution (frequency) of trees by
species

Estimate of successional age of forest

Evidence of invasive, non-native plants
affecting forest

Evidence of pests or diseases affecting
forest

Evidence of pollution affecting forest

Evidence of fire or timber harvesting

Evidence of livestock grazing or erosion

Variables calculated from field data or
measured in the laboratory:

Basal area by tree species

Basal area of stand

Relative dominance (basal area of species/
basal area of stand) by tree species

Age, size, taxonomic, or functional classes
of vegetation

Biomass or carbon content of vegetation

Biodiversity estimates by taxonomic or
functional classes

Soils: physical properties (texture, struc-
ture); chemical properties (C, N, P, K)
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Traverses are prescribed, repeatable methods for locating sampling points in field

research. Traverse methods vary according to topography and vegetation density.

Regular grids and the use of randomly chosen coordinates provide a statistically ro-

bust method of locating plots. However, in irregular topography and dense vegeta-

tion, establishing a grid is infeasible. Linear traverses along topographic features,

such as ridges, with plots dispersed from the transect line, are often a good choice.

When the forest stand is sufficiently large, using the random distance and random

bearing method provides an excellent way to locate plots. A global positioning sys-

tem (GPS) receiver is used to determine UTM or latitude/ longitude coordinates for

all plots. Plot locations that are not representative of the stand are not sampled.

Sample Plots and Measures of Individual Plants

A nested plot design is used: larger plots are used to sample large trees (dbh >10

cm), medium-sized plots to sample small trees and saplings (dbh >2–<10 cm), and

smaller plots to sample understory vegetation, coarse woody debris, and fine litter.

Plots may be either circular or square; CIPEC researchers have used both geome-

tries. For circular plots, large plots have a 10-m radius (315 m2 area), medium plots

have a 3-m radius (28.3 m2 area), and small plots have a 1-m radius (3.1 m2 area).

For square plots, large plots are 18� 18 m (324 m2 area), medium plots are 5� 5

m (25 m2 area), and small plots are 1� 1 m (1 m2 area). Circular plots work well

in less dense vegetation and regular, flatter terrain, whereas square (or rectangular)

plots are preferable in dense vegetation and irregular terrain. At least twenty plots

are sampled at each site.

In the large and medium plots, individual trees are identified by species, and dbh

and total height are measured. Species identification is facilitated by using experi-

enced local botanists in the field. Also in large plots, careful observations are made

to estimate the successional age of the stand and for evidence of past forest manage-

ment practices (timber harvest), disturbances such as fire or livestock grazing, or the

presence of invasive species, pests, or pathogens. In the small plots, seedlings and

saplings of trees are identified to species and, when possible, herbaceous plants and

grasses are identified. Chapter 10 provides an example of how these forest mensura-

tion data are used in a CIPEC case study in Guatemala and Honduras.

Soil Samples

In some CIPEC sites, soil samples are taken using an auger at 20-cm intervals to a

depth of 1 m in at least three plots at each site. In a few sites, a soil pit 25� 25 cm

in area is excavated at 20-cm intervals to a depth of 60 cm. Roots are sieved from
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the excavated soil samples, divided into categories of fine root (<2 mm in diameter)

and coarse root (>2 mm), weighed, and collected. Also, in a few sites bulk density

sampling rings are used to take soil samples in each 20-cm depth interval and used

to calculate bulk density and the carbon content in soils. Soil samples are placed in

sealed plastic bags and stored in a freezer until chemical and physical analyses are

completed.

Training Samples

Training samples are areas of known land-cover types and composition used to de-

velop and verify remotely sensed image-processing techniques such as spectral anal-

ysis and classifications. The term ‘‘training sample’’ is used to refer to (1) a selected

area of pixels representative of a specific land cover in a remotely sensed image and

(2) the actual land cover observed on the ground for that location. For the former to

have high validity, observations of the latter must occur. Sometimes the field obser-

vations are referred to as ‘‘training sites.’’ Chapter 6 provides more background in-

formation about the various remote-sensing instruments and techniques mentioned

here.

CIPEC researchers developed and have used a detailed protocol for conducting

the actual observations of selected areas developed from an initial analysis of the re-

motely sensed image. Prior to going to the field, researchers review the Landsat TM

(or Multispectral Scanner) images of a specific area, often using two multispectral

color composites of the area: one from the TM infrared bands (bands 4, 5, and 7 set

to red, green, and blue, respectively, called an ‘‘all infrared’’ composite) and a second

displaying the visible TM bands (bands 1, 2, and 3 set to blue, green, and red, re-

spectively, called a ‘‘natural color’’ composite). For image classification all areas

that appear to be ‘‘pure’’ samples in the image are identified. These include areas

that have homogeneous reflectance values within a block of pixels, such as a 3 � 3

pixel area. Examples typically include agricultural fields, open water, mature forests,

grass and pasture, and urban and suburban areas and other built features (such as

roads, highways, airport runways, dams).

Individual point sampling is used to provide statistically representative infor-

mation about the characteristics of land cover within specified pixels. Relatively

inexpensive and accurate GPS receivers have greatly facilitated this analysis. Re-

searchers note the coordinates of a group of pixels in the image and use a GPS re-

ceiver to find that location on the ground. Although this method is based on

methods used for measuring plant communities, they are not ecological sampling

techniques. Images show very coarse pictures of land cover and cannot distinguish
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between different plant communities except at a broad level; therefore training

samples are not a replacement for ecological sampling. Thus, the collection of train-

ing samples requires a balance between information that a satellite may observe and

detailed data that can be observed only on the ground.

Field data forms are used to assure a standard set of information about training

samples on the ground. Using UTM coordinate positions developed from the image

analysis, specific areas of representative land-cover types are selected for field ob-

servation. Although the specific details of the observation vary greatly among land-

cover classes, the overall objective is to obtain a detailed, quantitative dataset for the

target area. For forests, dominant tree species are identified and some measures

(dbh, height) of individual trees are made. For agricultural areas, the specific crop

and its stage of development are observed. For built features, details about the na-

ture, size, and approximate age of the structure are observed.

Concluding Remarks

Climate, topography, soils, and vegetation interact to produce regional-level pat-

terns of distinguishable ecosystems. Those patterns occur even in the complete

absence of humans. Until fairly recently humans impacted forest ecosystems primar-

ily at the local level, typically by the use of vegetation and manipulation of soil

nutrients. With technological developments, humans continue to modify vegetation

and soils, but now have begun to modify topography and climate as well. In some

areas, these human modifications of the biophysical world are strikingly apparent.

In many areas, both the nature of the human modifications and their consequences

on forest ecosystems, both intentional and unintentional, are complex and fairly

subtle. Thus, in order to understand the consequences of human modifications on

forest ecosystems it is necessary to (1) understand the biological and physical factors

that influence the nature and composition of the forest and (2) make the most ap-

propriate observations of variables describing ‘‘forest conditions.’’ Studies of how

human behaviors and institutions influence forest ecosystems conducted in the ab-

sence of considerable knowledge of those ecosystems will be largely meaningless.

Note

1. Multiply that value by 10 to get units of Mg C/ha. Similarly, dividing the total NPP by the
total area for a given ecosystem type gives NPP in units of kg C/m2 per year, and multiplying
that value by 10 gives units of Mg C/ha per year.
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III
Methods





The chapters in part III focus on some critical methods that are used widely by the

land-use/land-cover change and human-environment interactions research commu-

nity. Attention to methods is no less important than attention to theoretical and

conceptual rigor. Methodological rigor should not be confused with methodolog-

ical inflexibility. Rather, the chapters that follow point to the importance of fitting

methods to the questions asked, and to the tradeoffs between using one method

vis-à-vis another. A key point the authors make is that these methods are not disci-

plinary by their nature, even if perhaps historically they may have been started in

one discipline. They are now widely used across the social and physical sciences,

and, because of this broad use, applications are rich over a range of environmental

problems.

Chapter 6, by Glen Green, Charles Schweik, and J. C. Randolph, focuses on re-

mote sensing, and particularly on the challenge presented to researchers by a variety

of sources of data variation deriving not from land-cover changes by themselves, but

from atmospheric, sensor, and illumination effects. This is never a simple task, but it

is particularly challenging in those cases where a researcher wants to make compar-

isons across sites and across time. In those cases, the number of sources of variabil-

ity increases across that many satellite images and can lead to significant errors in

interpretation. The key is to determine a way to keep things as constant as possible,

so the analysis can focus on the actual changes in land cover. To do so requires

complex techniques for converting the data from the way they are collected, as dig-

ital numbers, and converting them to a more common framework, such as surface

reflectance. The authors explain the reasons why this is important to those delving

into remotely sensed data collected by satellites—Landsat, SPOT, ASTER, IKO-

NOS, and the newer families of submeter resolution satellites (e.g., Quickbird)—

and how to choose the right method to process the images to achieve effective

comparisons. Readers who are specialists in remote sensing may not find this chap-

ter as interesting as those who are less familiar with remote sensing and who may

welcome the technical introduction to the physics involved.

In chapter 7, Tom Evans, Leah VanWey, and Emilio Moran discuss the ways in

which human-environment research can benefit from the use of geographic informa-

tion systems (GIS) approaches. GIS is just one of a family of approaches to making

one’s data spatially explicit, that is, making data collection always include a precise

location in latitude/longitude or some equivalent system, such as UTM (Universal

Transverse Mercator). Many scientists in the past seemed concerned with the pre-

ciseness of the temporal occurrence of events, but less often with precisely locat-

ing events in both space and time. Geography has shown the rest of the sciences



the importance of place, and we now have sophisticated ways in which to spatially

locate on Earth anything and anybody at any time with the use of global positioning

system (GPS) devices. They are now becoming widely used in automobiles, camping,

and research. By taking advantage of the twenty-four satellites that make up the

network that informs GPS devices, it is possible to locate oneself anywhere on the

planet with great accuracy, sometimes to within a meter or less. This provides

researchers with great power for analysis of the relationship of people to the land

and to forests by permitting a very close linkage between landscape features and

the people who act on it through land use within particular boundaries, whether

they are private or communal tenure systems. The authors provide examples of

some of the challenges our group faced in making these interactions have analytical

power, given the range of variation in the ways in which people constitute them-

selves on the landscape. The chapter is not an advanced discussion of GIS, so

readers who are specialists in this field may wish to browse it quickly, but the great

majority of readers who are not familiar with the analytical use of GIS (it is a lot

more than making maps!) will want to read it carefully for insights into relevant

applications to their work.

Chapter 8, by Tom Evans, Darla Munroe, and Dawn Parker, focuses on the use

of modeling in land-use/land-cover change research, and particularly on our experi-

ence with three types of modeling approaches: dynamic simulation models, agent-

based models, and econometric modeling. The authors highlight the importance of

examining data availability, the level of complexity desired in relation to these data,

and concern with issues of temporal and spatial scale before choosing the appropri-

ate modeling approach. Like the other chapters, this one points to the advantages

and disadvantages of each modeling approach, and when and where to use each

one. Readers who are modelers may not find much new here, but other readers will

find the discussion a balanced assessment, peppered with our practical work using

these models, of some use in making their own choices. The balance between com-

pleteness and reductionism is a common one in modeling and one for which there is

no simple solution. The only complete model of a system is the system itself; thus,

modeling must try to simplify the complexity of systems to a reduced number of

variables. Choosing correctly is a constant challenge.
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6
Retrieving Land-Cover Change Information from

Landsat Satellite Images by Minimizing Other

Sources of Reflectance Variability

Glen M. Green, Charles M. Schweik, and J. C. Randolph

During the past century, human activities have had a devastating effect on Earth’s

biota and ecosystem functions (Costanza et al. 1997; Houghton et al. 2001). They

have modified a significant proportion of Earth’s terrestrial ecosystems (Vitousek

et al. 1997), and the resulting land-cover modifications have led to significant losses

of plant and animal species (E. Wilson 2002).

Our Center for the Study of Institutions, Population, and Environmental Change

(CIPEC) research group examines how humans affect and manage some of Earth’s

forest lands. We restrict our analysis to land occupied by three forest types: moist

tropical forests, dry tropical forests, and temperate deciduous forests (see chapter

5). Even in restricting ourselves to three types of forest cover, the study of land-cover

change is a very complex undertaking. The spatial extent of these three forest types

dwarfs what an individual researcher could possibly examine alone. Interdisciplin-

ary teams of researchers are needed to address the scope of such studies. Human

impacts on forests often involve long durations compared to an individual human

life span. Also, researchers may endeavor to study episodes of forest change that

began years before they commence their study. Land-cover change often involves

both anthropogenic and nonanthropogenic processes and thus falls within the inter-

section of the social and natural sciences—an intersection that has suffered from tra-

ditional academic divisions.

In overcoming these hurdles, land-cover change studies may benefit by investigat-

ing datasets, analytical methodologies, and theories which incorporate (1) broad

levels of space and time (large spatial extents and long temporal durations), (2)

numerous processes that act across various spatial distributions and at various tem-

poral frequencies, and (3) different disciplinary perspectives. While the scope of the

problems facing the global community is great, our experiences and work with rig-

orous interpretation of Landsat satellite images may provide helpful guidance and



suggest productive approaches and methods for other scholars to use (see chapter 3

for an introduction to these concepts).

Many publications exist that demonstrate how remotely sensed satellite images

can provide a unique and robust dataset to understand land-cover change processes

across a critical range of spatial extents and temporal durations (e.g., see chapter 11

and its citations). However, land-cover change scientists have begun to realize that

many other processes, both physical and social, other than those directly related to

land-cover change, also must be considered (e.g., changes associated with seasonal

differences in climate or those associated with the day-night cycle). While many of

these processes may not involve anthropogenic land-cover change, many of them,

unfortunately, can significantly influence what is detected by a remote-sensing satel-

lite such as Landsat. As a result, the other sources of image variability can confound

the retrieval of land-cover change information from remotely sensed images. There

is a real danger that the unwanted image variability will obscure land-cover change

information that is actually present in the images or, worse, that the variability may

be incorrectly identified by the researcher as evidence of land-cover change itself.

This chapter examines several specific methodologies and underlying scientific

principles that can be employed to help remove or at least minimize the sources of

satellite image variability not directly associated with land-cover change. We believe

these strategies also will help facilitate comparative land-cover change studies

among sites, locations, landscapes, and regions.

We will accomplish this by addressing four main topics: (1) strategies and

methods that facilitate the integration of satellite image data into land-cover change

studies, paying particular attention to issues involving image sampling in both space

and time; (2) methods needed to minimize variability in image reflectance associated

with seasonal weather effects and interannual climate variability; (3) normalization

methods needed to minimize variability in image reflectance associated with differ-

ences in satellite sensor instrumentation, illumination, and atmospheric conditions;

and (4) strategies to minimize variability associated with strictly biogeophysical dif-

ferences across the landscape to more thoroughly isolate land-cover change pro-

cesses related to social and institutional differences.

Integrating Remote Sensing across Space and Time

While employing remote-sensing techniques to land-cover change studies has many

advantages, it is not without costs. Remote-sensing analyses, especially those that

involve comparisons across space and time, often require significant investments in
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labor and equipment. Major investments in the early part of project planning and

image database construction (i.e., image processing) may account for much of a

project’s budget. Many of these costs must be incurred long before the results of a

project begin to emerge. Thus, an adequate budget and effective management are

required for the long-term success of a complex land-cover change project.

One of the earliest challenges a multidisciplinary research effort faces is develop-

ing a common vocabulary. With respect to remote sensing, this may involve some

training for collaborators who lack prior satellite image experience and some train-

ing for remote-sensing personnel in the phenomenologies they will be asked to iden-

tify, for example, forest ecology for those involved with forest mapping. All parties

may benefit from learning to avoid disciplinary jargon.

Broad comparative projects often demand more consistency in data collection

methods even though individual researchers encounter pressing local site demands.

Like any dataset, satellite images must share similar spatial extents and resolutions

as well as temporal durations and intervals with those processes under study. Also,

any images must be coincident in both space and time to produce interpretable and

significant results to answer the questions being addressed. Chapter 3 discusses how

space-time diagrams, maps, and timelines can be used to check the synchronization

of these parameters.

The Landsat System

The Landsat satellite system, its image data archive, and the body of analytical liter-

ature that has developed from it, can address many questions involving land-cover

change processes (USGS 1979, 1984, 2003). Landsat satellites detect electromag-

netic radiation reflected by Earth’s surface features at visible and infrared wave-

lengths and regularly monitor the land areas between 81� N and 81� S latitude.

Table 6.1 gives a chronology of the Landsat series of satellites, starting with the

launch of Landsat 1 in 1972 through Landsat 7, which was launched in 1999 and

continues to operate.

One of the greatest advantages of the Landsat image archive is its long duration—

over thirty years. Many satellite remote-sensing platforms exist today, yet none can

match the Landsat system’s duration. Therefore, while another satellite may offer a

better current match to a researcher’s particular requirements, land-cover change

studies often require datasets spanning many decades. Thus, many projects often in-

corporate Landsat images, since they may be the only data available for the past.

For these reasons, Landsat played the prominent role in our use of satellite image

analysis for land-cover change detection.
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Landsats 1, 2, and 3 had a temporal sampling interval (frequency or repeat cycle)

of the same area every eighteen days, while images from Landsats 4, 5, and 7 were

acquired every sixteen days. Although more frequent image acquisition intervals

(daily) are available from other satellites, eighteen- and sixteen-day sampling inter-

vals usually are adequate for land-cover change studies. Because of adequate image

frequency and other good matches of the dataset to the process under study (see fig-

ures 3.5, 3.6, and 3.7), we present examples using only Landsat images.

The primary sensor instruments of the Landsat system include the Multispectral

Scanner (MSS) on Landsats 1 through 5, the Thematic Mapper (TM) on Landsats

4 and 5, and the Enhanced Thematic Mapper Plus (ETMþ) on Landsat 7. Figure

6.1 depicts the spectral and spatial resolution characteristics of the instruments and

shows that several wavelength bands from different instruments provide comparable

information, even though image resolution changes. Understanding the spectral

characteristics of land cover, while technically described by a spatial dimension (in

micrometers, or 10�6 m), is often very useful for monitoring change. An individual

Landsat image can capture information across a wide range of spatial levels: from as

fine as an individual picture element (pixel), through an entire scene (185� 170 km

for TM or ETMþ), to larger extents when multiple adjacent scenes are combined.

Regional and even continental extents can be achieved by using mosaics of multiple

Landsat images (Sussman et al. 2003; Jensen and Hodgson 2004).

Table 6.1
Landsat Satellite Parameters

Satellite
Launch
Date

Out of
Service Instruments

Orbit
Altitude

WRS
no.

Repeat
Interval

Landsat 1a 7/23/1972 1/6/1978 RBV, MSS 920 km 1 18 days

Landsat 2a 1/22/1975 2/25/1982 RBV, MSS 920 km 1 18 days

Landsat 3a 3/5/1978 3/31/1983 RBV, MSS 920 km 1 18 days

Landsat 4 7/16/1982 6/1/2001b MSS, TM 705 km 2 16 days

Landsat 5 3/1/1984 12/31/1999 MSS, TM 705 km 2 16 days

Landsat 6c 10/5/1993 — ETM — — —

Landsat 7 4/15/1999 Operationald ETMþ 705 km 2 16 days

WRS, World Reference System; RBV, Return Beam Vidicon; MSS, Multispectral Scanner;
TM, Thematic Mapper; ETM, Enhanced Thematic Mapper; ETMþ, Enhanced Thematic
Mapper Plus.
aNamed Earth Resources Technology Satellites (ERTS) until the launch of Landsat 4.
bDecommissioned in 1993.
cFailed to achieve orbit.
dScan Line Corrector failed May 31, 2003.
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Since land-cover change studies often involve images acquired from several Land-

sat satellites, we use the term location (see example in figure 6.2) to refer to the

spatial extent of the overlap between the footprints captured by a Landsat 1, 2, or

3 satellite image (World Reference System-1, WRS-1) and the corresponding foot-

prints acquired from a Landsat 4, 5, or 7 image (WRS-2). The two coordinate sys-

tems (WRS-1 and WRS-2) resulted from lowering the satellite orbit altitude from

920 km to 705 km between Landsats 3 and 4 (see table 6.1). This change often

creates a shift in many Landsat footprints when constructing a time series of Land-

sat images (figure 6.2). The orbits of the later Landsat satellites were lowered to per-

mit space shuttles to service them. While no Landsat satellites were serviced in this

way due to the closing of the Vandenberg shuttle launch facility following the Chal-

lenger accident, many Landsat change-detection analyses must now accommodate

these shifts.

Landsat images are acquired in the morning (local time) as the satellite traces

an orbital path from north to south in a swath 185 km wide (see b in figure 6.3).

The WRS coordinate systems divide these north-south paths into approximately

170-km-long image segments called rows (see c in figure 6.3). Thus, a given Landsat

scene is located by a unique pair of path and row coordinates for WRS-1 or WRS-2,
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Figure 6.1
The spectral characteristics and spatial resolutions of the different Landsat satellite sensor
instruments (see also table 6.1).
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depending on which satellite acquired it. Landsat WRS maps are available from the

U.S. Geological Survey (USGS) Earth Resources Observation Systems (EROS) Data

Center.

Research Questions and Associated Research Designs

Landsat data can be used to help answer three general land-cover research ques-

tions. First, What are the spatial extent and distribution of land cover at specific

locations? This question can be addressed using one of three research designs (a, b,

and c in figure 6.3) that examine one location at one time. Strategy a shows the

simple case of a single Landsat scene, while designs b and c involve multiple but

spatially proximate scenes. Strategy b illustrates the use of multiple scenes that

are adjacent or close and acquired along the same path. Landsat MSS, TM, and

ETMþ sensors use side-sweeping scanners that produce a continuous swath of diur-

nal image data along a single orbital path. This continuous image is divided by rows

0         50 100 km

Scale

Landsat WRS-2 Footprints: 
Landsat 4, 5, and 7 (1982-present)

WRS - World Reference System

Landsat WRS-1 Footprints: 
Landsat 1, 2, and 3 (1972-1981)

Location

Indiana

Figure 6.2
Due to a change in Landsat satellite orbit elevation between Landsats 1, 2, and 3 and Land-
sats 4, 5, and 7, the ground footprints of images acquired from these two groups of satellites
often do not align. As a consequence, for a given area there are two Landsat image World
Reference System (WRS) path and row coordinates: WRS-1 (for Landsats 1, 2, and 3), and
WRS-2 (for Landsats 4, 5, and 7). The overlap between the two WRS footprints is termed a
‘‘location.’’

136 G. M. Green, C. M. Schweik, and J. C. Randolph



into individual Landsat scenes for distribution. Thus, adjacent or close scenes along

the same path acquired on the same day could be considered contiguous portions of

a larger image. Strategy c involves multiple scenes acquired along overlapping paths

on the same row. The amount of overlap, or sidelap, between adjacent paths varies

as a function of latitude, from 85 percent at 80� N and 80� S to 14 percent at the

equator (Freden and Gordon 1983). While adjacent image paths for Landsats 1, 2,

and 3 are acquired on successive days, adjacent paths for Landsats 4, 5, and 7 are

acquired at seven- or nine-day intervals (Freden and Gordon 1983). Therefore, with

MSS scenes from adjacent rows acquired with Landsat 1, 2, or 3, it is possible to

increase the spatial extent of a study while maintaining nearly equivalent times of

acquisition. This advantage increases toward the equator.

The second general land-cover research question that Landsat data can be used

to address is, At a specific location, how has land cover changed? Multiple Land-

sat images acquired at the same location have been used in many change-detection

studies. Research design d in figure 6.3 represents this type of land-cover change

a One location, one time

d One location, multiple dates

b Multiple locations, adjacent, 
within same path, same day

c Multiple locations from 
adjacent paths, soon after

e Multiple locations, multiple dates

Long
Distance

Research Question 1:
What is the spatial extent and distribution of land cover at a specific location?

Research Question 2:
At this location, how has land cover changed?

Research Question 3:
How does land-cover change vary among locations?

Path
Landsat
Bands

Row

Date 2

Date 1

Date 2

Date 1

Scene center
North

South

Direction of
satellite

185 km

170 km

Path

Figure 6.3
Land-cover change research questions and research designs using Landsat images.
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comparison at one location across several dates. Due to swath convergence in adja-

cent paths toward the poles (Freden and Gordon 1983), design c in figure 6.3 also

can be used to investigate this question at high latitudes.

A third land-cover research question, and one gaining in importance, is, How do

the nature and extent of land-cover change differ among locations? Research design

e in figure 6.3 can address this question by examining images from multiple dates at

multiple locations. For example, in this book we describe the study of deforestation

through time in three different forest types as influenced by different institutions.

Studies that attempt to link broad-level land-cover change phenomena with multiple

site-level data also are facilitated by this research design. Some previous studies have

investigated these types of questions but have not incorporated a remote-sensing

component (e.g., see Agrawal 1996; Gibson and Koontz 1998; E. Ostrom and Wer-

time 2000). Other studies (see chapter 9) have begun such comparative endeavors

(Skole and Tucker 1993; E. Moran and Brondı́zio 1998; E. Moran et al. 2003).

Let us now look at an example of research question 3 in figure 6.3. Our work

at CIPEC asks why some forested areas are thriving while others are experienc-

ing major degradation, and still others suffer rapid losses. The online supplement

to Dietz et al. (2003) presents Landsat image composites (explained in the image

product section later in this chapter) at five different locations derived from three

Landsat images acquired on different dates for each location. These multitempo-

ral color composites show that all forms of ownership—government, private, and

communal—can succeed or fail to halt deforestation. We have found both extremes

occurring together in small geographic areas. The supplement to Dietz et al. (2003)

shows how some communities and groups manage to meet their needs by producing

food and income from forested areas and conserve their forests, while others fail

to achieve these two objectives. We find that public policies, private actions, and hu-

man institutions all play key roles in forest loss and regrowth. This study provides a

good example of how research design e in figure 6.3 can be employed in land-cover

change studies.

A Strategic Cyclical Scaling Approach

The selection of where to conduct a land-cover change study can enhance our ability

to pose and answer significant land-cover change questions, yet often an ad hoc

process is used in their selection. For example, a researcher might examine a sat-

ellite image that includes areas that match her or his previous research. While this

approach might enhance earlier research, it may not take full advantage of available

satellite remote-sensing products. An alternative, potentially useful approach may be
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to select locations for remote-sensing analysis (and subsequent fieldwork) that max-

imize the variability associated with the processes under study while at the same

time trying to minimize the variability associated with other sources. Typically, two

types of research designs compare ecological processes across a range of spatial

extents: (1) top-down approaches that move from analysis of large extents to analy-

sis of smaller extents (e.g., from regional to site level) and (2) bottom-up approaches

that move from small to larger extents. When used in isolation, neither technique

offers an ideal predictive model (Jarvis 1993). Top-down approaches, such as the

Monteith model (Monteith 1977), are not useful for making predictions outside the

range of variation incorporated in the model development and typically aggregate

detailed information. Bottom-up approaches can model ecological phenomena at

the process level; however, they are usually quite complex and highly sensitive to

initial conditions (Jarvis 1993). Furthermore, variables that serve as good predictors

of system function at the site level, for example, may not be appropriate at broader

levels (Jarvis 1993). To mitigate these problems, some researchers have advocated a

combined approach (Jarvis 1993; Vitousek 1993; Root and Schneider 1995).

The authors of this book have tried to employ a research approach grounded in

the ideas of Root and Schneider (1995), which take advantage of both the large spa-

tial extent of satellite images as well as detailed site-level ecological and institutional

field research. Root and Schneider proposed the ‘‘strategic cyclical scaling’’ (SCS)

paradigm in which top-down and bottom-up ‘‘approaches are cyclically applied

and strategically designed to address practical problems’’ (p. 337). Relationships,

trends, or associations identified at large spatial extents are used to focus more site-

level investigations to ensure that the phenomena at the site level really are generat-

ing the broader relationships. The SCS approach advocates a continual cycling

between top-down and bottom-up approaches, with ‘‘each successive investigation

building on previous insights obtained from all scales’’ (p. 337).

To apply these ideas to the study of land-cover change, particularly in the context

of forested landscapes, the first step in our analytical process may be to consider the

broadest level of biophysical processes that influence the distribution of forest vege-

tation. The analyst might begin at the continental or regional spatial level and con-

sider general climatic and physical conditions that have existed for long periods. At

these broad levels, climate, geomorphology, geologic parent material, and soil are

biophysical factors that influence the distribution of vegetation. A significant litera-

ture exists to help the researcher identify broad climatic influences (Breckle 2002).

Biomes (see chapter 5) represent the largest geographic areas where similar climate

and soils result in distinguishable patterns of vegetation. A simplified example of
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two broad-level vegetation classes (tropical moist forest and tropical dry forest) in

Madagascar is shown in figure 12.2. At this broad level, the distribution of the two

forest types is associated with seasonal weather patterns shown in a simplified way

in a of figure 6.4 (Wernstedt 1972; FTM 1985). Such continental- or regional-level

maps can help the researcher understand these broad biophysical factors in a partic-

ular geographic area of interest.

Next, differences in the distribution of topographic relief (b in figure 6.4), sur-

face geology, and soils can be used to further explain the distribution of vegetation

biomes (Breckle 2002). This shaded relief image of topography in Madagascar is

derived from Shuttle Radar Topography Mission data (JPL 2003). Hilly or moun-

tainous regional topography, for example, is an important factor in determining

where forests occur in our U.S. and Madagascar sites (Green and Sussman 1990;

Sussman et al. 1994; Evans et al. 2001a).
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Deforestation in the eastern tropical moist forests of Madagascar. Multiple factors can affect
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(From Green and Sussman 1990.)
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Next, the researcher may move to a regional spatial level using existing literature

or datasets that reveal historical land-cover change patterns and the processes that

affected them. A time series of regional maps of land cover from given dates can be

used to investigate where these anthropogenic processes have occurred or are occur-

ring. For example, a regional analysis of deforestation of the tropical moist forests

of eastern Madagascar is shown in c of figure 6.4 (Green and Sussman 1990). The

patterns might be used to sample finer-level areas based on their relationship to the

advancing deforestation front. Also, Emilio Moran and colleagues (E. Moran and

Brondı́zio 1998; E. Moran et al. 2002a) used broad differences along a gradient of

soil fertility to create a sampling transect of Landsat locations across the Amazon

basin, all located within a single forest type (moist tropical forest) and with similar

topography characteristics. The sampling of location-level studies also could be

guided, for example, by using the deforestation history of the eastern deciduous for-

est of the United States (see e in figure 3.3) (M. Williams 1989). Other factors, such

as population density, migration patterns, roads, rivers, and political boundaries,

also are known to influence where forests occur at regional spatial levels, and their

distribution often can be determined from existing maps.

Spatial Sampling

Aided by an understanding of the broad spatial processes (at the continental or

regional level), the land-cover change researcher can use this information to stratify

sampling at the location level, collecting specific parameters thought to influence

land-cover change. Using these relationships and Landsat WRS coordinate maps,

the researcher might select Landsat locations that capture the central trends iden-

tified. In addition, this analysis might identify some anomalies where the general

trends (e.g., forest cover distribution) do not appear to hold, and the researcher

could examine why these anomalies exist. We return to the discussion of anomalies

later in the chapter and in chapter 12.

Other considerations related to the choice of study location are also important:

transportation, lodging, logistic support, and safety of field personnel. Having access

to an existing research facility, if only a small field station, can be extremely valu-

able. Nearby offices of local government agencies and nongovernment organizations

often can assist with local arrangements. Adequate lodging for the research team

should be located within a reasonable distance from the potential study sites so

most of the daylight hours are not used getting to and from the sites. Dependable

transportation is also important. Finally, and perhaps most important, the safety of

the field sites, from both natural hazards and human conflicts or crime, is critical.
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After locations are identified, the researcher can begin image processing and

analysis, to identify potential field sites within the locations. Ideally, the preliminary

image processing and generation of image-based map products together with topo-

graphic maps can be used to guide site-specific sampling during fieldwork, which in

turn provides ground-truthed measurements for more refined Landsat-based land-

cover mapping (E. Moran et al. 1994a; E. Moran and Brondı́zio 1998; Schweik

and Green 1999). Sussman et al. (2003) give an example from recent fieldwork in

Madagascar of methods used in the preparation of image products, the choice of

study sites, and logistical considerations for the field. This study employs the sam-

pling approach described above by using Landsat-derived multitemporal image

products to identify broad deforestation patterns in southern Madagascar, and these

broad patterns are subsequently used to identify sites to be investigated in the field.

Simple Landsat-Derived Image Products

An example of two image products derived from Landsat data is shown in plate 2.

The area is 25 km on a side and includes a forest located in Madagascar. The top

row in the figure shows multispectral color composites, each generated from the

three different dates of Landsat images used in this particular study: a 1973 MSS

color composite uses bands 1, 2, and 4 colored in blue, red, and green, respectively;

a 1985 TM composite uses bands 2, 3, and 4 colored in blue, red, and green, respec-

tively; and a 2000 ETMþ composite uses bands, 2, 3, and 4 colored in blue, red,

and green, respectively (see also figure 6.1 for comparability of bands). Each of the

multispectral composites is generated using bands that correspond to the same

wavelengths and depicts forest as green and the surrounding savanna as tan or

brown. The figure shows that forest present in 1973 and 1985 has been cleared

from the central portion of the 2000 multispectral composite.

The second row in plate 2 shows single-band images from each of the image

dates: band 2 from the 1973 MSS scene, band 3 from the 1985 TM scene, and

band 3 from the 2000 ETMþ scene, each acquired in the red wavelength. At this

wavelength, forested land is dark and nonforest (largely savanna) is depicted in

shades of gray or white. Differences in brightness in the savanna-covered areas

between the dates probably are caused by year-to-year climatic variability and dif-

ferent burning histories. These three single-band images from each date can be

combined to form a multitemporal color composite (bottom of plate 2). For this

composite, the three single bands are combined such that the 1973 band is set to

blue, the 1985 band is set to green, and the 2000 band is set to red. Combined in

this way, the colors of the multitemporal composite depict land-cover change. Dense
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forest that remained stable for the three dates is black, while many of the savanna

areas are white (other areas of savanna are depicted in light pastel colors caused by

slight differences in grass cover and burn scars between the three dates). Red areas

of the composite depict forest that was cleared between 1985 and 2000. Multitem-

poral color composites probably provide the most cost-effective means of retrieving

land-cover change information from a time series of Landsat scenes.

Applying the cyclical scaling approach to the landscape and site levels (see chapter

3), for example, may involve the selection of one or more sites within a location, an

examination of human-environment relationships in the field at each site, and con-

sideration of how much variability at the location level is explained by information

gathered during fieldwork. After land-cover change at a site is reasonably well un-

derstood, the spatial extent of the study may be broadened by adding more sites

in the location (resources permitting). It then may be appropriate to change to a

bottom-up approach and investigate other candidate locations.

Temporal Sampling

Any research design also requires appropriate consideration of temporal sampling.

We use a similar approach to maximize the variability associated with the process

being studied while simultaneously trying (through appropriate temporal sampling)

to minimize the variability not associated with that process. Different biogeophysical

and social processes can act over different temporal durations and thus contribute

to differences in Landsat image reflectance (figure 6.5). For example, the day-night

cycle produces huge differences in brightness but has nothing directly to do with

land-cover change. Although the Landsat system was designed to minimize diurnal

illumination differences by acquiring images at similar times of day, other sources of

temporal variability are present in Landsat data. For example, at some latitudes sea-

sonal differences in climate substantially affect vegetation, resulting in quite different

reflectance patterns from month to month. Unless care is taken, these changes in

reflectance may be erroneously attributed to land-cover change. Because land-cover

change is generally thought to act at temporal levels longer than several years,

temporal sampling of Landsat data must be cognizant of these and other higher-

frequency biogeophysical processes that also influence reflectance (figure 6.5).

All Landsat MSS and TM images acquired for a specific location in southern In-

diana (see figure 6.2) are plotted in figure 6.6 using two temporal levels: the season

by Julian date (day 1 through day 365) along the x-axis and the year along the y-

axis (Nyerges and Green 2000). Only images with low cloud cover (less than 20 per-

cent) are shown. This simple sampling matrix allows a researcher to select images
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appropriate for investigating contrasting land-cover change questions: selecting

images arranged in a vertical orientation allows the study of the human impact on

forests across several decades while minimizing seasonal effects, whereas selecting

images in a horizontal orientation would be appropriate for a study investigating

seasonal effects on the landscape while minimizing the variability associated with

land-cover change.

Other temporal considerations are also important. The researcher must take

care to select images consistent with the temporal frequencies of the processes under

study. For example, to capture the process of tropical swidden agriculture with a

fallow cycle of three to five years would require a more frequent sampling of images

than would be needed to capture timber harvesting cycles in a temperate forest with

a rotation period of forty years. Siegal and Gillespie (1980) give some recommenda-

tions on the number of samples necessary to faithfully represent a sinusoidal wave,

which can be thought to represent a given land-cover change process (see figure 6.5).

They state that a ‘‘wave sampled twice per cycle is ‘critically’ sampled. . . . A wave

sampled less than twice per cycle is ‘undersampled’ and cannot be reconstructed ac-

curately from its sample points. If more than two measurements are made per cycle,

the correct sine wave can still be fit to the data. In fact, the analyst may have greater

confidence because of redundancy. . . . This situation is called ‘oversampling’ ’’

(p. 149). Researchers of land-cover change must ask how many Landsat images are

Time

High frequency variability: such as the day-night cycle 

Moderate frequency variability: such as the seasonal cycle

Low frequency variability: such as land-cover change

R
ef

le
ct

an
ce

Figure 6.5
Various processes, including land-cover change, can affect reflectance in Landsat images. Pro-
cesses may vary at different temporal frequencies. Changes in reflectance produced by other
processes can confound those associated with land-cover change.
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required to critically sample a particular land-cover change process of interest, such

as a deforestation episode, and realize that other higher-frequency (see figure 6.5)

biogeophysical phenomena also may affect image reflectance.

To the extent possible, the effect of social and political events on land-cover

change also should be considered (e.g., see chapter 10). We developed a remote-

sensing timeline indicating Landsat images examined and significant political and

climatic events (figure 6.7). Droughts and famine in southern Madagascar (Hoerner

1977; NDMC 1998; M. Brown 2000) are included in the timeline, as well as El

Niño/Southern Oscillation (ENSO) events (Clay et al. 2002; CPC 2003). Some im-

portant national and global events (marked with crosses) in Malagasy history (M.

Brown 2000) are also included on the timeline. Note that some of these events may

Maximizes decadal variability, 
minimizes seasonal variability 

Maximizes seasonal variability, 
minimizes decadal variability
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Figure 6.6
A sampling matrix diagram of available Landsat MSS and TM images (with cloud cover of
less than 20 percent) for one location in Indiana. The matrix incorporates both seasonal vari-
ability (x-axis) and interannual variability (y-axis). Two contrasting sampling strategies are
also shown.
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result in land-cover changes observed in remotely sensed imagery, while others may

not be detected at all.

Minimizing Variability from Seasonal and Interannual Climate Effects

Numerous physical processes affect vegetation and its reflectance, sometimes in dra-

matic ways, but do not constitute land-cover change. Seasonal weather variations

and interannual climatic variability are two such processes. Precipitation and tem-

perature vary throughout the year in most terrestrial environments, and most vege-

tation responds to these seasonal differences. For example, a location in southern

Madagascar (see figure 12.2) experiences wide differences in mean monthly precipi-

tation and temperature (plate 3). The multispectral color composites in plate 3 show

how the reflectance of various cover types within the location can change dramati-

cally in association with plant phenological response to water availability. As a re-

sult, certain land-cover types are distinguishable during certain seasons. Land-cover

National & Global Events 

Remote Sensing Data

Droughts

1950 1960 1970 1980 1990 2000
Year

El Niño Events

Landsat ETM  +

+  Landsat TM

+  Landsat MSS
+  Aerial Survey

+  Nationalist uprising violently suppressed

Democratic elections  +   +   + 

+  Oil prices increase
+  “Economy in ruins,” exports fall

+  Military/socialist government

+  Six-Day War closes Suez Canal

+  “Independence” from France, “plantation” economy remains

Figure 6.7
A Landsat sampling timeline for southern Madagascar with national political and climatic
events that may affect land-cover change. Lighter shading indicates less severe El Niño event.
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change research needs to guard against misinterpreting these plant responses as

land-cover change associated with human action. Misinterpretation of seasonal

differences can be reduced by acquiring satellite images in the same season of each

year (see figure 6.6). An approach of careful attention to average monthly rainfall

and sampling at the same time of year may be sufficient to mitigate this problem in

many terrestrial environments. However, interannual climatic variability also can be

a problem in many environments where plant water availability, for example, at a

given time in one year can be quite different at the same time in another year. Both

temperature- and drought-induced foliage loss in deciduous forests are natural,

recurring phenomena and are not ‘‘land-cover change’’ as typically defined. The for-

ests remain there, but the foliage appears and disappears as a result of interseasonal

(and sometimes, interannual) climatic variability. Thus the researcher must be care-

ful not to mistakenly attribute either interseasonal or interannual climatic variability

to land-cover change.

Reflectance from foliage varies among species both spatially and temporally.

At least five factors may affect the reflectance from foliage: (1) species-specific dif-

ferences in morphology, biochemistry, and nutrients; (2) seasonal phenological

changes, particularly in deciduous forests in temperate climate; (3) episodic, sea-

sonal, and interannual meteorological variations in precipitation, temperature, and

solar radiation affecting soil water availability, as discussed above, and directly

modifying the surface characteristics of the vegetation; (4) canopy density and struc-

ture as influenced by species composition and forest successional age; and (5)

anthropogenic forest management practices.

Meteorological factors, particularly precipitation, can deviate significantly from

climatic norms (figure 6.8 shows an example from Indiana). Tree species respond

to wet and dry years by adapting their leaf physiology and morphology to sea-

sonal and interannual variability in water availability (Kramer and Kozlowski

1979; NCDC 2004). Furthermore, the phenological response to climatic variability

at growing season margins greatly influences annual net primary productivity in

temperate forests (Davidson et al. 2002; Ehman et al. 2002a). Forest reflectance in

southern Indiana appears to be controlled in part by species composition (Johnston

et al. 1997) and in part by water availability between wet and dry years. Schweik

(1998) has shown that color composites from Landsat images acquired in wet

(1985) and dry (1972 and 1992) years reveal significant differences. In the wet

year, forest reflectance appears to be greatly reduced in the near-infrared band. As

these relationships are understood, meteorological variation, species variation, and
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variability in land management practices can yield a better understanding of land-

cover change.

Minimizing Variability from Instrument, Illumination, and Atmosphere

A given Landsat scene is composed of a set of different images, or bands, each

acquired at a different wavelength interval (see figure 6.1). Most MSS, TM, and

ETMþ scenes are composed of four, seven, and eight individual bands, respectively.

While each band from a Landsat scene represents a different wavelength interval

(across the visible and infrared), each appears as a black-and-white image if dis-

played on a computer monitor individually, similar to a black-and-white aerial

photo. Color to the human eye is only added to a Landsat scene through the process

of constructing (in a computer) a color composite that builds a color image from

three individual black-and-white images, each set to either blue, green, or red (the

three main colors the human eye is sensitive to) (see plate 2). In this chapter, we de-
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scribe two ways to construct color composites: (1) from three individual bands from

one Landsat scene, creating a multispectral composite (top of plate 2); and (2) from

three individual bands of similar wavelength from different Landsat scenes of the

same location, creating a multitemporal composite (bottom of plate 2).

Each image band (middle of plate 2) from a Landsat scene is composed of an

array or matrix (raster grid) of picture elements (pixels). Each pixel in a band has a

brightness (from black to white) when displayed on a computer monitor. In the dig-

ital file that makes up the band, the brightness is represented by a numerical value

from zero to 255, a value referred to as a digital number (DN). The DN value for

each pixel is actually represented by an 8-bit number, or 1 byte, which contains 28

levels ranging from zero to 255. These arrays of DNs are what actually carry land-

cover information present in a Landsat scene.

Unfortunately, along with any information on land cover, a multitude of other

factors also can influence the value of these DNs. Figure 6.9 shows schematically

many of the factors that can influence the DN value, including land cover. If the

researcher of land-cover change can remove or minimize these other sources of

Sources of Landsat Image Digital Number (DN) Variability

Land Cover
- Component amount 
  (leaf area index, percent cover)
- Reflectance of components

Atmosphere
- Rayleigh scattering
- Aerosol type and amount
- Water vapor content

Satellite
- Satellite Platform differences
- MSS, TM, ETM+ differences
- Instrument drift

Illumination
- Earth-Sun distance difference
- Solar incidence angle differences
- Differential illumination differences
  due to topography

Sun

Figure 6.9
Landsat image digital numbers can be affected by multiple sources of variability. Other
sources can confound the effects produced by land-cover change and need to be eliminated
or minimized.
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image variability, such as atmospheric, illumination, or satellite instrument differ-

ences, any land-cover information present in the image can be more easily retrieved.

Since land-cover change information must ultimately come from the comparison of

multiple dates of Landsat scenes, many of the factors that contribute to this

unwanted image variability relate to differences in the conditions under which each

image was acquired and not in land cover itself. For example, any differences in the

illumination and atmospheric conditions present when a Landsat scene is acquired

should not be thought of as differences in land cover, even though they change

image DN values.

How this non-land-cover–related variability is accommodated, whether qualita-

tively or quantitatively, depends on the user of the Landsat data and the resources

and experience available to a particular project. Thus far in this chapter we have

outlined how the land-cover change investigator can minimize much of this variabil-

ity (in a sense, before it is introduced) by careful attention to spatial and temporal

samplings as well as research design. We also have introduced a simple qualita-

tive method, the multitemporal color composite, that mitigates much of this non–

land-cover variability. The next three sections describe how non-land-cover–related

variability can be eliminated or minimized using quantitative methods that involve

more complex image processing of Landsat images.

Converting Landsat Digital Numbers to Reflectance Values

Researchers who use quantitative remote-sensing methods may find it advantageous

to convert satellite image DNs to more comparable physical measures, such as sur-

face reflectance values. The process of converting from DNs to reflectance values

eliminates or minimizes many of the non–land-cover sources of variability shown

in figure 6.9. Significant advances in computer technology and image analysis soft-

ware now make these conversions possible, but they may still appear quite compli-

cated to those less familiar with the new technology (as such, some readers may

prefer to examine the next three sections at a later date).

Conversions typically involve three components, referred to in total as image

restoration (Jensen 1996): (1) radiometric calibration, which transforms DNs to

apparent at-sensor radiance values, adjusting for the response characteristics of the

appropriate satellite sensor (see figure 6.9); (2) illumination corrections, which

transform these radiance values to apparent at-sensor reflectance values, correcting

for variation in illumination due to Earth-Sun-satellite geometry (Robinove 1982;

Markham and Barker 1986; Hill 1991; Teillet and Fedosejevs 1995); and (3) atmo-

spheric correction, which removes variability caused by the atmosphere, thereby
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transforming apparent at-sensor reflectance values to surface reflectance values (Bal-

lew 1975; Chavez 1988, 1989, 1996; Teillet and Fedosejevs 1995). While transfor-

mation of satellite image DNs to surface reflectance values requires the additional

image restoration steps above, the ultimate use of surface reflectance values often

can allow more direct and robust comparisons of surface features across space and

time. Each of these three steps is discussed below. We present a more detailed dis-

cussion of these steps in a CIPEC working paper (Green et al. 2002).

Radiometric Calibration

Radiometric calibration attempts to minimize the variance from two classes of vari-

ability (intra- and interinstrument differences) that can affect Landsat image DN

values. Intrainstrument differences result from differences in the use of one sensor

between satellite platforms; for example, while both Landsats 1 and 2 carried MSS

sensors, the sensors were not exactly the same. The response of all scientific instru-

ments, including remote-sensing sensors, may drift as a result of mechanical, optical,

or electrical changes through time. Thome et al. (1994) have documented how the

Landsat 5 TM sensor response changed through its lifetime. Interinstrument differ-

ences result from differences between Landsat sensors (MSS, TM, and ETMþ) and

usually are associated with improvements in sensor technology. Radiometric cali-

bration attempts to adjust for intra- and interinstrument differences by using the

known characteristics of how each instrument would respond to a known amount

of light, specifically an instrument’s gain (slope) and bias (intercept) values.

Illumination Corrections

A second class of variance in Landsat images results from differences in illumina-

tion when images are acquired. Unlike remote-sensing satellites that use radar or

other active illumination technologies, most bands of Landsat images (except those

acquired at longer, thermal infrared wavelengths; see figure 6.1) use the Sun to illu-

minate Earth’s terrestrial surface. Solar irradiance into Earth’s atmosphere varies

as a function of Earth-Sun distance (dsun). Earth-Sun distance changes along Earth’s

elliptical orbit. The flux of solar energy above the atmosphere decreases as a func-

tion of the square of the distance from Earth to the Sun. Thus, we can correct Land-

sat image DNs for this variability by using a factor of the square of dsun (shown in

figure 6.10) appropriate for the date the image was acquired.

Differences in solar illumination in Landsat images also are caused by variation in

the solar zenith angle (ysun), which is the angle between a beam of sunlight and the

zenith (the point directly overhead). The solar zenith angle varies as a function of
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season, time of day, and latitude. In general, solar irradiance into Earth’s atmo-

sphere varies inversely with the cosine of the solar zenith angle. For example, figure

6.10 shows how Cos(ysun) varies throughout the year for a location in Indiana. The

effect of radiometric calibration and illumination corrections on spectra acquired

from the Landsat TM images are shown in figure 6.11. DN values (a in figure

6.11) have been converted to apparent at-sensor reflectance values (b in figure

6.11) for three contrasting land covers. DN values vary from zero to 255, and reflec-

tance values vary between zero and one.

Atmospheric Corrections

The third class of variance in Landsat images results from differences in atmospheric

conditions when images are acquired. The radiative and optical characteristics of

Earth’s atmosphere affect how light propagates through it. Variations in concentra-

tions of radiatively active gases, water vapor, aerosols, and particulates can affect

DN values and vary considerably across both space (from location to location) and

time (the interval of time between image acquisitions). One effect of gases in the at-

mosphere, such as oxygen and nitrogen, is to scatter sunlight (called Rayleigh scat-

tering), with more scattering at shorter wavelengths (see figure 6.1). This scattered
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light typically increases Landsat DN values in the visible bands, especially at blue

wavelengths (TM band 1). Atmospheric corrections can be more difficult than the

other corrections discussed above and, consequently, are not done in many image

analyses.

Since the atmosphere tends to add brightness to an image, dark-target subtrac-

tion procedures may remove these first-order effects. Teillet and Fedosejevs (1995),

however, have pointed out the limitations of these procedures. The effect of atmo-

spheric correction on Landsat TM spectra is shown in figure 6.11. Atmospheric cor-

rection converts apparent at-sensor reflectance values (b in figure 6.11) to surface

reflectance values (c), thereby minimizing the effects of atmospheric scattering. The

relatively high values in TM bands 1 and 2 (a and b, respectively), caused by atmo-

spheric scattering, have been reduced by atmospheric correction (c), thereby making

these TM spectra much more similar to reflectance spectra acquired in the field with

a portable spectrometer (d).

Different research designs (see figure 6.3) may require different types of image

restoration steps. A Landsat image analysis that attempts to answer only research

question 1 (What is the spatial extent and distribution of land cover at a specific lo-

cation?) will not involve many comparisons across space or time because it only uses

one Landsat scene acquired on one date. Thus, land-cover projects that deal with

only one location and one image date will generally be much less sensitive to differ-

ences in sensors (only one is used), illumination (the image is acquired on one date),

and atmospheric conditions (the atmosphere may be very similar within a single

Landsat scene). If multiple images have been acquired within hours or even a few

days of each other (b and c, respectively, in figure 6.3), the sensor response is un-

likely to change, illumination should remain similar along the same row, and atmo-

spheric conditions should remain reasonably consistent. Thus, for studies answering

only research question 1, image analysis based on DNs alone may be quite satisfac-

tory. In quantitative, multitemporal land-cover change analyses, such as the ones

represented by research questions 2 and 3 in figure 6.3, particularly those spanning

several years and involving several sensors and platforms, these time- and location-

dependent sources of variance become important and typically are more likely to re-

quire conversion of DNs to surface reflectance values.

Strategies to Identify and Separate Biogeophysical and Human/Institutional Effects

At a given place and time, forests can be present or absent for strictly biogeophysical

reasons, such as conditions in a wetland that prevent the establishment of woody
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plants. However, given sufficient biogeophysical conditions to allow the growth of

forests in a certain place, they may still be absent because of human factors, such

as those involved with clearing forest for agricultural production. Distinguishing

between biogeophysical factors that influence the nature, composition, and produc-

tivity of a forest and the human processes and factors which may alter them, such as

institutional arrangements, is a challenging task.

Researchers often tend to explain things based on their disciplinary expertise.

For example, in an organization focused on the study of human dimensions of

land-cover change, researchers may tend to interpret differences in the distribution

of land cover as a result of human activities. Clearly, humans have made, and no

doubt will continue to make, significant alterations in land cover. However, in con-

ducting such analyses, it is critical not to overlook the influences of biogeophysical

factors, such as climate, topography, soils, and nutrients, on forests (see chapter 5).

Of course, the reverse is true as well for studies dominated by the physical sciences.

For much of the remainder of this chapter we present two examples, one from Indi-

ana and one from Nepal, which will illustrate strategies we have used to identify

and separate biogeophysical and human/institutional factors that can affect the dis-

tribution of forests.

Indiana Example

While forests covered more than 85 percent of the land area in Indiana in presettle-

ment times (b in plate 4), they were reduced to probably less than 5 percent in the

early years of the twentieth century (see figure 3.4), but now forests cover more than

19 percent of the state (Evans et al. 2001a). Almost all of the current forest cover in

Indiana today is secondary-growth vegetation (M. Davis 1996). As of 1992, agricul-

tural row crops accounted for nearly 60 percent of Indiana’s land cover (c in plate

4). Currently, only about 4 percent of the land area of the state is managed by state

and federal agencies and private conservation groups. More than half of that area is

managed by federal agencies, the three largest being the U.S. Forest Service (Hoosier

National Forest), the U.S. Department of Defense (three large military bases), and

the U.S. Army Corps of Engineers (land predominantly around large reservoirs).

The Indiana Department of Natural Resources manages about 40 percent of state,

federal, and private conservation areas in state forests, fish and wildlife refuges,

and state parks. Local government agencies and private conservation groups man-

age less than 10 percent of state, federal, and private conservation lands.

In our study, we examined land-cover maps produced from Landsat satellite

images, digital topographic data, and maps showing governance regimes (one aspect

Retrieving Information from Satellite Images 155



of the institutional landscape) to identify patterns in the distribution of forest land in

Indiana. We found that both biogeophysical and institutional factors have contrib-

uted to the current distribution of the forests. Land-cover estimates for the state

were made from classification of Landsat TM images (c in plate 4) processed by

the Indiana GAP Analysis Project. Topographic relief values were calculated from

1:24,000 digital elevation models and compared to land cover (a in plate 4).

Topography is particularly important in influencing the present distribution of

Indiana’s forests. Figure 6.12 shows that much of the forest cover in Indiana is asso-

ciated with areas of steeper topographic slopes (also compare a and c in plate 4). In

the state as a whole, deciduous forest cover increases from 10 percent of flat land to

more than 65 percent of steeper land (over 10 percent slope). In contrast, agricul-

tural cropland decreases from 70 percent of flat land to about 10 percent of steeper

land. Various state and federal agencies also manage land associated with contrast-

ing topographic slopes (figure 6.13). While the USDA Forest Service manages land

of relatively high relief, the U.S. Department of Defense and the Indiana Department

of Natural Resources Division of Fish and Wildlife manage relatively flat land (see

figure 6.13). By comparing the percent of forest present at a given slope we can iden-

tify areas that have significantly higher percentages of forest than the state as a

whole. These anomalies are identified as local fluctuations from statewide patterns
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of forest distribution. Several areas with anomalously more forest are also associ-

ated with the boundaries of particular government institutions. Plate 4(d) shows

the Crane Division, Naval Surface Warfare Facility, established in 1941 and man-

aged by the U.S. Department of Defense. Plate 4(e) shows the Jefferson Proving

Ground, an ordnance testing facility established in 1940, managed by the U.S. De-

partment of Defense until decommissioned in 1995. Most of this property has been

transferred to the management of the U.S. Fish and Wildlife Service. Both of these

protected areas contain more forest than the surrounding private land. Plate 4(f )

shows that many small forests are located on private lands. These forests are often

woodlots located on private farm properties, and their distribution is related to

private property boundaries (Donnelly 2004). Thus, when we take into account a

major biogeophysical factor, such as topographic slope, we can easily identify

anomalous forests associated with more strictly human factors, in this case institu-

tional boundaries.

Nepal Example

We also have identified and studied areas of anomalous forests (see also chapter 12)

in the context of Nepal (Schweik et al. 2003). In this study, we developed a simple

model of deforestation using some of the drivers listed by Geist and Lambin (2001):
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areas that were relatively flat, close to roads, and centers of population are more

likely to be deforested. Using observations of land-cover change or stability identi-

fied using Landsat images (1989 and 2000), we focused on four land-cover change

patterns of interest: (1) dense forest or vegetation present in 1989 and 2000; (2) ag-

riculture in 1989 that changed to forest or vegetation in 2000; (3) areas of agricul-

ture in 1989 that changed to forest or vegetation in 2000; and (4) areas of bare soil

in 1989 that changed to forest or vegetation in 2000.

Using this forest anomalies approach, we took a sample across the landscape

(see plate 8) by choosing sites that exhibited forest canopy regrowth or stability in

areas where we would expect deforestation to have occurred. We then interviewed

villagers and made field observations to determine why these forest anomalies exist.

In one of the most interesting cases, we identified an innovative ecotourism initiative

that was unknown to us prior to conducting the fieldwork, but had just been identi-

fied in an article in Smithsonian (Seidensticker 2002) as one of the premier ecotour-

ism cases in all of Nepal. In this instance, the villagers had shifted from harvesting

the forest for livelihood to allowing forest regrowth and promoting the forest (and

the rhinos living within it) as a tourist attraction and conducting tours using ele-

phant rides. This approach may lead to biased inferences in the causal variables,

but interestingly, in qualitative research the bias appears to diminish the true causal

effects of the explanatory variables of interest (King et al. 1994). In other words, if

we find from a study that institutions appear to matter, then the true causal effects

may be even greater than what we might conclude from an individual case. In addi-

tion, in the Nepal context, the approach to case selection also sampled independent

variables, such as proximity to roads and population density, which lead to even

more bias in causal inference (King et al. 1994). Under these circumstances, the an-

alyst has to be cautious in making causal inferences; for example, we cannot defini-

tively conclude that institutions made a difference in any particular case. However,

we believe our Nepal study (Schweik et al. 2003) clearly shows that this approach

can be quite fruitful in identifying interesting cases of forest management rather

quickly. By first examining datasets that show land-cover change over large spatial

extents and long temporal durations, such as a time series of Landsat images, and

then targeting more detailed site-level studies on the observed broad patterns, we

can rapidly focus on and identify particular institutional arrangements.

From this experience we believe that sampling (case selection) using a Landsat-

based change analysis can help the researcher to generate and test hypotheses

related to what factors influence deforestation and may help make theoretical argu-

ments evolve more rapidly. This approach also may help the researcher identify in-
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teresting areas of study in locations where the land cover is changing rapidly in re-

sponse to human activities. The theoretical refinements such case studies could pro-

vide could then be used to inform larger case selection strategies that may include

random sampling and provide more variability in both dependent and independent

variables, which could in turn lead to more definitive statements about the influence

of independent variables of interest.

Sorting out the complex relationships between biogeophysical and human factors

will never be straightforward because in reality they probably both coevolved

through time. However, trying to understand the ‘‘causes and effects’’ of land-cover

change can raise interesting new questions. Does a given type of institution actually

determine the land cover, or, in contrast, do various types of institutions select and

preferentially colonize particular kinds of land cover? For example, Sussman et al.

(1994) suggest that parks and reserves in eastern Madagascar are preferentially

and knowingly placed in areas of high topographic relief and that this biophysical

factor may be chiefly responsible for the minimal deforestation in those parks and

reserves. One also can make a similar case for the preferential acquisition of land

by different government organizations, using some of our results from Indiana (see

figure 6.13). After normalizing for physical factors such as topography, is land cover

managed by state or federal government agencies significantly different from that

of privately managed lands? Answers to such questions can be useful in evaluating

whether certain forest habitats are either being protected or not on both public and

private lands. The information gained may be very useful to forest management pro-

fessionals and policy makers when evaluating current conservation policies and cre-

ating new plans to promote conservation of threatened forest habitat.

Conclusions

Remotely sensed images, such as those produced by the Landsat system of satellites,

can provide crucial spatial and temporal information about land-cover change as

well as a framework to help sample and integrate more detailed site-level field data,

such as social interviews and ecological field measurements. However, it is impor-

tant to minimize unwanted variability not directly related to land cover within the

images by (1) giving careful attention to spatial and temporal sampling; (2) giving

careful attention to seasonal and interannual climatic variability; and (3) incorporat-

ing techniques, such as radiometric calibration and illumination and atmospheric

correction into land-cover change studies. Studies that employ multiple dates and

locations may particularly benefit from the quantitative image-processing steps
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outlined in this chapter. Through such comparisons and with appropriate fieldwork,

both biogeophysical and social processes can be examined in the broader context of

land-cover change.

Internet Links

Center for International Earth Science Information Network. URL: http://www.
ciesin.org/.

Landsat-7 Science Data User’s Handbook. URL: http://ltpwww.gsfc.nasa.gov/IAS/
handbook/handbook_toc.html.

Landsat 7 Homepage. URL: http://landsat7.usgs.gov/index.php.

Landsat 7 Gateway. URL: http://landsat.gsfc.nasa.gov/.

USGS Earth Explorer. URL: http://edcsns17.cr.usgs.gov/EarthExplorer/.

Earth Resources Observation Systems (EROS) Data Center. URL: http://edc.usgs.
gov/.

Landsat Program. URL: http://geo.arc.nasa.gov/sge/landsat/landsat.html.

NASA Landsat Pathfinder Humid Tropical Deforestation Project. URL: http://www.
geog.umd.edu/tropical/.

Orbital Tracking (J-Track) by Liftoff to Space Exploration, Marshall Space Flight
Center. URL: http://liftoff.msfc.nasa.gov/.

Looking at Earth from Space, 40þ Years of NASA Earth Science. URL: http://www.
earth.nasa.gov/history/index.html.
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7
Human-Environment Research, Spatially Explicit

Data Analysis, and Geographic Information Systems

Tom P. Evans, Leah K. VanWey, and Emilio F. Moran

Spatially explicit research methods have been advocated by a variety of disciplines

in both the social (Bockstael 1996; Goodchild et al. 2000) and biophysical sciences

(M. Turner et al. 1995). Land-cover change is explicitly a spatial process and is

clearly affected by both social and physical processes. Thus it is natural to extend

the advocacy of spatially explicit research in both the social and biophysical sciences

to land-cover change research. Changes in land-cover pattern and composition are

affected by factors as a function of proximity such as the expansion of urban areas

and the spatial pattern of topography and soil nutrients. The impact of land-cover

changes also is mediated by spatial relationships such as the loss of corridors be-

tween areas of species habitat or the impact of deforestation on soil erosion and

downstream sediment. Geographic information systems (GIS) serve as a toolkit

that can be used to manage and store spatial data, as well as provide tools to query

and analyze integrated spatial datasets (Bolstad 2002; Lo and Yeung 2002), and

have been used increasingly in studies of human-environment systems.

The method of connecting human actions to the landscape is particularly impor-

tant for spatially explicit human-environment research. This operation is in part a

function of the process under study and in part a function of data availability. A

common method of implementing this linkage is to partition the landscape into dis-

crete spatial units as defined by land ownership or land management boundaries.

For example, parcel ownership boundaries might be used to link a household to an

individual landholding (S. McCracken et al. 1999; E. Moran et al. 2003; Boucek

and Moran 2004). Alternatively, a village boundary might be used to identify the

area within which village residents alter the landscape (Crawford 2002; Walsh et al.

1999; Rindfuss et al. 2003). Land-cover characteristics then can be linked to social

survey data collected at the household or community level. Spatial data analysis and

GIS methods offer effective tools to enable this type of integration between people

and the landscape (Walsh et al. 2003; Fox et al. 2003).



The purpose of this chapter is to introduce spatial data concepts and methods for

linking human actions to landscape outcomes and to describe the challenges and pit-

falls of spatially explicit data analysis for the study of land-use/land-cover change.

Brief examples of common spatially explicit social and biophysical datasets are pro-

vided to introduce how different aspects of complex systems are represented in a

GIS. We discuss how spatially explicit research data and methods can be used to

explore the dynamics of complex human-environment systems. Among the issues

addressed are questions of data representation and efforts to integrate data from dis-

parate sources in a common data framework. The emphasis here is on land-cover

change detection, analysis, and modeling, but the content is broadly applicable to

other environmental processes.

Settlement Pattern and Spatial Representation of Land Ownership

A fundamental aspect of spatial analysis of land-cover change is the process by

which human actions are linked to landscape outcomes. This linkage can be imple-

mented at a variety of levels such as household, community, municipality, or region.

At a local level, land ownership provides one means to link land-use decisions

to outcomes on the landscape. However, the pattern of settlement and the types of

land tenure determine the types of linkages which may be made and the amount of

effort required to make those linkages. As a means of introducing how GIS can be

used to integrate land-cover data to actors and land managers, the following sec-

tions describe experiences from research projects linking social survey data to land-

cover changes. Each of the three study areas has a distinct settlement pattern and

land tenure situation, and we have employed different approaches to data inte-

gration using GIS techniques. These research projects demonstrate the difficulties

involved in creating a distinct linkage between land-cover change and individual

social characteristics and their analytical potential. Here the focus is more on the

structure and design of the research rather than on the specific analytical results,

which are addressed in a later section. However, the diverse research settings of

these examples convey the value to be gained from a GIS approach in developing a

spatial linkage between actors and outcomes as well as the challenges encountered.

Altamira: Brazilian Amazon

Altamira, located in the Xingú Basin of the Brazilian Amazon, is an old riverine

town that experienced government-directed large-scale colonization starting in

1971 (E. Moran 1976, 1981). Land was parceled into individual properties and
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distributed to immigrants. Parcels are rectangular lots of 500� 2000 m, with the

500-m boundary adjacent to the road to maximize the collective access for all

parcels (see figure 7.1). This land settlement pattern has resulted in the well-

documented ‘‘fishbone’’ pattern of settlement and deforestation found in many, but

by no means all, parts of the Brazilian Amazon (E. Moran et al. 1994b). During the

initial wave of colonization (circa 1971), each household was given a single parcel

in exchange for little, if any, capital. Subsequent waves of colonization also have

seen households allocated a single parcel, although as time passed land acquisition

required more capital due to the emergence of a land market reflecting the area’s

development and farm improvements (e.g., buildings, pastures, plantations). Land

consolidation has occurred in recent years, particularly in areas close to Altamira,

the closest market town, as cattle ranchers purchase adjacent parcels to create large

areas in which to graze their cattle. There is no evidence to date of land fragmenta-

tion in Altamira, despite the apparent absence of rules prohibiting the splitting of

parcels.1

In terms of spatial data analysis, this situation provides a nearly ideal scenario for

determining what social, institutional, and biophysical conditions result in particu-

lar land-use decisions and what landscape outcomes result from those land-use deci-

sions. Because most landholders cultivate one parcel, there is a one-to-one linkage

between the social unit of study and a partitioned space of the landscape. Therefore,

Figure 7.1
Hypothetical structure of land ownership pattern in Altamira, Brazil.
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household characteristics and decisions can be linked to specific landscape outcomes

with relative ease in comparison to other land settlement arrangements. This is not

to suggest that the task of connecting issues of spatial registration of the property

grid to ensure accurate overlay of other datasets is a simple task (S. McCracken

et al. 1999). Researchers used a series of hard-copy planimetric maps which were

digitally scanned to produce image format files. These scanned maps were then

georeferenced (also called rectified), tying the scanned map product to a defined spa-

tial reference system consisting of a specified coordinate system, map projection, and

datum. Once a series of datasets are in a common spatial reference system, they can

be overlaid or integrated in a GIS. Property boundaries observed on the georefer-

enced planimetric maps were then digitized to create a vector dataset of polygons

identifying the spatial extent of each distinct parcel. The construction of the prop-

erty grid proved to be an intensive process, requiring substantial fieldwork over

multiple field seasons to properly georeference the grid to a common coordinate sys-

tem and map projection and correct errors in the existing base maps (S. McCracken

et al. 1999). Once this process is completed, new satellite images can be routinely

georeferenced and overlaid with the parcel boundaries. In other words, the parcel

is a means to partition the other data layers and connect each landscape partition

to a particular household actor.

Researchers conducted surveys of 402 landholders using two protocols focusing

on land-use practices and demographic characteristics (S. McCracken et al. 1999,

2002b; Brondı́zio et al. 2002a; E. Moran et al. 2003). These surveys are capable of

linking social and demographic characteristics to land-use practices by identifying

specific cultivation practices, land-use activities, economic constraints (e.g., supply

of labor/capital), and soil quality. When integrated with remotely sensed data,

the surveys can link land-cover outcomes to land-use activities identified by the

social survey. The social and demographic data provide insight into what led the

landholder to pursue those land-use activities, whereas the satellite data provide

an independent data source on land-cover change over a twenty-five-year period.

Additional details of this effort may be found in the literature of Brondı́zio, S.

McCracken, E. Moran, and their co-authors (Brondı́zio 1999; S. McCracken et al.

1999, 2002b; Brondı́zio et al. 2002a; E. Moran et al. 2003).

Santarém: Brazilian Amazon

The city of Santarém, located at the confluence of the Amazon and Tapajós rivers in

the state of Pará in the Brazilian Amazon, is the third largest city in the Amazon

with a population of more than 250,000. The study area includes rural areas to the
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south of the city, bounded on the west by the Tapajós National Forest. In contrast

to Altamira, colonists in the Santarém study area arrived over a relatively long pe-

riod. Also, the spatial pattern of parcels is much less regular than the Altamira struc-

ture. Waves of settlers occupied the Santarém area from the 1930s until the 1970s.

This heterogeneity in settlement timing is visible in the range of property sizes and

shapes in our study area. Figure 7.2 shows a portion of the property grid that we

obtained from the Brazilian National Institute of Colonization and Agrarian Reform

(INCRA) and used for sampling in our fieldwork. Unlike the regular fishbone pat-

tern seen in Altamira, the majority of the properties are of irregular shapes and sizes.

Santarém is currently undergoing changes in land use and urban/exurban develop-

ment. The construction of (and current push to pave) BR-163, the highway linking

Figure 7.2
Example of land ownership pattern near Santarém, Brazil.
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Santarém to the city of Cuiabá in the state of Mato Grosso, linked Santarém to

an area of mechanized agriculture, higher land values, and higher levels of eco-

nomic development. More recently, the United States–based multinational Cargill

company sponsored the construction of a deep-water port in Santarém (opened in

2003) capable of loading soybeans onto oceangoing ships. These developments

combine to make Santarém a very attractive area for growing soybeans. This has

led to land consolidation and the expansion of mechanized agriculture in some parts

of our study area and a dramatic increase in land values (some reports indicate an

increase of 4000 percent). At the same time, the area is experiencing some concen-

tration of settlement in selected areas along main highways. In these areas land frag-

mentation is associated with residential development.

The irregularity in the property grid, the long history of settlement, and the recent

shifts in ownership patterns make linkages between people and land difficult in this

study area. The irregularity of the shapes of properties means that corrections to the

official property grid are difficult without taking global positioning system (GPS)

points at all corners of each lot. The long history of settlement has led in some areas

to the property grid from INCRA bearing little or no resemblance to the current di-

vision of land recognized by residents, or indeed to the division of land in the mem-

ory of any current residents. The recent consolidation and fragmentation similarly

leads to problems with the INCRA property grid, as well as to sales and purchases

of partial lots and noncontiguous lots. Landowners sometimes own one original

parcel and have added on a piece of a neighboring lot and a lot down the street.

These relations are further complicated by inheritance, with informal divisions of

land occurring at different times from formal divisions. In addition to these difficul-

ties of linking farmers and residents to their land within the GIS, virtually all of the

owners of mechanized farms and many owners of nonmechanized farms do not re-

side on their lots or do not even reside anywhere in the region.

The complicated nature of linking landowners to their land leads to several prob-

lems. The difficulty of updating the property grid in the field has important impli-

cations for spatial analyses. Updating the entire property grid was not possible

because of time and money constraints. During fieldwork in this region (described

below) we focused on obtaining accurate boundaries for properties in our sample.

This means that we cannot complete a meaningful regionwide analysis at the farm

property level as was possible in Altamira (S. McCracken et al. 1999). Even for sam-

ple properties, several challenges arise. Owners sometimes must be linked to mul-

tiple noncontiguous pieces of land while often a single piece of land also must be

linked to multiple households. Owners who do not reside on their lots are difficult
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to locate and collect data from. Thus some lots have incomplete information. More

important, the type of information needed for different lots is different. The process

of land-use decision making for a farmer with a small or medium operation who

depends on household labor and is focused on household production is very differ-

ent from the process of land-use decision making for a farmer with a large operation

focused on profit and expansion. A single questionnaire cannot capture all of the

relevant characteristics of landowners’ determining changes in or between these

two different types of agriculture.

Fieldwork in the summer of 2003 focused on the process of land-use decision

making by family farmers. We selected a stratified random sample of properties

from the INCRA property grid and collected information about the families living

on them, or about the owners who had purchased them as part of their large

landholdings. Household interview data were collected from 488 households living

on 300 lots, and information was collected about 265 more lots with absentee

landowners. These lots are linked to historical, remotely sensed data, spatially

located road and topography data, and village locations in the GIS. These data

allow analyses of the effects of household demographic and economic character-

istics on land-use decisions (and vice versa) and analyses of the effects of past bio-

physical and human characteristics of the landscape on current land consolidation

or fragmentation.

Monroe County, Indiana: The American Midwest

Monroe County, Indiana, located in the American Midwest, presents both similar-

ities and contrasts to the Brazilian cases. Precolonial inhabitants had relatively little

impact on the landscape, and large-scale land clearing did not occur until the first

major wave of settlers arrived in the early 1800s. Land was surveyed according to

the township and range system, which partitioned the landscape into 160-acre,

square parcels which were allocated to individual settler households. This situation

is somewhat analogous to the Altamira case in that parcels were originally of com-

mon size and dimension and, at the time of initial settlement, there was one house-

hold per parcel of land. In contrast to the case in Altamira where there is only a

thirty-year history of settlement, Monroe County has experienced considerable par-

celization during the 180 years since the initial major waves of settlement, and none

of the originally demarcated parcels have retained their original boundaries (figure

7.3).

Monroe County and the State of Indiana experienced massive and steady defores-

tation from the time of initial settlement around 1810 to about 1920. Landholders
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reduced forest cover from nearly 100 percent in the precolonization period to

approximately 5 percent by 1910—a rate not unlike what we have seen in the Bra-

zilian Amazon for the past twenty-five years. Since then, forest cover has been grad-

ually increasing due to state and federal acquisition of territory for managed forest

land.2 Areas that are marginal for agricultural production but were previously

under cultivation are now changing into either forests or residential developments.

Community-level institutions play an important role in land-use management.

However, an examination of policies does not give sufficient attention to landowner

motivations and the role they play in land use and land management (Koontz 2001).

In particular, landowners are sometimes motivated by factors such as aesthetics

rather than maximizing profit (Koontz 2001). Macrolevel approaches in land-use/

land-cover change studies are not well equipped to observe these microlevel pro-

cesses but are well suited to identify the economic motivations driving land manage-

ment in cases in which a homogeneous pattern of land use exists (e.g., forest to

agricultural land use in Altamira). However, Monroe County presents a more heter-

ogeneous land-use pattern (e.g., vacation homes, forest management areas, residen-

tial and suburban areas, commercial zones). A large number of Monroe County

residents are professionals with nonfarm employment, and the management of their

land is motivated as much by aesthetics as by the potential financial return to be

gained from extractavist uses (Evans et al. 2001b).

Figure 7.3
Hypothetical structure of land ownership pattern in Monroe County, Indiana.

168 T. P. Evans, L. K. VanWey, and E. F. Moran



In order to understand the mechanisms behind land-cover change in Monroe

County, a multilevel and multifocus approach was adopted. The primary social

unit of study is a household and the primary spatial unit of study is the parcel.

However, these parcel-level land-cover assessments are integrated with U.S. Census

Bureau block-group and tract-level data to examine the household/parcel-level land-

cover changes within the context of a broader spatial extent. This parcel-level or

local-level approach is particularly important for research questions related to forest

fragmentation, forest structure, and biodiversity. Land cover on private parcels in

Monroe County is characterized by a mosaic of forest, agriculture in rural areas,

and an urban core comprised of the city of Bloomington and associated urban

expansion. Contiguous forest patches sometimes span up to 100 individual parcels.

Thus, focusing solely on the parcel level does not adequately explain the impact of

landowner decisions and land-cover change on the spatial pattern and composition

of forest as it relates to questions of species habitat.

The research design for this project consisted of household-level surveys of 250

landholders (of a total of approximately 10,000) in the county conducted in 1998

and 385 landholders in 2003. The surveys focused on land-use activities and moti-

vations for those activities. Basic demographic data such as occupation, household

composition, and educational attainment also were collected. This social survey was

complemented with a rich spatial dataset including land parcel boundaries acquired

in digital form from the county tax assessor’s office.3 The acquisition of this parcel

boundary dataset was critical because it allowed us to make a reliable link between

the social survey data and land-cover change in a particular location. In contrast

to Altamira, parcel boundaries have become heavily fragmented compared to the

boundaries initially established. Fragmentation occurs when landholders with multi-

ple children split the parcel among their heirs and as farms are transformed into

higher-density residential and commercial settlements.

Initial results showed a strong relationship between the land cover and topogra-

phy (Evans et al. 2001b; Koontz 2001). Forested lands are located in areas with

steep slopes, while agriculture and pasture lands are located in relatively flat areas.

This conclusion seems natural, yet 100 years ago nearly the entire state was in agri-

cultural production of some type, including steeply sloped areas. Thus the presence

of forested land in areas of steep topography today can be attributed to changes in

the social, economic, and institutional structures through time. In particular, the

decreasing viability of agricultural production, a transforming labor economy, and

the establishment of state- and federally managed lands have contributed to the

increase in forest cover during the last century. Further analysis on this project is
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exploring the role of actor heterogeneity in landscape outcomes (Evans and Kelley

2004; Kelley and Evans under review) and the role of institutions in landowner deci-

sions (York et al. in press).

Challenges of Spatially Explicit Land-Use/Land-Cover Change Research

The examples presented above have provided a context for a discussion of

challenges faced by researchers using spatial data and analysis for the study of

land-use/land-cover change. This section discusses particular challenges faced by

researchers employing GIS to integrate social and biophysical data for the study of

land-cover change. Human-environment relationships can be very complex, and

developing and analyzing datasets to explore these relationships likewise can be

fraught with methodological obstacles and challenges that must be overcome. The

purpose of this section is to serve as a means of highlighting particularly important

aspects of spatially explicit research and examples of how these challenges have

been addressed.

Figure 7.4 represents the process of producing spatially explicit research results in

the context of data issues and methodological decisions researchers must make. This

process is of course not unique to spatially explicit data analysis but we use this di-

agram to frame the particular problems relevant to spatial analysis as they apply to

land-use/land-cover change research. In this diagram, the upper triangle represents

limitations imposed on research as a function of inadequacies in spatial data. These

limitations include data availability, the scale at which data are available, and errors

and uncertainty in spatial data. The issues represented in this figure are often inter-

related. For example, spatial errors may be a product of the scale of the source data.

Likewise, data availability is related to scale where a global, coarse-resolution data-

set may be available but the use of that dataset presents analytical problems in find-

ing relationships between phenomena. The center part of the diagram represents the

decisions researchers make in selecting specific algorithms for producing results,

how to represent data (e.g., vector vs. raster), and the decision of which scale to

use for analysis. The following section elaborates on some of these issues as a way

to present key challenges in spatially explicit land-use/land-cover change research.

Spatial Scale Issues

A fundamental aspect of both raster and data structures is the scale at which data

are collected and represented in the GIS. The scale of a vector dataset determines

the ability to represent curvature in line features. Scale in a raster dataset determines
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the cell size or minimum size area represented in the GIS. These scale issues are crit-

ical in assessing how spatial accuracy issues may bias results and must be considered

in interpreting spatial data analyses.

The GIS analyst must consider the spatial extent of objects to be represented in

the GIS when considering the appropriate cell size at which to depict those objects.

An interesting characteristic of the vector and raster representations shown in figure

7.5 is that the total village area is relatively stable between the different representa-

tions. However, while the area of the vector and raster representations is similar,

there are significant differences in the boundary extent referred to as errors of omis-

sion and commission. Some cells underrepresent the spatial extent of the village and
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Figure 7.4
Research design in spatially explicit land-use/land-cover change analysis.
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Figure 7.5
Vector and raster representations of hypothetical village boundaries at different cell sizes.

172 T. P. Evans, L. K. VanWey, and E. F. Moran



other cells overrepresent the spatial extent of the village. The magnitude of these

errors of omission and commission is related to the object size and the cell size. A

large object, such as a county 10� 10 km in size, may exhibit relatively small errors

of omission and commission in creating a raster representation from the vector rep-

resentation (assuming a relatively small cell size such as 30� 30 m cells or 50�
50 m cells). That is, the ratio of area consisting of errors of omission and commis-

sion to the total size of the county is relatively small. However, with small objects,

such as a parcel that is 100� 100 m, the ratio of the area of errors of omission and

commission to the total parcel area may be quite large. This is demonstrated by

comparing the inconsistencies in the vector/raster boundaries of the large and small

village boundaries seen in figure 7.5. The impact of cell size on the geographic object

is a function of the size of the entity being represented. However, the small parcel

will exhibit fewer spatial errors in conversion to a raster dataset with a very fine

cell size such as 1� 1 m.

Temporal Scale Issues

With all data collection methods, the timeliness of data collection is an important

concern for land-use studies. Remotely sensed land-cover data are available at

many closely spaced points over time (although cloud cover can complicate the

construction of a dense time series). Government sources can provide data on popu-

lation size and characteristics, data from agricultural censuses, and a host of indi-

cators of the state of the economy. These indicators provide necessary data for

analyses that take larger social units as their unit of analysis. They also provide im-

portant historical and contextualizing information for analysis at the individual or

household level. However, data are not always available at the time of interest or

with adequate temporal resolution. Population censuses most often are conducted

on a decennial basis, with other government-run data collection happening at other

intervals. The long periodicity of censuses and some other government data is prob-

lematic because dramatic and complex land-use changes can occur with greater fre-

quency than the intervals of census data collections. Our three examples, and many

other studies of human-environment interactions, used specially designed surveys to

collect social data at the individual and household level. These provide the necessary

spatial resolution, but surveys that are fielded only once do not allow us to examine

the dynamic relationship between people and land use. Surveys that are fielded

many times do allow us to examine these relationships, but these longitudinal sur-

veys are rare because of their cost.
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Data Availability Issues

While digital elevation model (DEM) data are available for the entire globe, they

are often not available at an appropriate scale for exploring local-level land-cover

change dynamics in many developing countries. The U.S. Geological Survey

(USGS) produces DEM data products for the United States at a spatial scale of

30 m (i.e., the raster cell size is 30 m). A number of data providers publish global

DEM data at various spatial resolutions (e.g., the National Geophysical Data Center

GLOBE project [http://www.ngdc.noaa.gov/seg/topo/globel.shtml] and the U.S.

Geological Survey GTOPO30 project [http://edcdaac.usgs.gov/gtopo30/gtopo30.

asp]). The Shuttle Radar Topography Mission (http://srtm.usgs.gov/) soon may

make available relatively high-resolution data (e.g., 30 m) for areas outside North

and South America, but at this time most global DEM products are of relatively

coarse resolution (1000 m). At this coarse resolution it is likely that the spatial vari-

ability of topography is misrepresented for many areas, which can lead to erroneous

findings when integrated with finer-resolution land-cover data. The problem of two

datasets available at different spatial scales is referred to as a ‘‘scale mismatch prob-

lem.’’ The researcher risks biasing his or her analyses because of this scale mismatch.

For example, in a study examining the relationship between land-cover change and

topography using 1-km DEM data and 30-m Landsat Thematic Mapper (TM) data,

important linkages may be missed because the resolution of the DEM is not suffi-

cient to capture the precision of land-cover changes in heterogeneous environments.

The advent of airborne-based LIDAR (Light Detection and Ranging) data presents

an opportunity for DEM data to be rapidly collected at very high spatial scales (e.g.,

submeter). However, LIDAR data are not widely available for many areas of the

world since LIDAR images are primarily acquired using airborne rather than satel-

lite platforms at this time.

A particularly challenging data problem for studies of land-cover change is the

availability of soils data. Soil characteristics and geology are very clearly related to

the suitability of different areas for agricultural production and forest productivity.

The primary problem with most soils datasets is that they often are not available at

an appropriate scale to capture the spatial variability of soil characteristics necessary

to integrate with other datasets. Soils data are usually acquired through polygonal-

based data representing different soil characteristics using a specified soil classifica-

tion system. In many areas, a 1:50,000- or 1:100,000-scale soil map produced from

point sample data provides the best soils data available. While there are examples

of remote-sensing methods used for the development of soils-related characteristics

that would provide fine spatial resolution data, these products cannot approach the
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same amount of information (soil fertility, porosity, texture) as that obtained from

field samples. Thus, the data availability of soils-related characteristics is a funda-

mental problem in land-cover change research. In cases where better information is

needed to understand how the variability of soils characteristics affect land-use deci-

sion making, researchers may choose to collect field-based soils samples (E. Moran

et al. 2000a, 2002b). However, the costs of such data collection and processing are

prohibitive for many projects.

Social data availability presents different but equally important challenges for

connecting human actions to landscape outcomes. The changes in land use and

land cover in which we are interested are the direct result of decisions made by cer-

tain individuals or groups. In order to collect appropriate data and to conduct per-

tinent analyses, we must first identify the social unit of analysis. This requires initial

knowledge of the study area. In particular, the researcher must understand the

nature of property rights and decision making about crops. If land is collectively

owned or managed by a community or by a subset of the community, this group

or the institution (rules) set up for managing the land is the appropriate unit of anal-

ysis. If the land is owned and managed by a state or federal government, and local

individuals and institutions have no decision-making authority, the state or federal

decision-making body is the appropriate social unit for examining land-use deci-

sions. Finally, if the land is owned and managed by individual landholders, the

appropriate social unit of analysis is most often the household. Decisions are made

by some subset of the members of the household, based on the needs and resources

of the household. Even here, though, it is important to consider the possibility of

rentals (where the individual/household renting the land has decision-making au-

thority) and sharecropping arrangements (where the owner of the property main-

tains the decision-making authority).

Social Data Issues

Once the social unit of analysis is identified, the researcher must collect data on that

unit. This is most often accomplished through the selection of a representative sam-

ple of these units, for example, households. The most difficult part of the sampling is

identifying the population from which to draw the sample. The population is the set

of units to which results can be statistically generalized. For example, in Altamira

the sample was drawn from the population of lots in the study area. The significance

of statistical results based on those data indicate whether a relationship is likely to

be true for that population of lots and not for all of the households or people in the

region. Alternatively, the Monroe County survey was conducted with a sample
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of landowners, meaning that statistical results generalize to the population of land-

owners and not to the population of lots or people (since multiple people reside on

many lots but are not considered in the sampling, and single landowners own mul-

tiple lots that also are not considered in the sampling). Once the researcher decides

what the group is to which statistical results should be generalizable, he or she can

use standard sample selection methods given in research design or sampling texts

(e.g., see Kish 1995; Singleton and Straits 1998; Babbie 2004).

For the analysis of land about which decisions are made by households or individ-

uals, surveys often provide the only satisfactory means of collecting relevant data.

These surveys are limited in their geographic scope and have a low likelihood of

many observations across time. These limitations all stem from the expense of con-

ducting surveys of any sort covering a sufficient number of households for statistical

analysis, and from the added expense of conducting spatially explicit surveys includ-

ing all factors relevant to land-use decisions. The primary costs of these data are not

equipment costs. The expense of computers and GPS units is far below the cost of

personnel time, including the time spent by researchers designing the survey and

the time spent by enumerators in the field. For example, the data collection in Alta-

mira involving interviews with household members and the collection of locational

information about parcels of land took long enough that each team of enumerators

was only able to complete surveys for two households per day. Given a goal of 500

households to provide the necessary statistical power, this comes to 250 team-days.

With each team composed of two enumerators, a survey of this sort must find fund-

ing for 500 enumerator-days in addition to funding for travel, equipment, and time

invested by the research team. Multiply this investment by the number of time

points at which data should be collected to get a sense of change and land-cover

dynamics and we have a very substantial cost.

Errors and Uncertainty in Spatial Data

Cell values in raster satellite data are classified to produce land-cover datasets. These

raster datasets are characterized by a pixilated pattern associated with the cell geom-

etry of the satellite platform (upper right in plate 5). The visual interpretation of

aerial photography (upper left in plate 5) produces smooth polygonal boundaries

(lower left in plate 5). Various errors are associated with each product. The mini-

mum mapping unit (MMU) defines the smallest-size feature discriminated in a data-

set. In satellite images MMU is defined by the cell size or spatial resolution of the

satellite sensor. With visually interpreted aerial photography, the MMU is a product
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of what the interpreter is able to distinguish from the photos (which is affected by

the spatial scale and quality of the photography).

Base maps, including transportation, rudimentary land cover, hydrology, and

other common data layers, are often digitized to produce a fundamental set of data

used to describe the context for land-use/land-cover change studies. When features

from these base maps are digitized, the MMU is a product of the scale of the map

(e.g., 1:24,000 or 1:50,000) and the features that were included when the map was

constructed. For example, the map designers may have included every household lo-

cation when producing the map but only added forest patches that are 100� 100 m

in size. Thus, the MMU for household features is different from the MMU for a for-

est, although the two features were derived from the same map product. It is critical

to be aware of the MMU and how errors of omission might affect spatial analysis.

For example, measures of landscape fragmentation and landscape connectivity are

highly sensitive to the MMU. In many cases, such as the digitizing example of

households and forest patches above, it is not always possible to identify a precise

value for the MMU. At a minimum researchers should try to establish a conserva-

tive estimate of MMU that can be used in the interpretation of research results.

Spatial Data Representation

The advantages and disadvantages of raster and vector data structures are described

in many introductory GIS texts (e.g., Bolstad 2002; Lo and Yeung 2002). In terms

of land-use/land-cover change research the decision of what data structure to use

largely depends on what analytical tools will be employed, how data will be inte-

grated, and errors associated with transforming data between structures. Raster

data structures are most suited to certain kinds of modeling, as discussed in chapter

8, particularly cellular automata and agent-based models. Raster data structures

somewhat simplify the process of integrating or overlaying datasets (e.g., partition-

ing a raster land-cover dataset with parcel boundaries), and certain types of analy-

ses, such as network analyses, are enabled specifically by vector data structures (e.g.,

see Entwisle et al. 1997). Most analyses can be conducted using a raster or vector

approach, and errors are inherent in any spatial data analysis. Thus, it is the goal

of the researcher to assess the errors associated with different approaches and to

choose the method in which the errors are either minimized or best understood.

There are a variety of spatial operations that allow different types of data to

be integrated. Collectively, these methods are called data transformations and

refer to the spatial transformation of data between representations. For example,
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climate data collected at point locations can be transformed to an interpolated sur-

face, transforming the data from a point representation to a surface (or raster)

representation.

Likewise, population data collected at the community level (point data) can be

interpolated to provide a continuous surface of population density (Walsh et al.

1999). These interpolated surfaces are typically generated from point population

data representing some aggregate-level information such as villages, communities,

or cities. Attributes of these point locations (e.g., village size) are used to interpolate

values between point locations as a means of representing the impact or load of

population on the landscape with the assumption that areas with many villages

with high populations densely located will have a greater impact on the landscape

than sparsely settled areas with few villages of small size. Such a population density

(or distribution) surface can be overlaid with a land-cover change map to find the

correlation between high population densities and zones of deforestation. However,

interpolated surfaces do not always adequately represent the true distribution of

phenomena affecting the landscape. The spatial distribution of point samples in

part determines the quality and accuracy of interpolated surfaces and so data avail-

ability issues sometimes inhibit the ability to employ interpolation methods. Addi-

tionally, some variables do not lend themselves to interpolation. Examples include

nominal data such as ethnicity or occupation.

Alternatively, a one-to-one or one-to-many linkage can be made between the so-

cial unit of observation (household, community) and the landscape associated with

that spatial unit. A one-to-one linkage associates the social unit with a single parti-

tion of the landscape, such as a household, which resides on a single parcel of land.

This type of one-to-one linkage is used in our Altamira example, in which a single

landowner resides on a single parcel for which he is the sole decision maker. A one-

to-many linkage associates the social unit of observation with multiple partitions of

the landscape, as with a household that has several distributed landholdings in sep-

arate locations. We see this pattern in both our Santarém and our Monroe County

examples. In these cases a small percentage of landowners own several noncontigu-

ous parcels. In the Santarém area, a many-to-one linkage is also used for a portion

of the properties. Multiple households reside on many of the parcels and share the

work and produce of these areas.

All studies must make some compromises between spatial coverage, data collec-

tion costs, and data representation. Demographers typically collect data at the indi-

vidual, household or community level. These data collection efforts may be samples

or complete censuses of geographically defined areas. The availability of boundary
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measures can provide a sort of census of properties in a given area that can then be

linked to remotely sensed and other spatially referenced data. Land-cover data are

readily available as continuous surface data from satellite images and can be linked

to these boundaries. Similarly, aggregate-level analyses (e.g., examining differences

across counties or countries) primarily use publicly available data from censuses

or other government data-collection programs. These data can be collected just as

easily for the entire population of counties as for a sample of counties. However,

when analyses require information about households, individuals, or other groups

who do not make data publicly available, financial limitations usually require the

use of sampling. The decision to use sampling strategies as opposed to a complete

census in the collection of social survey data has important implications for how so-

cial and biophysical data are linked to land-cover change data using GIS tools. The

noncontinuous nature of the resulting data hinders the estimation of and correction

for spatial autocorrelation because of the patchy nature of the data. In addition, the

use of a sample introduces the question of what to sample; researchers must decide

between a sample that is representative of the landscape or one that is representative

of the human population (or the population of relevant human actors).

Spatially Explicit Data Analysis

In GIS, the same dataset can be portrayed using different data structures, potentially

changing the representation of that phenomenon. For example, topography can be

represented in a raster-based DEM where each cell value identifies a single eleva-

tion value for that cell area. Alternatively, topography can be represented in a trian-

gulated irregular network in which each triangular polygon represents a single slope

angle and slope aspect surface. Likewise, data can be aggregated or resampled to

different scale representations (i.e., aggregating a DEM with a 10-m cell size to a

DEM with a 30-m cell size). The same analytical methods can produce varying

results when using data at different spatial scales (Walsh et al. 1999). Thus, re-

searchers have choices in the data structure used to represent their data in GIS as

well as the scale or resolution of the data used for analysis.

Related to the task of selecting the data structure and scale/resolution for analysis

is the choice of analytical method or algorithm. Distances between features can be

measures using vector features (i.e., straight-line distance between a polygon repre-

senting household location and the point representing the location of the nearest

market). Alternatively, that distance can be measured in a raster framework where-

by a travel cost surface is produced in which each cell represents the travel cost to

get from that location to a destination target. But distances and travel costs also can
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be measured using different representations. Straight-line distance is relatively easily

calculated but is not always the most appropriate representation of travel cost or ac-

cessibility. An alternative approach is to measure distance along linear features rep-

resenting road networks, which can produce dramatically different results compared

to results from a straight-line distance (Entwisle et al. 1997).

Another example of how different methods can produce varying results is in the

production of a slope dataset from a raster-based DEM. A common method used

in many GIS software packages is to fit a plane to a 3� 3 window of nine cell values

to produce the slope value for the center cell. However, this is just one method of

producing a slope dataset (Bolstad 2002). When researchers simply select the default

method presented to a software user via a standard graphical user interface they

risk missing important sensitivities present in their data. Over time, experience with

GIS packages will help researchers become aware of the inadequacies of particular

methods, but a bottom-line message to new GIS users is that a range of approaches

can be employed to better understand data and thereby aid in the interpretation of

results.

The selection of data structures, scale, and methods for analysis is holistic.

The choice of data structure is related to what analytical methods will be employed,

and the methods employed may be constrained by the data structure of available

data. But because the data structure, scale/resolution, and methods used can affect

spatial data analysis results, the best approach is to use a combination of analyses

when possible. A reliance on a single analytical outcome produced from data at a

specific scale of analysis risks missing important scale dependencies in data and sys-

tems or limitations of certain data structures for analysis.

Linking Human Actors to Landscape Outcomes

Ultimately, the goal of spatially explicit land-use/land-cover change research is to

link human actions to landscape outcomes to anticipate future landscape changes

and potentially design policies to ameliorate the negative consequences of those

changes. But creating this linkage is a complicated task. The examples from Monroe

County, Altamira, and Santarém describe projects where social survey data were

linked to landscape partitions through the use of land ownership boundaries. Land

ownership boundaries may already be available digitally as in these cases, though

field verification of boundaries is necessary. For this field verification and for locat-

ing other features on the landscape, it is useful to have a method of identifying spa-

tial locations in the field. A particularly useful tool for this process is the GPS device

(Walsh et al. 2003). Field researchers conducting social surveys can geolocate survey
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respondents by using GPS devices, providing a mechanism to link specific household

locations to areas on the landscape (E. Moran et al. 2003; Boucek and Moran

2004). Likewise, in cases where landholdings are separate from the household resi-

dence location, GPS devices can be used to identify the spatial locations of distrib-

uted landholdings (Rindfuss et al. 2002).

Once a specific household actor is associated with a specific landscape partition, it

is still necessary to link actor decisions (and the motivation and process of making

those decisions) to observed landscape outcomes. One mechanism to do this is to

measure the spatial structure of landscapes through metrics describing the spatial

pattern and composition of the landscapes (Walsh and Crews-Meyer 2002). The

pattern and composition of a landscape is indicative of ecological function, and like-

wise the spatial pattern and composition of a landscape is indicative of the land-use

decisions that produced that landscape. These land-cover characteristics can be used

as inputs for models with various applications such as species habitat/biodiversity

assessment and carbon emission/sequestration. Land-cover composition refers to

the proportions of different land-cover types within an area and is particularly use-

ful for questions of carbon sequestration models, which rely on the carbon cycling

rates of different land-cover types. Land-cover pattern measures can be used to char-

acterize the connectivity and fragmentation of a landscape which is related to land-

use management and species habitat.

This type of linkage is particularly useful for land-use/land-cover change analysis

because of the availability of satellite images, which provide a relatively inexpensive

means of attaining complete data coverage for a large spatial area.4 In addition,

historical satellite images allow the pattern and composition of landscapes to be

compared over time. Trends in measures of forest fragmentation and degradation

can help identify the long-term implication of particular management practices on

the landscape. Aerial photography, including declassified military images, can ex-

tend the temporal scale of study further. However, it should be noted that the differ-

ent spatial resolution and format of data derived from Landsat TM (30-m spatial

resolution), Landsat Multispectral Scanner (MSS) (80-m spatial resolution), and

aerial photography (interpreted polygons) complicate comparison of metrics across

these different data sources/products.

Confidentiality and Spatially Explicit Social Data

If spatial location measures were added to publicly available individual- and

household-level data from multipurpose surveys, these data would become very use-

ful for spatially explicit analysis of land use. These surveys have the funding to
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collect data from a sufficient number of households and across many regions, provid-

ing the statistical power to estimate both household and community/region effects.

However, one of the strengths of these data—that they are made publicly available

to research teams, obviating the necessity of extensive local knowledge and ties—

increases the salience of confidentiality issues.

Data with exact spatial location measures exactly identify respondents in geo-

graphic space. Making these data publicly available would compromise research

ethics and funding guidelines that state that respondents must be protected from

any harm, including embarrassment or other emotional discomfort. If we collect all

or even most of the data relevant to land-use decisions, and then enable any individ-

ual buying or otherwise accessing the data to link individuals to all of these data,

we have failed in our obligation to protect our respondents. For example, strangers

possessing information about children who have died, about types of land title,

or about the employment or income histories of individuals will cause (at the very

least) embarrassment or emotional discomfort in some respondents. Given a large

enough sample, we can even imagine our respondents (and their neighbors who are

likely to have similar characteristics) suddenly targeted by fertilizer marketing com-

panies who possess extensive information on their land uses and their previous use

of fertilizers. These problems are unlikely to happen in practice, but it is our respon-

sibility as researchers to protect respondents from any harm that has a reasonable

possibility of occurring.

These concerns with spatial locators in data extend to the presentation of results

in papers or presentations. Maps of household locations can be easily used to find

the identification of respondents and typically should be published only after sub-

stantial transformations (removing coordinate information, rotating or ‘‘mirror-

imaging’’ depictions) have been used to mask the specific location of the map area

depicted (Rindfuss 2002). In some situations it may not be possible to transform

a map and still communicate the desired information, in which case researchers

should opt to not present a spatial representation of the data. The ways of dealing

with confidentiality in the presentation and dissemination of data vary from project

to project and must be tailored to the goals of the research and the characteristics of

the study area.

In the study of Santarém, the research team will eventually release the survey data

to the public for its use. These data will have no locational or other identifying in-

formation, though they will have measures extracted from the GIS and linked to the

survey records. In anticipation of this, the team designed rules for the display of data
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that will ensure that respondents cannot be identified in those public-use data. Be-

cause of the differences between the properties in their current size and shape (which

exist only in our data) and their size and shape in the INCRA property grid (which

is available to the public), researchers can display small portions of our property

grid without any identifying features (road intersections, the edge of the national

forest, the edge of the river) to demonstrate results. However, researchers cannot

display our grid together with the original INCRA grid or any information locating

our sampled areas in space. Specifically, the sample is clustered into 3� 3 km cells

to minimize travel time between interviews, and the location of these cells may never

be displayed. This process is similar to releasing individual-level data without any

community, school, or neighborhood data, on the assumption that it would be easy

to figure out who particularly wealthy people were if you knew which neighbor-

hood they lived in but not if you only knew that they lived somewhere in your

county.

Data Documentation

An important component of the use of GIS- and remote-sensing–based data for the

study of land-cover change is the proper documentation of datasets. Because of the

cost of collecting geospatial data, data documentation or metadata provide a means

to protect the investment placed in the collection and processing of those data. A

poorly documented dataset can be easily misused, which can lead to serious errors

in presenting results. Common items to document in land-cover change datasets in-

clude the spatial scale or cell size of satellite-derived land-cover data, the units for

different attributes (feet, meters, miles, kilometers, etc.), and the data processing

performed on a dataset (i.e., lineage). There are two primary standards for the doc-

umentation of metadata, one developed by the U.S. Federal Geographic Data Com-

mittee (FGDC 2003) and another developed by the International Organization for

Standardization (ISO 2003). In practice, there are relatively minor differences be-

tween these two metadata standards and developments are underway to reconcile

these differences. However, what is critical is to select a method of documenting

geospatial data and implement that as part of data processing. Events such as staff

turnover and data exchange present opportunities for the loss of important details

regarding the proper use of a dataset. Metadata capture these important data

aspects and allow for the appropriate use and application of spatial data.

Documentation is equally important in the reporting of data based on social sur-

veys. Statistical results are only generalizable to the population from which a sample
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is drawn if that sample is a probability sample. Beyond that, if the sample is a strati-

fied sample, inferences depend on weighting of the data to account for the complex

sample design. Details about the sample design are necessary for other users of the

data to avoid incorrect inferences and for readers of research to evaluate the claims

based on the data. This reporting is particularly important for research on human-

environment interactions, because some samples are drawn from a population of

properties or are in some way a representation of the landscape, while some samples

are drawn from the populations of individuals or households. In addition to details

about the sample selection, researchers must report response rates to assess the qual-

ity of the sample and the inferences based on it.

Concluding Remarks

The ability of GIS to integrate social and biophysical data through a common spa-

tial reference system provides a powerful analytical tool for the study of human-

environment systems. Spatial data representation is a framework that can allow

data from disparate sources to be analyzed in an integrated design, enabling key

relationships to be explored in complex systems. However, because of the complex-

ity of social and biophysical phenomena, the process of representing features in a

GIS is often not straightforward. This chapter has described a series of challenges

researchers are likely to encounter in the development and analysis of GIS-based

datasets for the study of land-cover change. In particular, the examples and concepts

described here demonstrate how it is important to understand how errors associated

with spatial data representation can affect subsequent analysis of integrated data-

sets. All spatial datasets have some degree of error, thus it is important to be able

to assess to what degree these errors affect results found from spatial data analysis.

However, with an understanding of these errors, the integration of GIS and remote-

sensing data presents an effective means of creating an analytical link between social

and biophysical dynamics.

Notes

1. While no formal rules prohibiting parcelization of land have been found by researchers
working in the study area, many landholders believe such laws do exist. This belief in part
explains the lack of land fragmentation. Since land settlement in the Altamira region is rela-
tively recent, it is possible that such land fragmentation will occur in the future as household
heirs prefer to stay close to other family members rather than migrate to distant frontier
areas.
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2. These acquisitions are currently under timber production but the land-cover composition
of these state- and federally managed lands represents the largest homogeneous forest areas in
the state.

3. The data were in a format incompatible with the GIS software used by our research group
and required significant processing in order to integrate with our other datasets. Acquiring
these data in digital form was critical, however, as manual digitizing of these boundaries
would have been a labor-intensive and error-prone pursuit.

4. For example, one Landsat TM scene covers approximately 185� 170 km. Global-scale
analyses utilize entire scenes, whereas images are usually subset to a portion of the scene for
local-level studies to speed processing.
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8
Modeling Land-Use/Land-Cover Change: Exploring

the Dynamics of Human-Environment Relationships

Tom P. Evans, Darla K. Munroe, and Dawn C. Parker

Empirical data analysis is an effective tool that can be used to test key linkages be-

tween social and biophysical drivers of land-cover change. Many land-cover change

scientists have used this approach to make both theoretical and methodological con-

tributions. In particular, linking social factors to landscape outcomes through the

integration of household- and community-level social data with remotely sensed

images has yielded important insights into how complex human-environment

systems function. This type of analysis provides an effective tool to explore relation-

ships between social and biophysical phenomena over a broad array of environmen-

tal conditions.

Many empirical analyses, however, are limited by the scope of existing data or the

temporal and spatial resolution of those datasets. In addition, researchers are often

limited in their analyses by the variables available in secondary datasets. Modeling

approaches provide a means to further explore complex human-environment sys-

tems beyond the confines of existing data. While modeling efforts are more powerful

with robust datasets to evaluate their fit to the real world, the model construction

process alone sometimes can yield insights into complex systems that are not appar-

ent from the interpretation of empirical analyses. In addition, if a diverse set of data

is available at suitable temporal and spatial resolutions, modeling enables the use of

alternative scenarios in the behavior of a system. For example, researchers might

explore the impact of decreasing mortality and increasing population on resource

use.

This chapter explores how modeling human-environment relationships can help

researchers develop plausible explanations for land-cover change processes and

how modeling methodologies can be incorporated into human-environment re-

search.1 An important point of modeling is that models need not be predictive to be

useful to researchers. The process of developing models often provides new insights



to complement empirically based research. In designing models, researchers must

consider how each individual model component relates to other components in the

system. This process of defining component relationships is a creative process. It is

this creativity that can suggest lines of research that were formerly not considered.

The insights gained from modeling can then be tested empirically. In this way, the

combination of empirical data analysis and modeling can be a powerful research

tool for researchers exploring complex systems. Empirical data analysis and data

collection efforts can be informed by modeling activities and vice versa in an itera-

tive process in which new research threads are explored by redesigning models and

proposing new data collection efforts to support empirical data analysis (figure 8.1).

The ultimate goal of this integrative research design is to make contributions to

theory or potentially inform policy for a particular area of application.

This chapter presents three types of modeling approaches to show how different

modeling methods can be applied to complex human-environment systems. The de-

sign of each of these models is in part a product of the project objectives and the

disciplinary background of the model designers. Some differences between the three

models described here are due to the different modeling methods used, and other dif-

ferences are products of the model design process. The purpose of this comparison is

to demonstrate what types of research questions can be addressed with different

modeling methods and to illustrate how modeling can be incorporated into other re-

search activities.

Modeling

Theoretical
Developments

Policy
Recommendations

Empirical
Data

Analysis

Data
Collection

Figure 8.1
Research design integrating modeling into studies of land-use/land-cover change.
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The Modeling Process

Models can be used to create a simplified structure of a complex system. All models

are simplifications of reality, but by generalizing the components of a complex sys-

tem, relationships between salient factors in these systems can be explored. Models

are thus valuable analytical tools and can be used for a variety of different purposes

in land-cover change research. In particular, models can be used to ‘‘(1) define and

isolate a problem, (2) organize thought, (3) advance understanding of data or direct

attention to relevant data yet to be gathered, (4) communicate ideas, (5) devise

hypotheses and tests, and (6) make predictions’’ (Starfield and Bleloch 1986, 1; see

also Winterhalder 2002).

These modeling objectives contribute to a variety of stages of typical research

projects, including hypothesis generation, data collection, and interpretation of

results. Another important application of modeling is the ability to explore alterna-

tive scenarios for a system, such as the impact of climate change on an alpine tree

line or the impact of the introduction of family planning on population growth

and, by extension, land-cover change. It is often not possible to validate the findings

of these scenario-testing exercises fully, yet exploring these factors in a modeling ex-

ercise often yields insights that would not be apparent from empirical data analysis.

It also can serve as a mechanism to get stakeholders and policy makers to initiate

communication and consider previously unforeseen scenarios.

Land-cover change processes are rarely so simple that they can be deconstructed

into the relationship between two or three main drivers. More commonly, land-

cover change is the function of a broad set of factors that interact in complex ways,

creating complicated feedbacks and relationships that are difficult to decipher. Mod-

eling and the model construction/development process in particular are effective

means of exploring the dynamics of a system and the interactions between compo-

nents in complex systems. The understanding gained from the modeling process can

be used to inform the design of survey instruments and future empirical data analy-

sis. In particular, the process of model development itself can help researchers con-

sider aspects of a system that constrain specific elements in a system.

Criticisms of models often focus on the application of models for predictive pur-

poses. While there are many examples of effective predictive models (e.g., short-

range weather forecasting), many of the modeling purposes listed above are related

more to gaining understanding of how a system functions than for the development

of a forecasting tool. This is not to suggest that model validation is not an important
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aspect of land-cover change modeling. On the contrary, researchers should strive to

construct rich datasets for each model component at both high spatial and high tem-

poral resolutions for the purpose of validating their models. There are several exam-

ples of literature related to validation of land-cover change outcomes from models

(e.g., Pontius et al. 2003), and most modelers present some quantitative assessment

of how well their model produces output that matches observed data. Less attention

has been paid to validating the structure of land-cover change models.

It is often the case that the cost of data collection means that not all aspects of

a model can be validated. In contrast to the example of effective forecasting models

(e.g., weather forecasting), complex human-environment systems are not heavily

instrumented. The resources necessary to provide a sufficient amount of data to val-

idate all components of a model are beyond the scope of many modeling efforts.

This does not mean that the development of complex models should not be

attempted. Rather, it implies that the interpretation of modeling results should be

carefully considered in the context of the quality of data that exist for validation. A

complex model lacking robust validation can still serve to generate hypotheses or

inform subsequent data collection efforts.

Critical Issues for Modeling Human-Environment Relationships

Here we introduce a series of key aspects related to the general process of modeling

land-cover change, irrespective of the specific model approach used. These issues are

fundamental components of model development that affect how dynamic interac-

tions are represented in models. We briefly discuss aspects related to the architecture

of models (especially temporal and spatial scale), as well as more mechanical issues

such as how data availability affects data validation.

Spatial and Temporal Scales

Processes affecting land-use/land-cover change occur across multiple spatial and

temporal scales of analysis. These processes are associated with a range of social

and biophysical factors, and researchers from a variety of disciplines have acknowl-

edged the importance of scale issues to their behavior (Gibson et al. 2000b; Evans

et al. 2003). Climate change can be gradual, occurring over the course of decades

or centuries and impacting large spatial extents. Smallholder decision making can

result in very rapid land-cover changes within a very small spatial extent. The fact

that land-cover change processes occur across spatial and temporal scales of anal-

ysis poses a series of problems and challenges for modelers of land-cover change
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(Veldkamp and Fresco 1996; Walsh et al. 1999; Verburg and Chen 2000; Evans

and Kelley 2004).

First, data availability issues may hinder the scope with which model components

can be validated within a model. For example, climate data may be available over a

relatively broad temporal extent but not with sufficient temporal or spatial resolu-

tion to adequately portray climate change within a model. Even if data are available,

time and labor issues may make the processing of such data prohibitive (e.g., visual

interpretation of historical aerial photography for large spatial extents). Second,

computer processing limitations may make it impractical to run a model at a dense

spatial or temporal resolution. Here there is a balance between extent and resolu-

tion. A coarse spatial scale model (e.g., 1-km resolution) with a large spatial extent

(hundreds or thousands of kilometers) can require the same processing time as a

fine-scale model (e.g., 30-m resolution) with a small spatial extent (tens of kilo-

meters). Likewise a coarse temporal scale model (one-year time step) with a large

temporal extent (hundreds of years) can require the same processing time as a fine-

scale model (one-month time step) with a small temporal extent (ten years). There is

a similar tradeoff between temporal scale/extent and spatial scale/extent. A coarse

temporal scale model with a large spatial extent can require the same processing

time as a fine temporal scale model with a small spatial extent. These tradeoffs are

important aspects of the model design process.

Models are designed with a specific purpose/application in mind. To a certain ex-

tent this helps modelers decide how to construct a model at the most appropriate

scale. These model objectives must be considered, however, in the context of data

availability and data limitations. It is often the case that data limitations determine

the scale at which a model can reasonably be validated. Thus, the modeler must

consider model objectives in the context of data availability. One key characteristic

of land-cover change models is the time required for processing, which is directly re-

lated to spatial scale of operation. Related to the issue of processing speed is the

time step or temporal resolution of the model. While the relationship between time

step and processing speed depends on the structure of the model, a model using a

time step of one year might take twice the processing time of a model running with

a two-year time step. On the other hand, a model running at 100-m spatial resolu-

tion might take four times the processing time of a model running at 200-m spatial

resolution.

Another complication in the model design process is the possibility of a mismatch

between different data sources, because human and bioecological systems are

often represented quite differently in space. Economic variables, such as parcels,
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population, housing values, employment figures, and so on, are generally assigned

to a particular administrative unit (with or without an explicit spatial reference).

Often, the administrative units of particular variables are collected at different levels

of aggregation, and one often has to scale up a model to the coarsest spatial unit. In

contrast, environmental variables (such as soil or land cover) are often represented

as a spatially continuous field.

Data Availability

One major obstacle to the development of effective land-cover change models is the

availability of data and the limitations of available datasets for model validation.

Ideally, data availability issues would not affect which elements are included in a

model and how they are included. The realities of model development are, however,

that data constraints must be considered. The integration of spatially disparate data

sources can lead to significant spatial errors and various complications due to scale

issues (Anselin 2001). Both temporal and spatial scale effects that confound the

modeling process can result simply from measurement error alone (Elhorst 2001).

These data issues affect the objectives that can be gained from modeling. For exam-

ple, with a broad array of data available at fine spatial and temporal resolutions, a

model can be developed with a higher level of confidence in its predictive power

than a model developed in the absence of sufficient data for validation.

With modest amounts of data, a participatory modeling approach could be used

in which key informants—experts and stakeholders—both inform the model and

gain understanding that can help stakeholders with different positions find a place

of compromise (e.g., Walters 1997; Barreteau and Bousquet 2000; Lynam et al.

2002). But modeling with only minimal data also can yield substantive results.

Some modeling approaches, particularly those associated with complexity theory,

are designed to explore key aspects of a system using highly abstract representa-

tions. These models have little or no predictive power but do provide insight into

how systems function and how model representations can be used to explore fun-

damental or theoretical dynamics in a system in space and time (e.g., see http://

www.brook.edu/SUGARSCAPE).

Lumpers vs. Splitters: Model Complexity

One fundamental aspect of model development is the decision of how much overall

complexity to develop in a model. Models are often criticized because they oversim-

plify some aspects of a system. Researchers tend to add detail (or split) components

of a model related to areas with which they are very familiar and simplify (or lump)
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components of a model with which they are less familiar. For example, a demogra-

pher might choose to add substantial detail to the social components of a model that

explores the rate of deforestation in a frontier area. A forest ecologist modeling the

same system may include relatively little detail in the social components (including

human demographics) of a model but substantial detail in the forest regeneration

component of the model. The forest ecologist might rightly criticize the forest

regrowth component of the demographer’s model and the demographer might criti-

cize the sociodemographic component of the forest ecologist’s model. This does not

suggest that the most detailed model is always the best model.

A model should be as detailed as necessary to represent the dynamics of a sys-

tem. Increasing the complexity of a model beyond that necessary to portray the

key interactions in a system can complicate the interpretation of model results. It

is difficult to track the dynamics of a highly detailed model, making such models

prone to unexplainable outcomes. Thus, simple models are more easily interpreted,

but simple models may not include sufficient complexity to represent the human-

environment system in question. One approach is to add just enough complexity to

represent the function of a system in the simplest possible way.

Modelers must make critical decisions regarding where to increase the amount

of detail in a model and where to simplify components of a model. This is a par-

ticularly difficult pursuit with models developed by a team of multidisciplinary

researchers. There is a tendency for each researcher to desire complexity or detail

in his or her area of expertise and to suggest simplifying other components of the

model. Thus, model development undergoes a series of negotiations between those

wishing to split or add complexity to some component of a model and those wishing

to lump or simplify that same model component. A model with a large number of

components and interactions is more complex because it can be more difficult to

trace the relationships affecting model outcomes when a model is highly detailed.

Here the purpose of the model can be revisited as a way to guide where complexity

is needed and where simplicity is allowable in a model.

Modeling Approaches for Land-Cover Change Analysis

This section describes three approaches for modeling land-cover change. The ap-

proaches discussed here (dynamic simulation models, agent-based models [ABMs],

and statistical models) are by no means the only methods applicable to modeling

land-cover change processes (see Agarwal et al. 2002 for a summary of representa-

tive models). Yet the models presented here do represent some of the diversity of
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approaches available to researchers. Each approach has its distinct advantages and

disadvantages, and it should be stressed that there is no ‘‘correct’’ modeling

approach. More important, each modeling approach is applicable to a different set

of objectives behind the purpose of any one model. These advantages and disadvan-

tages are discussed later in this chapter.

Dynamic Simulation Models

Dynamic simulation modeling provides a means by which land-cover change pro-

cesses can be examined and different scenarios tested from a systems perspective

(Costanza et al. 1993; Dale et al. 1993b; Voinov et al. 1999). These models can

be calibrated and validated using a combination of primary data sources and the

existing literature to develop a tool with which different simulations and scenarios

may be tested. This section describes one example of a dynamic simulation model

for land-cover change used to explore household decision making and land-cover

change at the parcel level in Altamira, Brazil (Evans et al. 2001b). The purpose of

the Altamira model was to identify those factors that are important components

of the process of land-cover change and to test a variety of scenarios or condi-

tions for their impact on land-cover change. While the long-term predictive ability

of any model is limited for various reasons (such as unforeseen shocks to the sys-

tem or dramatic changes in technology), dynamic models can provide considerable

insight into the complex interactions operating to affect land-cover change. The

Altamira model was designed to be run for durations on the order of approxi-

mately fifty years, incorporating multiple generations within households. The model

simplifies many elements of land-cover change but includes enough complexity

that important relationships between labor, resources, and land cover can be

simulated.

In the Altamira model, each land-use activity was assigned a specific utility based

on (1) the labor and economic resources available to the household and (2) the

expected benefit from that land-use activity based on crop and cattle prices. The

term ‘‘utility’’ is used to describe a mathematical function that expresses the prefer-

ences of land-use choices with respect to their perceived risk and expected financial

return. Labor is allocated to specific land-use activities based on these relative util-

ities; landholders seek to maximize their financial income by allocating labor to

those activities that they perceive will provide the greatest financial return on their

labor investment. In other words, land-use systems chosen by the household are a

product of the household decision-making structure of the model, rather than an in-

put to the model itself.
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The simulation is designed to be run for several decades using a one-year time

step. Landholders can select multiple land-use decisions (e.g., cut primary forest for

annual staple crop production or convert annuals to pasture) in one year, but there

is only one decision-making round per year. At the beginning of the model run, the

entire parcel is composed of mature forest simulating the settlement of this previ-

ously uncultivated area. Field data show that the majority of parcels in the Altamira

study area only vary in size between approximately 90 and 110 hectares (ha), with

most of them being 100 ha. A parcel size of 100 ha is used for the model runs pre-

sented here based on a 500� 2000 m rectangular area characteristic of the settle-

ment project. The model accommodates alternative parcel sizes by adjusting the

initial size of mature forest at the beginning of the model run.

The model is organized into the following sectors representing the major pro-

cesses affecting land-cover change: demography, household economics (finances

and prices), land-use decision making, labor allocation, and institutions. Figure

8.2 shows a conceptual diagram describing how the main model components are

related in the model structure. The interactions between each of these sectors result

in specific land management decisions that affect the land-cover sector where the

land-cover composition of the parcel is tracked. These land-cover decisions result

in clearing of forest land, fallowing of agricultural land, and the transition from

one type of agricultural production to another. These land-cover changes result in

Figure 8.2
Overview of dynamic systems model components for Altamira, Brazil.
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changes in the land-cover composition of the parcel. Land-cover class proportions

are reported for the entire parcel and thus there is no representation of the land-

cover pattern within the parcel (e.g., degree of fragmentation, number of patches).

The model assumes that biophysical parameters, such as soil fertility, topography,

and hydrography, are homogeneous within the parcel, which is a vast simplification

of the Altamira landscape. However, subsequent model runs could be performed

under scenarios of varying land suitabilities to explore the impact of land-use deci-

sions on land-cover outcomes in more complex landscapes.

The model consists of a labor allocation framework whereby landholders invest

labor and resources in specific activities to either maintain land already under one

activity (e.g., perennial crop production) or convert area in one land use to another

land use (e.g., the conversion of mature forest to annual crop production). While

there is a clear distinction between land use and land cover in Altamira (e.g., succes-

sional forests can be used for either agroforestry or nontimber forest production or

simply abandoned agricultural land), the model presented here has a one-to-one cor-

respondence between each land-use activity and a corresponding land-cover class.

The area in each land use is reported in single-year intervals, showing the land-cover

composition over time and the types and proportions of land-cover transitions that

have occurred during the model run. The model is run for an individual parcel given

initial household composition, but multiple model runs using different household

compositions can be aggregated to construct a regional-level perspective on land-

cover change. In order to more properly model a regional-scale representation of

land-cover change, various parcel characteristics affecting land use would need to

be included, such as transportation accessibility measures and soil characteristics to

represent the variable soil conditions in the Altamira study area. The performance of

the model was evaluated using land-cover classifications for the Altamira study area

derived from aerial photography from 1970, Landsat Multispectral Scanner (MSS)

satellite data from 1978, and Landsat Thematic Mapper (TM) satellite images from

1985 and 1996 (see S. McCracken et al. 1999 and chapter 9).

The land-use choices of the household through time depend primarily on the

household labor availability, the household’s ability to hire wage laborers, and the

prices of annual crops, perennial crops, and cattle. Adjusting model parameters

allows the results of various scenarios to be compared, such as high- vs. low-

human-fertility scenarios or changes in relative prices between crops and cattle.

Dynamic systems modeling software allows for the construction of graphical user

interfaces (GUIs) that can be employed to rapidly rerun models with new param-

eters for varying scenarios (e.g., low fertility, high fertility). Figure 8.3 presents the
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GUI for the demography component of the Altamira model. Land-cover composi-

tion over time can be observed for each of these model runs indicating the land

uses conducted at each time point and, specifically, the ability of forest regrowth to

keep pace with the degree of forest clearing for various agricultural activities.

Using a crude birth rate (CBR) of 40 (per 1000 total population), mature forest

declines from 100 percent to zero percent in approximately forty-five to fifty years.

Figure 8.4 shows the land-cover class compositions through a 100-year model run

for a representative parcel in the high-fertility scenario with a low price for perenni-

als and a moderate price for pasture. With a CBR of 11–16, which is more common

in developed countries, 25 percent mature forest remains after sixty years for most

model runs (figure 8.5), presumably as a result of the lack of labor available for the

relatively high labor cost activity of clearing mature forest. Table 8.1 shows land-

cover composition of the parcel for years zero through 50 in tabular form. The

area of land under production (annuals, perennials, pasture) is greater under the

high-fertility scenarios than in the low-fertility scenarios. It should be noted that

the results of individual model runs vary. Some parcels in the high-fertility scenario

actually exhibit low fertility due to the probabilistic nature of birth events in the

model. However, the different scenarios can be compared by performing large sets

of runs for the different scenarios, where individual model runs represent one parcel

under a specific scenario. A comparison of the aggregate of these model runs shows
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Figure 8.4
Dynamic systems model of Altamira, Brazil. Results for high-fertility scenario.
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Figure 8.5
Dynamic systems model of Altamira, Brazil. Results for low-fertility scenario.

Table 8.1
Land-Cover Composition for Low-Fertility Model, Years 0–50

Percentage of Parcel in Land-Cover Class

Years
Secondary
Succession Pasture Perennials Mature Annuals

0 0 0 0 100 0

5 0.27 0 1.8 96.83 1.1

10 1.52 0 5.78 90.39 2.31

15 7 0 8.5 79.63 4.88

20 14.63 0 10.03 66.06 9.28

25 37.69 6.16 0 54.14 2

30 46.69 5.12 0.22 47.12 0.84

35 48.54 5.69 0 45.09 0.69

40 49.66 6.51 0 41.82 2

45 52.27 11.8 0 34.35 1.57

50 51.73 15.87 0 29.27 3.13
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a more rapid rate of deforestation under the high-fertility scenario compared to the

low-fertility scenario.

What is critical to questions of biodiversity and carbon sequestration is the rate

of deforestation occurring in the Brazilian Amazon, and the dynamics of forest

regrowth. Figures 8.4 and 8.5 display the proportion of forest in different stages of

regrowth in both fertility scenarios, showing that there is a gradual decline in ma-

ture forest and a gradual increase in the amount of forest in different successional

stages. The rate of these land-cover changes and the proportion at different time

points varies as a function of a variety of social, biophysical, and institutional fac-

tors, but the model does represent the mosaic of patches of forest at different stages

of regrowth that follows settlement.

While this model attempts to construct a simplified model of land-use activities,

the utility of this model as a predictive tool is understandably limited, particularly

for long periods. At each time step, there is a probability that the model will misrep-

resent the actual behavior of that single household. Thus, as the model attempts to

make predictions farther and farther into the future, the likelihood that the model

represents the true land-cover composition of an individual parcel declines. How-

ever, this is not seen as a drawback to this method of research or to land-cover

change modeling in general.

While the long-term predictive power for simulating a single specific household in

Altamira is limited in this model, we believe that collectively the set of model runs is

a very powerful tool that can be used to observe some interactions that affect land-

cover change in the region. The utility of the model can be found in understanding

the importance of different factors contributing to land-cover change more than as

a tool to predict future land-cover composition. Additionally, it is not possible to

foresee shocks to the system that may dramatically affect the interactions between

sectors, such as natural disasters, changes in technology, and introduction of new

crops or cultivars. Nevertheless, the model does represent a reasonable simulation

of the process of land-use/land-cover change in Altamira. More recent research on

the Altamira project includes the development of an ABM of land-cover change for

this area (Lim et al. 2002).

Agent-Based Modeling

ABMs have their foundations in abstract representations of spatial interactions, usu-

ally based on a regular gridded spatial structure (D. Parker et al. 2003). The ability

to explore these spatial interactions lends itself to the application to land-use/land-

cover systems due to the prominence of spatial interactions such as spatial exter-
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nalities and information diffusion in landscapes. In the land-use/land-cover change

modeling community, there is growing interest in the application of ABMs or multi-

agent systems models to the study of land-use/land-cover change phenomena (e.g.,

Gimblett 2001; Janssen 2002; D. Parker et al. 2002, 2003; Verburg et al. in press).

An agent-based model of land-use/land-cover change (ABM/LUCC) consists of

two key components. The first component is a cellular model that represents the

landscape under study. The second component is an ABM that represents human

decision making and interactions. An ABM consists of definitions of autonomous

decision-making entities (agents), an environment through which agents interact,

and a set of rules defining the relationship between agents and their environment

and the sequencing of actions. Autonomous agents contain a set of rules that

translate both internal and external information into updated states, decisions, or

actions. In the context of an ABM/LUCC, an agent representing a land manager

may combine individual knowledge and values with information on soil quality

and topography (the biophysical landscape environment) and the land manage-

ment choices of neighbors (the spatial social environment) to calculate a land-use

decision.

ABMs have employed a range of models of human decision making, from the

fully rational Homo economicus to simple heuristics. For ABM/LUCC models, the

shared landscape, land markets, social networks, and resource management institu-

tions may provide other important environments through which agent interactions

occur. A detailed discussion of the components of an ABM/LUCC model, alterna-

tive models of human decision making, and further issues related to the develop-

ment of these models are discussed in detail in D. Parker et al. 2003.

Abstract Agent-Based Models

A variety of examples of ABMs are being used to represent specific, stylized pro-

cesses to examine alternative processes that may lead to emergent phenomena.

Janssen and Ostrom (in press) use an ABM to examine the conditions under which

a community of users of a common-pool resource may implement a rule to manage

that resource. In their model, development of trust between agents plays a key role

in determining whether or not the rule is implemented and enforced following im-

plementation. In contrast to previous research, they find that agent heterogeneity

need not be a barrier to successful implementation of the management rule, pro-

vided mutual trust evolves among the agents. Ongoing work by Center for the Study

of Institutions, Population, and Environmental Change (CIPEC) colleagues Janssen

and Ahn focuses on the testing of behavioral models, including learning models, on
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data from linear public-good experiments to develop a theoretically based, empiri-

cally tested ABM model for common-pool resource experiments. Hoffmann (2002;

see also Hoffmann et al. 2002) uses an ABM environment to explore the evolution

of norms. At a general level, his model demonstrates how autonomous agents can

end up following the same rules of behavior in the absence of a central authority

and explicit communication. In particular, he examines the role of ‘‘norm entrepre-

neurs’’ in norm emergence. He finds that while norm entrepreneurs are not always

necessary for norm emergence, their effectiveness may depend on the complexity of

the agent’s environment.

The range of agent-based modeling activities demonstrates that ABMs can be

applied to a spectrum of questions, from theoretical to empirical (D. Parker et al.

2002, 2003). Further, efforts at one end of the spectrum may effectively inform

development of models at the other end. In other words, a range of ABMs with

varying degrees of abstraction can be used as a suite of models to examine a system

from more than one perspective. Likewise, agent-based modeling can complement

other modeling techniques, such as interactive human experiments and statistical

analyses.

An Agent-Based Model of Land-Cover Change in South-Central Indiana

Typical of much of the eastern United States, south-central Indiana experienced

massive deforestation during the second half of the nineteenth century, followed

by a period of gradual reforestation beginning in the early twentieth century and

extending to the present day. However, while net reforestation has occurred, pat-

terns of land-use change have been heterogeneous, with agricultural abandonment

contributing to reforestation in some regions, and urban growth pressure contrib-

uting to deforestation in others (Munroe and York 2003). Heterogeneity among both

biophysical (topography and soil quality) and socioeconomic (demographic and re-

gional economic growth) factors appears to play an important role in observed pat-

terns of deforestation and reforestation.

These heterogeneities suggest that modeling each agent identically would miss im-

portant dynamics of land management decisions and the spatial outcomes of those

decisions. First, substantial heterogeneity exists among local decision makers with

respect to goals, attitudes, and socioeconomic characteristics (Koontz 2001). Sec-

ond, the biophysical environment is also heterogeneous, and this biophysical het-

erogeneity substantially impacts the potential success of particular land uses. The

spatial distributions of social and biophysical factors are distinct and overlapping,

creating a potentially diverse spatial mosaic of outcomes as differing decision-
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making strategies are applied across a varying landscape. Further, spatial inter-

dependencies, such as diffusion of information about timber prices and soil erosion,

may have a substantial influence on household decision making and subsequent

impacts on landscape pattern. This complex combination of heterogeneity and spa-

tial dependencies can be prohibitively difficult to represent using some modeling

approaches. However, ABMs can successfully represent these relationships. The fol-

lowing paragraphs describe the research context of this agent-based modeling appli-

cation and the modeling strategies employed to explore this system.

Much of south-central Indiana is characterized by nonglaciated, steeply sloped

land of marginal quality for agricultural production. Subsequent to European set-

tlement, these lands were quickly degraded, and for the most part, agricultural pro-

duction has been abandoned as the region has become integrated with national

markets. The region does produce high-quality hardwood timber, and nonindustrial

private forestry remains an important economic activity. Land use in the region cur-

rently consists of a mix of urban/residential, agriculture, and forest land. Few full-

time farmers remain, although many landowners practice both part-time farming

and forestry. The region has experienced substantial urban growth pressure in re-

cent years, and conversion of open land into both high- and low-density residential

land use has been substantial. The ABM described here focuses solely on the rural

landowner and therefore it treats demand for high-density residential conversion as

exogenous.

As is the case in the development of any model, a tradeoff must be made between

the benefits of abstraction and those of realistic representation of the system being

modeled. In the case of an interdisciplinary model, this challenge is magnified due

to the potentially high level of detail contributed by representatives of each disci-

pline. The main argument for abstraction is one of transparency. Given a relatively

stripped-down model, important causal mechanisms operating within the model

may be more easily identified. However, historically, the majority of ABMs have

lacked a strong empirical foundation. The model presented here draws on a rich

foundation of empirical sources, including historical documents, discussions with

local experts, survey data, and existing academic literature.

An important point of debate during project planning has been a strategy for

model validation. This debate has been shaped by both competing philosophies of

modeling and by anticipated data availability. The research group concluded that

simple, heuristic ABMs that illustrate general trends and more detailed, empirically

grounded models that produce detailed landscape outcomes are potentially useful.

At the same time, it is apparent that data availability and quality are relatively
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sparse for the early frontier times and rich for the recent past. A prototype model

was designed to qualitatively replicate temporal patterns of deforestation in the

history of settlement of southern Indiana from the mid-nineteenth century to the

present. Another model focuses on the period from 1939 to 1998. These foci imply

different criteria for model validation for the two models.

The prototype version of this modeling effort was developed in Cþþ and is

described in Hoffmann et al. (2002). The broad goal of the modeling effort is to

build an ABM of rural landowner decision making from which both deforestation

and reforestation emerge. In principle, the ideal model includes agent-agent, agent-

economy, agent-political, and agent-environment interactions. As a first step, the

prototype model focuses on agent-environment interactions and, in particular, on

the influence of several economic and biophysical factors on the paths of deforesta-

tion and reforestation. The model demonstrates the sensitivity of this path to prices,

tax rates, and slope. Two models of human decision making are employed. A vari-

ant of a fully rational economic agent calculates a utility-maximizing portfolio of

land uses, and then implements changes in his or her current land use that move

toward the economically optimal allocation. A boundedly rational agent calculates

utility levels gained from each land use in the previous time period, and strives to

increase those activities that previously resulted in increased utility levels. Each

agent chooses among possible land uses: farming, fallow, forest regrowth, and tim-

ber harvesting. The utility of each is influenced by market prices; tax and subsidy

rates; the agent’s wealth, education, and risk preferences; variability in market prices

and subsidies; and the productivity of the land. Land productivity is influenced by

exogenous and endogenous biophysical factors, including slope and the duration of

the land in either farming or fallow. Each agent owns a specified number of cells for

the duration of the model, and there is no land market by which agents can move or

acquire land within the study area.

A sensitivity analysis has been performed to explore whether the model produces

simulated agents whose behavior qualitatively matches the historical agents under

study. Sensitivity analysis demonstrates that agents react as expected to variations

in price levels, price variance, slope, and diminishing marginal productivity due to

continuously farming the same cells. The model also demonstrates temporal macro-

patterns that qualitatively match empirical patterns, as massive deforestation fol-

lowed by slow reforestation occurs.

This general model framework has been extended to a new code set in Matlab

that is built upon a richer foundation of empirical data to inform the model (Evans

and Kelley 2004; Kelley and Evans under review). This model also uses households
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as agents that are associated with specific landscape partitions through land owner-

ship boundaries. The land ownership parcels are aggregates of contiguous cells

defining the spatial objects which can be manipulated by landowner agents. The ba-

sic decision-making process in the model defines landowner agents in terms of their

preference parameters associated with the following land uses as defined by a labor

allocation decision: pasture, forest, agricultural row crop, off-farm labor, and aes-

thetics. A last parameter used for calibrating the model is a spatial externality pa-

rameter that is an indicator of the spatial homogeneity of the landscape. A low

value for this measure indicates a parcel with a very fragmented landscape with

many discrete patches. A high value for this parameter indicates a highly homoge-

neous landscape with few small patches. This parameter is implemented in the

model using a neighborhood function that affects where land-cover change transi-

tions occur. This entire parameter set is fit for each agent/parcel to a time series of

data representing land cover at the following time points: 1939, 1958, 1967, 1975,

1980, 1987, 1993, and 1998. The model is run iteratively, refitting each parameter

to produce new model output and matching these modeled landscapes to the

observed data using a percent forest landscape metric and a total landscape edge

metric. Because different land-cover change outcomes are observed on different

parcels, this modeling approach produces agents with heterogeneous parameter dis-

tributions representing the variability in landowner decision making (Evans and

Kelley 2004).

An important aspect of this research is exploring the scale dependence of the

models. This model has been run at cell resolutions from 60, 90, 120, 150, 240,

300, and 480 m. The results of these modeling runs indicate that the parameter dis-

tributions vary as a function of spatial resolution. In other words, the distribution of

agent types varies depending on the resolution of the model run.

Both landscape composition and landscape pattern are important indicators of

landscape function and have been found to be effective metrics for evaluating the

correspondence between model landscapes and observed data (Hoffman et al.

2002; D. Parker and Meretsky 2004; Evans and Kelley 2004; Kelley and Evans

under review). The overall performance of the model is evaluated based on compar-

isons of a series of landscape metrics representing both composition and pattern.

However, agreement between generated and empirically observed patterns may

not necessarily imply that the model correctly reflects spatial processes present in a

real-world landscape. Therefore, one important role for ABM/LUCC models is to

formally link process to pattern though development of stylized theoretical models.

Ongoing work uses a stylized theoretical ABM to examine the influence of spatial
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externalities, transportation costs, and endogenous distribution of land use on land-

scape pattern (D. Parker 1999; D. Parker and Meretsky 2002, 2004; D. Parker and

Najlis 2003). This model has been used to demonstrate the possible emergence of

inefficient patterns of production due to spatial externalities. It also has been used

to formally map the relationship between model parameters and landscape metrics

and to explore the possible nonlinear relationships that result.

Statistical Models

Statistical analysis has a number of advantages over other modeling approaches. In

particular, statistical models can be used to derive strong, quantitative measures of

the relationships among a set of variables, and to rank the relative influence of each.

In addition, rigorous tests can be undertaken to falsify hypotheses. However, statis-

tical approaches are less useful in cases where there are nonlinearities, path depen-

dency, and other complex, emergent properties. Also, statistical analysis generally

cannot assign causality, but rather only covariance. Finally, the data needed to de-

velop a fully specified statistical framework may be unavailable or available only at

levels of aggregation that would be unacceptable for inferring individual behavior.

Thus, statistics are most helpful as one analytical approach to complement other

empirical analyses. This section addresses the development of spatially explicit sta-

tistical models and their use in land-use/land-cover change modeling. Relevant issues

include the extent of theoretical links with social sciences, institutional settings, and

the appropriate scale of analysis.

A significant impediment to the development and advancement of statistical

models of land-use/land-cover change is the issue of spatial complexity. Most con-

ventional statistical techniques assume stationarity, or independence, in the distribu-

tion of a variable across space. In reality, many environmental and social variables

related to land-use/land-cover change (including topography, soil, land cover, popu-

lation) can exhibit significant spatial autocorrelation (Anselin 2001). In recent years,

researchers have employed various techniques to correct for or filter spatial auto-

correlation (for some examples of studies, see Mertens and Lambin 2000; G. Nelson

et al. 2001; Munroe et al. 2002; Overmars et al. 2003).

Statistical Models for Land-Cover Change Analysis Irwin and Geoghegan (2001)

argue that statistical land-use/land-cover change models provide a clear opportunity

to link spatial and social science in a rigorous, quantitative manner. Most research-

ers break up the determinants of land use into two broad categories: proximate and

ultimate driving forces. At a regional or landscape level, causal mechanisms include
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broader economic forces (price policies, wage trends) and intersectoral linkages,

such as factor markets and trade (Coxhead et al. 2001; E. Moran et al. in press).

At this landscape scale, one can answer questions appropriate to this level of analy-

sis, such as, Does infrastructure development cause deforestation? Do markets cause

deforestation? Can topography mitigate the impact of broader policies? (Munroe

et al. 2002) Certain factors have been empirically observed to be related to land-

use change; such as population density, infrastructure, and land tenure.

There is a clear link between land-cover change and underlying land uses. To

explain land-cover change, particularly tropical deforestation, one must consider

the proximate or immediate determinants of land use (B. Turner et al. 1995). Such

factors include population size or density, technology, level of affluence, political

structures, economic factors such as systems of exchange or ownership, and atti-

tudes and values. Thus, land-cover change is in great part the realization of chang-

ing patterns in land use.

Two basic approaches to using statistical models in particular are consistent with

the goals of human-environment research applications. The first is to link land cover

with land use by modeling land cover, or land-cover changes, as a function of land

use. This methodology has been used in household studies in Indiana (Koontz 2001)

and Mesoamerica (Munroe et al. 2002). The most influential example of such a

model was a study conducted by Chomitz and Gray (1996), which developed a la-

tent variable model of land rent. The spatially explicit pattern of land cover is

assumed to be a function of land-use incentives across the study region. One does

not explicitly observe land rent, but it is assumed that relative returns to land use

driven by infrastructure, topography, and land tenure variations (G. Nelson et al.

2001) generate, in equilibrium, a particular, spatially explicit pattern of land cover.

Second, statistical analysis can be a useful technique in an integrated, multiscale

approach. Land-use change is a fundamentally local process, but it is nested in a

structure of hierarchical decision making (E. Moran et al. in press). Statistical

approaches can be a useful analytical link between regional-scale changes and the

local (household) drivers of these changes. For example, a simple, spatially explicit

regional model may posit land-cover change as a function of topography, infrastruc-

ture (e.g., roads), and institutional variation (e.g., national park and local adminis-

trative boundaries) (Munroe et al. 2002). The explained variation by these factors

can illuminate the degree to which land-cover change is influenced by the enabling

environment. Then, one can investigate on the ground regions where the statistical

model explains less of the variation in observed land cover (i.e., by mapping regres-

sion residuals) to uncover more causal mechanisms at a household level that are not
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explained by the above factors. Regional statistical models also can serve as a bridge

between local and national changes. For example, changes in policy can be built into

the statistical model. G. Nelson et al. (2001) looked at the impact of road improve-

ments on local land use. In this manner, the impact of reduced transportation costs

on land-cover change in western Honduras was simulated (Munroe et al. 2002).

Statistical Analyses of Land-Use Change and Forest Cover in Indiana To identify

the relevant factors associated with change in forested area, one can begin with a

model of the returns to various other land uses (e.g., agriculture, urban) to estimate

the opportunity cost of forest land. Ideally, one would be able to match changes in

forest area to individual decision making, but due to data restrictions, this undertak-

ing may be impossible, particularly over any significant period of time. Instead, in

the forestry and agricultural economics literature, many models have been con-

structed at a county level, postulating that the observed changes in land use at the

county level are the sum of individual landowner decisions.

Landowners choose an appropriate land use based on a variety of factors, includ-

ing the profitability of that use (based on input and output prices) and individual

preferences (considering factors such as the aesthetic value of forests). The ultimate

usefulness of these aggregate models depends strongly on the empirical application

and the relevant questions addressed by the research. Prior empirical examples in-

clude the prediction of future forest area (Mauldin et al. 1999; Ahn et al. 2000);

the allocation of land to forestry over time, including timber and nontimber benefits

(Parks and Murray 1994); estimating the amount and cost of carbon sequestration

(Plantinga et al. 1999); and measuring the impact of agricultural land use on soil

erosion (D. Miller and Plantinga 1999). Analysis in Indiana (Munroe and York

2003) builds on the above latent models of unobserved net benefits to land use,

where the observed share of land uses at the county level is the sum of individual

landowner decisions.

Though the coarse scale of the statistical analysis in Indiana was originally seen as

a limitation, county-level analyses yielded the opportunity to consider driving fac-

tors of land-use change at a more regional level. Specifically, the hypothesis was

tested that tradeoffs between forest and agriculture were likely to be a function of

agricultural suitability, whereas tradeoffs between forest and urban land were more

complex. Counties with better soil and flatter slopes were expected to have a greater

share of agricultural land relative to forest. For urban land use, on the other hand,

regional variations in employment and the value of land and the variation of resi-
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dential land values were important in explaining variations in the extent of forest

area (Munroe and York 2003).

A set of nested models was developed to examine the variation in land-use shares

at the county level as a function of known or hypothesized drivers of land-use rent,

or profitability; variables were iteratively added to the model until no further ex-

planatory power was gained. Selected results are presented in table 8.2. The study

area covers forty southern Indiana counties in the Knobs, Lower Wabash, and Up-

land Flats units of the U.S. Forest Service, from 1967 to 1998.

Two regression equations—the ratio of agricultural land to forest area and the

ratio of urban/developed land to forest area—were used to exhaustively represent

land-use categories at the county level. These land-use ratios were regressed on key

determinants of land-use profitability: forest and agricultural rent, measures of land

quality, and drivers of urban land demand. Forest rent was modeled as the net pres-

ent value of an infinite series of timber rotations, which are determined by stumpage

prices and yield by species. Agricultural rent is determined by the net present value

of a perpetual stream of annual crop and livestock revenues. Urban land use

is defined as nonagricultural or nonforest use, including both industrial uses and res-

idential purposes. The value of the urban land is reflected in direct competition to

Table 8.2
Selected Results for Econometric Analysis of Share of Agriculture-Forest and Urban-Forest
Ratios of Land Use in Forty Southern Indiana Counties, 1967–1998

Agriculture-Forest Urban-Forest

Variable Coeff. SE Coeff. SE

Constant �0.5504 �0.440

Forest rent 0.0001 �0.002 0.0044 �0.004

Forest renta slope 0.0033 �0.017 �0.0263 �0.027

LCC 1 & 2 0.0031 �0.003

Farm profits 0.6647 �0.476 1.3700 �0.966

Crop revenue �1.1398 �0.866 2.5829b �1.191

Population density 0.0005 �0.001 0.0016c 0.000

Median house value 0.0000 0.000

Variance in house value �0.0323a �0.020

LQ Tertiary/higher sector �0.7570 �0.501

LCC, land-capability class; LQ, location quotient. Source: NRCS 2001.
aSignificant at 90% level.
bSignificant at 95% level.
c Significant at 99% level.
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the other land uses, and was proxied by population density, median housing value

and the variance in that value at the county level, and the percentage of employment

in nonextractive sectors of the economy relative to the U.S. average (as measured by

the location quotient, or LQ).

Panel techniques were used to account for structural differences among individual

observations. We found that a fixed-effect formulation was best for the agriculture-

forest share, whereas a random-effects formulation was most appropriate for mod-

eling the tradeoff between urban and forest land. The interpretation of each model is

that for the ratio of agriculture to forest, county-specific differences explain much of

the variation across individuals, but for urban-forest changes, county-specific varia-

tions play out differently over time.

The profitability of forest land, as determined by the revenue streams defined

above, was not a good predictor of the share of private forest at the county level.

Instead, the drivers of agricultural profitability (farm profits, and crop revenues in

the case of the urban-forest share) and urban land rent (population density and me-

dian housing value) were inversely related to the share of forest land. The forest rent

variable was not significant in any of the models. This finding is contrary to applica-

tions of this model in other regions (e.g., see Ahn et al. 2000; Mauldin et al. 1999).

One possible explanation for this difference is that nontimber forest land benefits

are more important than timber profitability for nonindustrial private forest land-

owners, especially for the relatively small parcels common in Indiana.

Median house value was significant and positive, but mediated by variance in

housing values. Thus, those areas with a higher median house value had higher

shares of agriculture relative to forest, except for areas where the variance in hous-

ing values was quite substantial. The LQ variable was not significant, but its inclu-

sion pulled down the magnitude of the housing value variable, indicating that areas

with a greater concentration of tertiary and higher sectoral employment have less

agricultural land. This finding indicates that areas with wealthier individuals and

higher residential land values have a higher share of urban land use. We believe

that increased urbanization and rural residential land conversion in southern Indi-

ana is linked to changes in the regional labor market; namely, tertiary and quater-

nary sector job growth increases, and the effect of relatively wealthier individuals

moving into rural areas.

Public policy suggests that the greatest threat to nonindustrial private forest land

use in Indiana is residential land conversion. Our findings suggest that there is a

complex interplay between the opportunity costs of agricultural and forest land in

the face of increasing urbanization. Though declining farm profits may lead to resi-
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dential conversion, this impact also is coupled with a decrease in forest cover. The

insignificance of the forest rent may indicate that net benefits to forestry are under-

valued relative to other uses. This finding suggests that one policy objective may be

to protect forests on and around formerly agricultural land that becomes residential

to minimize the impact of agricultural abandonment on forests.

Discussion: Complementing Empirical Analysis with Modeling

Each of these modeling methods is suited to different types of applications and data.

And it should be noted that there are, of course, other modeling methods beyond

those discussed in this chapter. For example, behavioral models and cellular autom-

ata models also have been used to explore land-cover change dynamics, but funda-

mentally, each modeling method has specific advantages and disadvantages. The

dynamic systems model presented here for Altamira, Brazil, is nonspatial and thus

does not allow complex spatial interactions to be incorporated into the model de-

sign and interpretation of results. However, there are ongoing efforts to integrate

spatial interactions into dynamic models (e.g., Costanza and Voinov 2004; the

FLORES model [http://simulistics.com/projects/flores/index.htm]).

Potential complementarities do exist between the three modeling approaches

described here and other modeling approaches used elsewhere. Dynamic simulation

models can be used to examine macroscale trends in coupled human and natural

systems. Also, a dynamic simulation model of a household, such as the one pre-

sented here or the one described by Carpentier et al. (2000), could be used to de-

velop an agent-based representation of a particular household. This approach has

been taken by Berger (2001), who embeds a mathematical programming agricul-

tural decision module into a multiagent system. Successful development of both

dynamic and agent-based models requires an understanding of drivers of land-use/

land-cover change at multiple scales. Statistical models can be used to develop this

understanding and potentially can be used to estimate key parameters for dynamic

or agent-based models. Finally, since many ABMs are stochastic, analysis of multi-

ple model runs is required to draw general conclusions regarding model behavior.

Statistical tools are essential for conducting this analysis. Thus, while data availabil-

ity may dictate the use of one model over another in a particular case study, we wish

to stress our conviction that alternative models should be viewed not as competitors,

but as complements.

The modeling community is diverse and evolves quickly. New tools are rapidly

developed that facilitate the modeling of certain dynamics and processes. However,
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because of the specifics of individual research locations, some models are designed

for one location. This complicates the process of applying models to new areas, as

well as the ease with which modelers can learn from the developments of their col-

leagues. The open-source approach is one means to address these obstacles (Schweik

and Grove 2000). Broadly speaking, open-source models involve the publication

of a model source code that is made available for use by other researchers. When

modelers use a model code developed by another researcher, they are required to

make any contributions or improvements to the original code available to the

research community. Various web-based initiatives exist to facilitate these kinds of

open-source projects such as SourceForge.net (http://sourceforge.net) and the Open

Research System (http://www.open-research.org; see also Schweik 2001). While

the publication of source code is not new to models of land-cover change, these

community-based systems for sharing code are relatively recent developments and

are well positioned to energize the development of open-source modeling proj-

ects. Two examples of current open-source modeling projects are the UrbanSim

model (http://www.urbansim.org/) and the SLUDGE model (http://www.csiss.org/

resources/maslucc/details.php?ID=20).

Many of these model objectives directly complement empirical data analysis and

more traditional land-cover change analysis (see figure 8.1). In particular, models

can be used to identify key factors that may be missing from an empirically based

dataset, yet are important to the function of a system. For example, a number of

researchers have used longitudinal survey data integrated with remotely sensed sat-

ellite images to explore the relationship between social factors such as population

growth, institutions, and agricultural production to land-cover change. For these

studies the success of the research is heavily reliant on the content covered by the

questions included in the survey instrument. The omission of a key component,

such as the impact of community-level institutions on land management, can se-

verely hinder the final analysis of the system. Familiarity with the study area and

survey pretests can be used to identify some of these key components, yet it is often

not possible to predict the importance of any one given factor until after a survey

has been conducted and the results analyzed. Researchers face difficult choices in

trying to balance the need for a comprehensive survey with a desire to minimize

the respondent burden for a particular survey instrument.

Conclusion

Modeling is an effective tool for researchers of land-cover change processes to ex-

plore the relationships between components of complex human-environment sys-

212 T. P. Evans, D. K. Munroe, and D. C. Parker



tems. While it can be argued that the most valuable models are those that are sup-

ported by robust datasets for model validation, there are other advantages to incor-

porating modeling into a research design beyond the development of a strictly

validated model. The process of model development itself often leads to insights

into the dynamics of land-cover change systems that may not have been apparent

through empirical data analysis. Land-cover change models also can be used very

effectively as a research tool to complement empirical data analysis. Even simple

models can help generate hypotheses for the function of different drivers of land-

cover change. Models also can be used to guide subsequent data collection efforts

by suggesting content for survey instruments, field data forms, or new data collec-

tion efforts altogether (e.g., soil samples or climate data).

Modelers have a choice of different modeling approaches, each with specific

advantages or disadvantages compared to other approaches. Limitations include

those related to structure, scale, dynamics, and validation. The choice of modeling

method should rely on a targeted set of research questions at the core of the re-

search. In other words, the modeling method selected should be chosen based on

the specific research questions that are to be explored. No single modeling frame-

work is appropriate for all circumstances, and models should be developed in the

context of the unique dynamics present in the study area in question. Likewise, it

can be very effective to construct several models using diverse approaches and then

compare the results from each model. The application of multiple modeling methods

whose strengths complement each other can provide a rich context for analyzing a

diverse array of processes in complex systems. This alleviates some of the pressure

to select the ideal modeling approach. It is likely that insights can be gained from a

variety of modeling approaches, particularly when applied in a research design lev-

eraging data and results from traditional empirical methods.

Note

1. The agent-based work described in this chapter is the result of contributions from past and
present members of the CIPEC modeling/biocomplexity team, including Jerome Busemeyer,
Laura Carlson, Peter Deadman, Shanon Donnelly, Matthew Hoffmann, Hugh Kelley, Vicky
Meretsky, Emilio Moran, Tun Myint, Robert Najlis, Elinor Ostrom, David Reeths, Jörg Rie-
skamp, James Walker, and Abigail York.
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IV
Comparison: Generalizing from Case Studies





Comparative analyses represent an integral aspect of the study of human dimensions

of global environmental change. While individual case studies can provide detailed

information about interrelationships between human activities and environmental

processes, comparative work allows researchers to test whether interrelationships

and patterns found in one site reoccur across space and through time in multiple

sites. Such research allows the identification of common patterns and processes and

permits the testing of theories and hypotheses regarding forest change as well as the

evaluation of policy.

Part IV presents five chapters that take a comparative approach to addressing

the interrelationships between human dimensions, ecological/biophysical conditions,

and processes of land-cover transformation. Four of the chapters focus on forest-

cover change, while the fifth chapter (chapter 13) looks at trajectories of agricultural

change. All of the chapters recognize, however, interrelationships between agricul-

tural practices and forest cover. Agriculture may clear forests, imitate forests (agro-

forestry), or permit afforestation or regrowth (tree planting or field abandonment).

The chapters underscore the benefits of using comparable methods of data collection

and analysis. At the same time, the studies do not shrink from the challenges of

comparative research.

Since each chapter focuses on a differing set of research questions relevant to the

human dimensions of global change, a variety of specific approaches is presented.

All of the studies except chapter 13 incorporate remote sensing and geographic in-

formation systems (GIS) in conjunction with field data to examine the interrelation-

ships between human activities and land-cover/land-use change, particularly forest

transformations. These chapters reflect comparable methods for processing remotely

sensed data and collecting field data; they consistently emphasize that microlevel

data and ground-truthing are necessary to interpret and contextualize remotely

sensed data. By contrast, chapter 13 presents a meta-analysis based on secondary

data sources in order to attain a larger sample size and analyze agricultural change

across continents and through time.

In chapter 9, Eduardo Brondı́zio discusses the need for intraregional analysis

in human dimensions research. Focusing on the Amazon basin, he presents three

contrasting cases to illustrate that within any given region, there is likely to be a di-

versity of environmental, historical, and economic factors that mitigate against easy

generalizations. Methods of remote sensing provide a fundamental means to depict

regional land use, yet local-level details show a more complex set of relationships

than remotely sensed data alone can assess. For example, the study cases reveal

(1) that groups with similar cultures and economic activities may have different



land-cover patterns; (2) that important differences in community-level land-use sys-

tems may exist, even across short distances, but such contrasts tend to be obscured

in regional-level analyses (illustrating scale dependency in process-pattern linkages);

(3) that changes in production systems through time might not be readily apparent

with remotely sensed data; and (4) that deforestation trajectories vary at the house-

hold level with respect to period effects (such as variations in credit policy, inflation

rates, and development programs), cohort effects, household age, and soil fertility.

Brondı́zio argues that intraregional analysis provides a means to recognize the com-

plexity of local circumstances that might otherwise confound regional research

efforts. It also offers a means to identify consistently important variables in forest

change, such as forms of access, land resource value, and human assets.

Catherine Tucker and Jane Southworth examine in chapter 10 contrasting pat-

terns of forest-cover change in two sites with comparable forests in Guatemala and

Honduras. Despite the relatively similar biophysical contexts and histories in which

forest dominated the landscape, the two sites have markedly different deforestation

histories. Analyses of remotely sensed data show that the Guatemalan site presents

much less area in forest than the Honduran site; the contrast relates to different

settlement histories, infrastructural constraints, and political-economic contexts.

Drawing on extensive fieldwork data, the analysis focuses on the biophysical, insti-

tutional, and political-economic dimensions that contribute to highly dynamic pat-

terns of forest change. Local and national institutions influence forest exploitation

in these sites, and have periodically played important roles in constraining forest-

cover change. Yet the institutional arrangements have shown recurrent weaknesses

to enforce conservation principles when pressured by economic and political incen-

tives for forest clearing. The results reveal that in these cases, deforestation is neither

inevitable nor constant, but change processes may include periods of forest regrowth

linked to economic and historical conditions. Such dynamism—in both forest

change and institutions—rarely has been acknowledged in the literature on defores-

tation, yet it is likely to exist in other sites, and carries implications for policy design

and implementation.

Chapter 11 by Dengsheng Lu, Emilio Moran, Paul Mausel, and Eduardo Brondı́-

zio presents a comparative study of biomass growth in three locations in the Ama-

zon. Biomass change has critical implications for global climate change, since it

speaks to carbon sequestration and net carbon emissions debates. Remote sensing

offers a means to estimate biomass more efficiently than methods dependent on field

measurements, yet tropical moist forests present difficulties for remote sensing of

biomass due to their high species richness and complex stand structure. The authors
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test texture analysis as part of a suite of measures to estimate aboveground biomass

and as a means to account for some of the complexity that characterizes the Ama-

zon. The research acknowledges the relationships between biomass regrowth, land-

use histories, and soil fertility. The histories of human occupation and prior land-use

systems, in conjunction with site-specific biophysical characteristics, prove to be

critical elements for the processes of biomass change. The results indicate that the

accuracy of texture analysis relates to the nature of the vegetation structure and

composition. The technique proves useful for estimating biomass change and there-

by achieving a more precise understanding of land-cover changes in highly variable

forest conditions.

In chapter 12, Jon Unruh, Harini Nagendra, Glen Green, Bill McConnell, and

Nathan Vogt discuss research questions, challenges, and initial findings emerging

from comparative research in Africa and Asia. While much of our comparative re-

search focuses on the Western Hemisphere (chapters 9, 10, and 11), Africa and Asia

represent notable contrasts in many of the human dimensions variables deemed crit-

ical for understanding forest-cover change. These variables include demographic

conditions, institutional arrangements, histories of human settlement and coloniza-

tion, and political-economic processes that impinge on forest change. Research find-

ings for a site in Uganda have found a process of forest expansion on a grassland;

the observed processes involve a different set of relationships from those reported

by earlier researchers for West Africa. Such findings complement those of Brondı́zio

in the Amazon, in that similar land-cover patterns may reflect fundamentally differ-

ent sets of relationships. Further work to address complexity and refine theories of

land-cover change is underway in Nepal, where researchers have developed methods

to identify and study landscape anomalies. Particular interest has been given to iden-

tifying forest cover that exists in areas that are otherwise deforested or devoid of

forest vegetation. The research into anomalies on the landscape has found institu-

tional arrangements that protect forests. In addition to providing an overview of

preliminary findings, the chapter defines major research questions for compara-

tive research within Africa and Asia, and also points to the potential for cross-

continental comparative analyses.

In chapter 13, Bill McConnell and Eric Keys conduct a meta-analysis of agricul-

tural change in the tropics, encompassing case studies published in peer-reviewed

journals and books. Through this approach, they are able to incorporate fine-scaled

details, while including a large number of examples to achieve greater power of gen-

eralization than that obtainable with a limited number of case studies. The data col-

lection coded 108 cases, with attention to biophysical, demographic, socioeconomic,
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and institutional variables. Interestingly, few case studies reported biophysical data;

therefore analysis of the impacts of biophysical characteristics on agricultural

change could not be evaluated. The results reveal intriguing differences across

regions, but market demand and property-regime change appear frequently across

sites and regions as factors associated with agricultural transformation. McConnell

and Keys acknowledge the complexities of drawing a comparable sample from sec-

ondary sources that were not designed for comparative analysis. The lack of consis-

tent data across sites limits the strength of the analyses; it is exactly this shortcoming

that we address through the development of standardized research protocols. Yet

the need for such meta-analyses as that employed in chapter 13 remains clear. On

the one hand, they allow the inclusion of existing and historical sources that pro-

vide valuable information. On the other hand, they provide an alternative to the

constraints of time and labor associated with collecting a large, global sample

through use of a single, rigorously comparable methodology and a limited number

of researchers.

All but one of the chapters (chapter 13) address the issue of forest regrowth. In

Brazil, the growth of aboveground biomass relates to histories of land use and soil

fertility. The latter appears to be the most important factor related to biomass at the

location scale of analysis, but land-use differences explain more of the variance in

sites studied. In Uganda, field abandonment has been a component in secondary

successions on prior grasslands. Interestingly, field abandonment also has played a

role in the intervals of forest regrowth in Honduras. In Honduras and Guatemala,

periods of forest regeneration trends alternate with periods of deforestation, point-

ing to the dynamic nature of land-use change and people’s relatively rapid responses

to economic incentives and disincentives to deforest. In Nepal, a comparative analy-

sis of three management regimes found that national parks had higher levels of bio-

diversity and biomass than national forests or community forests. Yet the fieldwork

revealed that the forests transferred to communities by the government were initially

in poorer condition than the areas retained as national forests or parks. Thus the

evaluation of differing tenure regimes requires recognition of historical trends and

conditions, especially when changes in tenure regimes have occurred.

Chapters 9 through 12 indicate that the widespread focus on deforestation needs

to be complemented by analyses of forest regeneration and afforestation processes. If

the goal is to find ways to mitigate deforestation, then it is also important to identify

the circumstances in which forests endure, expand, and experience regrowth, espe-

cially when these apparently anomalous processes occur in the presence of factors

typically associated with deforestation.

220 Part IV Comparison



All of the chapters confront complexity in microlevel variation, and the concomi-

tant implications for comparative analysis within or across levels and scales of anal-

ysis. Remotely sensed data provide an invaluable tool for cross-site comparisons of

land-cover change, but also pose challenges for assessing variations in local condi-

tions that may not be apparent at the scale of data collected by remote sensors.

Therefore, fieldwork provides an integral element for interpreting and verifying

remotely sensed data; only through data collected on the ground may researchers

discover differences in histories, institutional arrangements, natural and human

resources, and interactions of actors with each other that profoundly influence

land-cover patterns and change trajectories. Chapters 9 through 12 indicate the

strength of comparative research that results from the systematic integration of

microlevel data with remotely sensed data and GIS, which facilitates the recognition

of complexity and diversity in processes and patterns of land-cover change. Chapter

13 points to a complementary method that achieves a larger sample size by incorpo-

rating existing case studies. In this approach, the larger sample size permits broader

generalizations than those resulting from the limited samples found in the other

comparative analyses. By accounting for complexity and reaching toward larger

sample sizes, our research efforts contribute to identifying the important variables

and relationships that recur across sites.

Catherine M. Tucker
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9
Intraregional Analysis of Land-Use Change in the

Amazon

Eduardo S. Brondı́zio

One of the important aspects of research on the so-called human dimensions of

global environmental change1 is the understanding of intraregional variations in

human-environment interactions.2 This contribution reaches to the core of a re-

search agenda marked by academic interdisciplinarity and policy concerns.3 On

one hand, it seeks to understand the interactions between households and commu-

nities and larger sociopolitical structures. On the other hand, it requires close atten-

tion to issues of the generalizability of models and the accuracy of data, since they

aim to represent the social and environmental realities of a region. This chapter

calls attention to the need for intraregional analysis in human-environment re-

search, particularly land-use/land-cover change (LUCC) studies taking place in the

Amazon region. Methodologically, the chapter focuses on the role of remote

sensing in depicting regional land use, particularly on the implications of different

forms of data resolution for revealing causal relationships related to environmental

change and the relevance and limitations of these findings for regional development

policy.

The popularization of the term human dimensions and LUCC research during the

1990s have brought together a diversity of theories, methods, and policy concerns

to the study of human-environment interactions (NRC 1992, 1999a). They have

emerged from the awareness of global environmental problems on one side and are

linked to changes in the circulation of information and commodities on the other,

and to the link among local, regional, and global issues (Arizpe 1996; E. Moran et

al. in press). However, the diversity of perspectives in this kind of research, while

embedded in the strength of disciplinary canons, presents challenges in terms of

both defining which aspects of local and regional phenomena are relevant to the

global environment (and vice versa) and discovering how to unite the various seg-

ments of the academic community and familiarize them with the different types and

scales of scientific evidence needed to study these processes.



Few places on Earth have been so directly affected (politically and economically)

as the Amazon region by issues relating to measurement and socioenvironmental

analyses of LUCC. The challenge of incorporating intraregional diversity while con-

sidering the Amazon basin as a unified entity is not new, but in today’s context it is

one of great political and environmental import. Theoretical, methodological, and

ideological differences underlie discrepancies in the estimation of rates of change

and determination of agents of change. Further, prognostic model-building intended

to inform policy has abounded since the region was depicted in the context of global

environmental change scenarios (e.g., see Fearnside 1984; INPE 1988–2001; Gold-

enberg 1989; Skole and Tucker 1993; Nepstad and Uhl 2000; Laurence et al. 2001;

Silveira 2001; Achard et al. 2002; Carvalho et al. 2002; Laurence and Fearnside

2002; Nepstad et al. 2002; Verissimo et al. 2002; Wood and Porro 2002).

A global perspective on environmental issues has placed regions such as the

Amazon at the forefront of international conservation efforts and provided a sense

of global entitlement to tropical forests. Directly or indirectly, this calls attention to

national policies and local attitudes toward the regional environment, including

issues of deforestation (Geores 2003). With the global environment at stake,

human-environment research informing the analysis of LUCC in the Amazon is con-

stantly faced with political and ethical considerations in defining causal relation-

ships underlying environmental change and informing policy to alter or support

particular forms of land use.

The focus on variables of global environmental relevance sometimes leads to dis-

regard of local differences on the basis of their unmanageability or irrelevance. In

this context, the main paradox of LUCC research is that the generalizations required

to obtain a global perspective encompass details that matter to local people’s liveli-

hoods. Arguably, this is an oversimplified dichotomy of scale. For an interdisciplin-

ary community such as that represented by human-environment research, however,

these are issues that result in debates over research priorities, types of methodolo-

gies, and the nature of evidence emerging from different scales and fields of inquiry:

How do local case studies inform the broader regional and global scenarios? Are

these local variables and processes relevant to the global perspective? Which vari-

ables and processes are generalizable across all levels?

Remote sensing has been the single most important tool for LUCC analysis

informing global environmental change research. In the Amazon, it provides the

necessary spatial coverage, while presenting reasonable spatial resolution and a con-

sistent dataset covering the post-1970 period, which has been characterized by high

rates of demographic and environmental change. Despite its advantages, remote-
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sensing data alone present significant limitations to accomplishing land-use assess-

ment tasks. These include limitations in temporal resolution to capture interannual

land-use changes and in spatial and spectral resolutions that would allow a distinc-

tion to be made between subtle land-cover classes that are crucial to land-use inter-

pretation (e.g., types of agriculture and agroforestry).4

In this context, remote sensing has the power to represent reality in several ways.

It is a tool that privileges particular aspects of the land cover and often reveals

the disciplinary background of its interpreters. Studying causal linkages underlying

land-use change in the region puts different groups of people at the center of atten-

tion in the eyes of policy makers. How different groups are defined, represented,

and interpreted underlie important components of future regional policies. From

advanced very high resolution radiometer (AVHRR) images of fire spots since

the 1980s, to time-series deforestation maps, to indigenous reserves surrounded by

deforestation, remote-sensing data have been an important basis for mediation

among the research community, policy makers, interest groups, and the public in

general.

Building on case studies representing diverse sociocultural and environmental

conditions, this chapter addresses some recurrent topics in the study of LUCC in

the Amazon. Case studies are organized in order of increasing complexity, from iso-

lated indigenous areas in the Rio Negro basin to riverine caboclo5 communities near

regional urban centers to colonization areas cutting across several municipalities

(via the Transamazon highway). The chapter pays attention to issues of land-cover

measurement, interpretation of land-use change, and land users as agents of change,

as seen through the eyes of social scientists using remote-sensing data. The chapter

builds a set of conceptual and empirical arguments for the importance of intrare-

gional analysis in LUCC research. It uses strategies for integrating qualitative and

quantitative evidence and illustrates their potential to overcome the methodological

limitations of land-use research that relies on remote-sensing data for regional esti-

mations of change.

The chapter is organized into three main sections. The first section is a threefold

background section that aims to support the role of intraregional analysis in LUCC

studies by discussing (1) the Amazon as a region, (2) land use as a unifying theme in

research on human-environment interaction, and (3) the use of analytical strategies

in LUCC research (driving forces and process-pattern). The second section presents

empirical evidence based on case studies. The third and concluding section addresses

the implications of LUCC research for the understanding of human dimensions of

global environmental change.
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Conceptual Considerations for Intraregional Analysis in LUCC Research in the

Amazon

Amazônia as an Organic Entity and Its Regional Complexity

During the past thirty years, development projects, rural and urban population

growth, and national and international market demands have been recognized as

key underlying factors driving human-environment change in the Amazon (e.g., see

E. Moran 1984a; Schmink and Wood 1984; Lena and Oliveira 1992; Dincao and

Silveira 1994; Browder and Godfrey 1997; Kaimowitz and Angelsen 1998; Wood

and Porro 2002). The increasing interaction among these processes has created a

complex hierarchy of factors directly related to the study of land use, for instance,

the compounding role of infrastructure, land value, land tenure arrangements, and

regional markets. Furthermore, the future of the region continues to be highly influ-

enced by macroprocesses of a geopolitical and economic nature, but now interacting

with a far more complex set of conditions created during the past thirty years. Cur-

rent examples include planned roads connecting the region to the Pacific Ocean

(and, thus, to Asian markets), to the Guianas via the Amapá route, to the Caribbean

via the Manaus-Caracas route, and to soybean export markets via the Cuiabá-

Santarém route that links central Brazil to the new harbor in Santarém (figure 9.1).

While macrolevel socioeconomic processes continue to be important, the spread

of change cannot be generalized because of the diversity of inter- and intraregional

sociocultural variations, demographic dynamics, local social history, land tenure,

economic arrangements, and environmental features of the landscape underlying

land-use change (Brondı́zio in press). In addition, development programs and mar-

ket opportunities often accentuate historical socioeconomic inequalities among

regional populations, thus creating differential benefits and incentives for local com-

munities and groups of individuals, with consequent diverse political, social, and

environmental implications. For these and other reasons, attention to intraregional

variability is and will be increasingly a premise of research aimed to represent the

Amazon as a regional entity.

Considerable debate focuses on the fate of the Amazonian forests amid new eco-

nomic development programs and the implications of the potential effects of these

programs, for example, effects on the global environment in terms of the carbon

budget. Treating the region as an entity, basinwide prognostic models of the impact

of new development have generated important, though controversial and dramatic,

scenarios for national policy discussion (Laurence et al. 2001; Silveira 2001; Car-

valho et al. 2002; Laurence and Fearnside 2002; Nepstad et al. 2002). However,
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examples of the regional dynamics of development, including successful alternatives

for frontier governance, call attention to a much more local level.

One of the most promising trends in frontier governance is the growing capacity of municipal
governments for environmental and development planning. This trend is favored by Brazil’s
decentralization of many federal and state responsibilities to municipal (municipio) govern-
ments, which receive a larger share of the federal budget than in any other Latin American
country. Through the G7 Pilot Program for Conservation of Brazilian rainforests, state and
municipal governments are working together to strengthen local institutional capacity for en-
vironmental planning and regulation, while also learning how to integrate local stakeholders
into the planning process. Although municipal governments’ capacity for effective land-use
planning and development is still highly variable, the overall trend is positive. The long-term
economic and ecological vitality of the BR-163 corridor will depend on how well local gov-
ernments are able to provide the social, economic, and legal infrastructure that local popula-
tions need, while managing the region’s forest, soil, and water resources. (Nepstad et al. 2002,
631)

Nepstad and colleagues raise several issues relevant to LUCC research. Clearly, they

call attention to the need to look at and consider intraregional complexity in the

Amapá-Guianas

Cuiabá-Santarém → Atlantic export 

Manaus-Caracas 

Pacific route 

Mercosul route

Figure 9.1
New routes and new markets in contemporary Amazônia. Existing and proposed new routes
integrating Amazônia to regions and markets in the Americas, Asia, and Europe.
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interpretation of regional trends. This brings up questions regarding how we assess,

represent, and interpret the level of variability, as well as the political and economic

strategies underlying land use within the region.

Striking a balance between these levels has been a key task for the LUCC research

community in general and for understanding current and future land-use change in

the region. While assessments based on generalization of the regional land-use real-

ity may be useful for global carbon models, they are limited to inform policies that

directly influence infrastructure, land tenure, incentives, and a multitude of other

issues affecting local populations.

Land Use as a Converging Theme in Human-Environment Research

Land use has provided an integrative theme for global-level human-environment re-

search for a number of reasons, but particularly because it offers a behavioral and

measurable expression of human actions related to problems of local and global in-

terest. In this context, land use refers to the purposes and intent of human activities

that directly affect and are affected by the biophysical environment (B. Turner et al.

1994). By bringing together key elements underlying socioenvironmental change

resulting from interactions among householders, communities, and regions, land

use has provided a heuristic framework to articulate factors affecting and mediating

the micro- and macrodimensions of social and environmental change.

Many precedents in the social and biophysical sciences support a convergence

around land use within the context of analyzing human-environment interactions.

Ecologically oriented anthropologists and geographers have moved toward scaling

up their local unit of analysis due to the need to understand local agriculture and

economy on a more encompassing regional scale (e.g., see Behrens et al. 1994;

Wilkie 1987; Conant 1990; Guyer and Lambin 1993; Mertens et al. 2000; Nyerges

and Green 2000; E. Moran and Brondı́zio 2001; Fox et al. 2003). Anthropology in

general, and environmental anthropology in particular, share this task through an

interest in agrarian studies, political ecology, and studies of consumption and mar-

kets. Second, ecological and biophysical sciences working at global and regional

levels have perceived the need to scale down in order to understand the impact of

local land-use strategies on macroprocesses such as biogeochemical cycles and cli-

mate (Dale et al. 1993a; Skole and Tucker 1993; NRC 1998).

In looking at comparative agrarian studies, Hunt (1995, 176–177) characterized

this type of convergence of interests as pointing to key variables underlying the

dynamics of human societies: the relationships between population, environment,

food supply, technology, and productivity; the course of social change; and the na-
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ture of human decision making. In essence, these are some of the same questions un-

derlying the study of land-use change at the global, regional, and local levels (NRC

1992; B. Turner et al. 1994). What differentiates current efforts to study LUCC from

previous disciplinary approaches is their focus on developing an integrated, multi-

scale, and comparative approach to model and explain human behavior and inter-

actions with the environment, and an awareness that no single theoretical model can

account for this process. (For a more detailed discussion of this topic, see chapters 2

and 4.)

Amazonian land use, for instance, has been approached from different theoretical

and methodological perspectives depending on the type of question and scale. Rural

studies in the Amazon,6 particularly those of peasant economy, have typically

focused on the historical conditions defining the sociopolitical and economic rela-

tionships mediating communities and larger levels of organization. Highlighting the

factors mediating these levels has contributed to our understanding of Amazonian

rural development, including commodity production and economic cycles, labor

arrangements, and control of capital. These are conditions which underlie different

dynamics of land use in the region: from extractive booms and cattle ranching ex-

pansion to household-level agricultural intensification (e.g., see Schmink and Wood

1984; Bunker 1985; Nugent 1993; Chibnik 1994).

Several conceptual and empirical models explaining contemporary land use and

deforestation have been developed, mostly at the mesolevel and macrolevel. Empha-

sis has been placed on demographic, political-economic, political-institutional, and

infrastructure variables, such as population dynamics and migration, fiscal incen-

tives and inflation, and colonization and political economy (Mahar 1988; Ozório

de Almeida 1992; Pichón and Bilsborrow 1992; Wood and Skole 1998; S.

McCracken et al. 1999; Walker et al. 2000; Laurence et al. 2001; Alves 2002).7

Most of our attention has been focused on addressing the challenges of linking

farm- and regional-level studies of land-use change with emphasis on the articula-

tion of survey research and time-series remote-sensing data. This work has aimed

at integrating farm-level sociodemographic and economic processes, such as the

domestic cycle, with regional-level events characterizing different periods of coloni-

zation (S. McCracken et al. 1999; Brondı́zio et al. 2002a; E. Moran et al. 2002a,

2003; Siqueira et al. 2003; Boucek and Moran 2004). The Center for the Study of

Institutions, Population, and Environmental Change (CIPEC) also has contributed

to various recent advances in the study of institutional factors affecting land use

and regional development, notably issues of overlapping land tenure systems and

forms of collective action and institutional arrangements. CIPEC researchers have
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addressed the role of incentives that lead individuals to create and maintain effec-

tive prescriptions that ultimately conserve or destroy natural resources in different

land tenure systems (Castro 1999; Silva-Forsberg 1999; Futemma 2000; Batistella

2001; Futemma and Brondı́zio 2003). In this context, incentives for individuals to

engage in different types of management systems are related to the characteristics

of the resource managed, to the structure and organization of the group, and to the

rules-in-use underlying the economic, political, and cultural system (E. Ostrom

1990).

In summary, the strength of land-use research in the region lies in the possibility

of combining diverse disciplinary perspectives representing different theoretical and

methodological approaches and levels of analysis. An intraregional perspective

offers a point of intersection that allows one to build human-environment interac-

tion research upon a legacy of land-use studies developed at both local and regional

scales.

Analytical Strategies Based on an Integrative Framework

The diverse legacy of land-use studies has been dealt with in the recent LUCC liter-

ature through analytical strategies that could be called ‘‘integrative frameworks.’’

Two prominent, interrelated analytical strategies could be labeled as ‘‘driving

forces’’ and ‘‘process-pattern,’’ both of which are based on the analysis of factors

underlying land-use trajectories, with emphasis on rate, direction, and spatial pat-

terns of land-cover change.

‘‘Driving forces’’ is undoubtedly the most popular term within the LUCC litera-

ture of the past decade. It aims at establishing the relationship between the so-called

underlying causes (‘‘the initial conditions and ‘fundamental’ forces that underpin

human action toward the environment’’) and proximate sources (‘‘direct human

activities affecting the biophysical environment’’) (Geist and Lambin 2001, 5–16;

see examples in B. Turner et al. 1994, 1995; McConnell and Moran 2001). In

most cases, underlying causes include broadly defined demographic, economic,

technological, political, institutional, and sociocultural variables, while proximate

sources refer to the set of transformation activities broadly defined as agricultural

expansion, logging, and infrastructure development (Geist and Lambin 2001).

While heuristically important, the challenge has been to articulate different path-

ways and feedback mechanisms between underlying and proximate causes, given

the variability of factors mediating them and the ambiguity of so-called underlying

causes, which can be either local, global, or both (see Geist and Lambin 2001). For

this reason, approaching these processes at an intraregional scale allows one to pay
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closer attention to local-specific processes interacting with macrolevel underlying

conditions, and to consider historical particularities necessary to the understanding

of land-use trajectories (Brondı́zio in press).

More recently, LUCC research has moved toward ‘‘process-pattern’’ approaches

(e.g., see Mertens and Lambin 1997). The central idea of this framework is that per-

ceived aggregated landscape patterns can be linked to factors underlying land-use

patterns in a given area. This is an explicit attempt to connect what we observe re-

gionally through remote sensing to the human activities behind land-use change. An

underlying assumption is that social and economic factors (e.g., infrastructure, prop-

erty regimes, and economic strategies) within a given environmental setting lead to

the formation of predictable spatial patterns (e.g., spatial pattern of forest fragmen-

tation and deforestation trajectories), which in turn feeds back to future land-use

trajectories.

Figure 9.2 illustrates an example of this approach. While providing a useful

framework for research design and hypothesis testing, it requires the organization
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Figure 9.2
Idealized model of pattern and process linkages defining land cover. Schematic linkages be-
tween settlement, infrastructure, and land-use change at the local scale and emerging spatial
patterns at larger regions as captured by remote-sensing data.
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of land-use systems in the form of typologies, thus favoring variables of more prom-

inence. For instance, it may require one to aggregate distinct land-use systems into

broad land-cover classes and to disregard local variability in terms of land tenure,

access to resources, and soil distribution, among others. Most datasets informing

this type of analysis—remotely sensed data—have limited spatial and temporal res-

olutions to capture what farmers actually do on the ground. Thus, the emphasis

on perceivable spatial patterns of the land’s biophysical characteristics has serious

implications for one’s understanding of local economic strategies in forest and di-

verse agroforestry-based economies, as in the case of the Amazon.

Empirical Evidence for Intraregional Analysis in LUCC Research in the Amazon

The discussion above provides a conceptual basis for the importance of intrare-

gional analysis in LUCC research. In this section, I provide empirical evidence from

case studies in the Amazon. These examples aim to highlight aspects of our research

strategies for integrating field and remote-sensing work, which are not covered by

other chapters in this book, and to provide a critical perspective on the role of

methodological tools in the interpretation of land use in the Amazon. Additional

information regarding each research site is available in the literature cited in this

chapter. Before proceeding to the case studies, it is relevant to highlight some under-

lying aspects of research methodology supporting these studies: image classification,

vegetation inventory, and sampling procedures.

Methodological Background

Attention to detailed classification of secondary vegetation and soil has been impor-

tant to several topics of our research. Baseline research on vegetation inventories

and interviews about the use of fallow areas have provided support for image

analysis and understanding of land-cover change. These include estimating rates of

regrowth across areas of different land-use histories, mapping of different stages of

secondary vegetation to characterize fallow cycles across different land-use systems,

assessing the occurrence of economic species in fallow areas, and estimating above-

ground biomass in landscapes characterized by different land-cover complexities

(e.g., see Brondı́zio et al. 1996; E. Moran et al. 1996; J. Tucker et al. 1998).

Our work has contributed to understanding the effects of soil, age, and land-use

history on rates of regrowth in the Amazon (E. Moran et al. 2000b, 2002a; Lu et al.

2002c; see also chapter 11). The structural characteristics of the vegetation directly

influence spectral data and are key features used during image classification (Mausel
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et al. 1993; Brondı́zio et al. 1996; E. Moran et al. 2000b). Using this approach, we

have been able to differentiate up to three stages of secondary succession, which has

in turn allowed for a more detailed estimation of aboveground biomass and cycles

of land use (figure 9.3). As part of this process we developed several methods of us-

ing remote-sensing images during land-use interviews and survey techniques to cap-

ture the farmers’ perspectives on environmental management and land allocation

(figure 9.4).

Although our image analysis includes standardized preprocessing techniques such

as radiometric and atmospheric correction (see chapter 5; Green et al. 1998–2002;
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Figure 9.3
Secondary succession: classification key according to stand height in Marajó Island. A land-
cover classification system based on differences in vegetation structure (derived from field
inventories). Stages of secondary regrowth present distinctive vegetation structure in relation
to canopy height, ground cover, and dominant life form. In this example, stages of secondary
vegetation and upland forest are differentiated by the distribution of plants across height
classes. This perspective on organizing a land-cover classification system provides useful in-
formation for interpreting spectral data used during image analysis and for linking estimates
of aboveground biomass, from allometric equations to land-cover maps. (Adapted from Bron-
dizio et al. 1996.)
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Lu et al. 2002b), classification procedures take into account the particularities of

each area/image under investigation. In the Amazon, we have used a classification

strategy based on image spatial-spectral stratification, aiming to account for intra-

scene variation in land use, land cover, and physiographic compartments. This

classification strategy starts with three main procedures. First, spatial pattern rec-

ognition is undertaken using two groups of parameters as guidelines. They are, spe-

cifically, the spectral and spatial parameters underlying variations in land-cover

classes. Spectral data provide an initial indication of the main differences in terms

of land-cover structure and environmental conditions. Spatially, we consider ele-

Three stages of land-use interview 
using images: 

1. Regional introduction and context 
 • Color composite: forest, soil, 
water, uses 

 • Landmarks and roads: locations, 
names 

2. Feeder road and/or community 
 • Surroundings recognition
 • Neighbors and land ownership

3. Farm lot 
 • Multitemporal changes
 • Collecting ground information 
 • Accuracy assessment 

Examples of images used during interviews 

Figure 9.4
Stages of interview using Landsat images. Three stages in which image printouts are used dur-
ing interviews with farmers, moving from regional-scale images to surrounding farm lots. On
the right are printouts showing notations derived from interviews. Every time an image print-
out is used for an interview, a copy of the image is left with the interviewee to keep. These, we
have found, are kept, treasured, and discussed by farmers.
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ments of contiguity and fragmentation, shape, and size of patches of the dominant

land cover (e.g., patterns of forest cover) to differentiate intrascene variability of

land-cover patterns.

It is fundamental to take into account existing variations in topography across a

scene as part of the process of pattern recognition. Topography is a key landscape

feature underlying variations in settlement pattern, land-use systems, and conse-

quently, land-cover distribution. As a result, the scene is stratified, using an over-

laying vector layer, into spatial compartments representing variations in spatial

land-cover patterns, which are to be used to fine tune classification parameters

across different parts of the scene, and to guide fieldwork.

Our second procedure aims to develop a level II classification system to account

for intrascene distribution of classes. In this step, we organize a tentative hierarchi-

cal classification system that accounts for intrascene land-cover classes by combin-

ing visual and spectral analyses of multispectral images with literature, archive,

fieldwork knowledge, and available ethnoecological information (such as using a

calendar of agricultural and land-use activities). During our third step, land-cover

classes are analyzed spectrally using training samples and unsupervised classification

techniques. The structure and temporal dynamics of each land-cover class are ana-

lyzed to inform possible aggregation and adjustment of the classification system

along with statistical analysis of spectral data. Classification is performed first at

each subscene to account for site-specific classes, and then on the whole scene, if

necessary, by aggregating particular classes to achieve a regional representation.

What we gain through following these steps is the ability to map the distribution of

land-cover classes at a regional scale that is also meaningful at the site-specific level

(e.g., see Brondı́zio et al. 1994b).

By focusing on the discrimination of structural and spatial differences in land

cover, such as stages of vegetation regrowth, this approach contributes to forms of

land-cover assessment relevant to understanding underlying land-use processes. Fig-

ure 9.5 illustrates integration of field inventories and image data where we compare

the role of land-cover classification detail for the estimation of aboveground bio-

mass in two distinct landscapes in the Bragantina region of eastern Amazônia. One

landscape is characterized by the dominance of forest and the other is dominated by

different stages of secondary succession and agropastoral areas (J. Tucker et al.

2000). This figure shows a spatial perspective on the analysis presented in chapter

11. Land-cover classes representing structural characteristics (height classes, basal

area, etc.) are discriminated during image classification. Five levels of aggregation of

land-cover classification are presented and used for the calculation of aboveground
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Bare ground 261 8 161 5 X X X X X

Pasture 279 9 432 14 X
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Figure 9.5
Estimating biomass in forest and nonforest landscapes at different levels of classification
detail. This figure illustrates the effect of a land-cover classification system detail on the
estimation of total aboveground biomass (TAGB) in different landscapes. Five scenarios of
land-cover classification details are presented in the table. Biomass is calculated by applying
allometric equations to vegetation inventory data representing each of the land-cover classes.
Total biomass is calculated by multiplying the area of each land-cover class (for each classi-
fied landscape) by the estimated biomass in each class. Error bars in the figure (for each sce-
nario) indicate the variation in estimation from different allometric equations. (Adapted from
J. Tucker et al. 2000.)
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biomass in the two landscapes represented in the figure. Available allometric equa-

tions appropriate to each land-cover class are used to calculate the aboveground

biomass at each level of detail. Error bars indicate the variability in estimation

among all the allometric equations used for each land cover present at a particular

level of aggregation. This level of detail allows checking the sensitivity of classifica-

tion details and types of allometric equations in landscapes of different land-cover

complexities.

This analysis yields relevant findings for biomass estimation in the region. First,

the forest and nonforest classification results in a significantly different biomass esti-

mation when compared to more detailed classification systems. This is particularly

true for the landscape dominated by secondary succession and agropastoral activ-

ities. On the other hand, it suggests that for a macroregional application, improve-

ments in classification detail, by including more classes of secondary succession to

the forest/nonforest dichotomy, yield an improved estimation of biomass similar to

more detailed classification systems. Still, the example illustrates the variation in bio-

mass estimation that results for landscapes within the same region. Our selection of

these landscapes aims to represent the variability of spatial patterns within a region

occupied by different types of colonization within the last 100 years. These scenarios

represent the growing complexity of Amazonian landscapes.

Units of Analysis: Lots, Communities, and Settlements

Another area of methodological contribution to regional land-use studies is the inte-

gration of nested spatial units of analysis, such as farm lots, settlements, and region

(see chapter 6). Colonization areas in the Amazon are dynamic landscapes because

families arrive at different times. Thus, farm lots coexist in different stages of forma-

tion. In our research, two elements have been important in this type of analysis: tem-

poral availability of data and nested units of analysis (farm lots, cohorts of farms,

and the settlement landscape). Figure 9.6 illustrates the role of temporal resolution

in capturing cycles of farm lot formation. Very different pictures emerge when a time

series is assembled to account for narrow time intervals vis-à-vis two distant points

in time. The combination of time-series remote-sensing data, property grid maps,

and field surveys has provided us with an opportunity to look at LUCC at several

levels, such as the colonization landscape, groups of farm lots (cohorts), and individ-

ual lots. Thus, data are sensitive to different time intervals in an area marked by dy-

namic land-use change, as in this colonization settlement. There is a great loss of

information about the dynamics of change when the time intervals are more widely

spaced than the cycles of land-use change taking place on the ground.
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Figure 9.6
Temporal detail and the interpretation of trajectories. Gray areas represent deforestation
events taking place during different years. This figure illustrates the role of multitemporal im-
age availability in capturing the trajectory of deforestation in an area characterized by a
dynamic occupation across a short period of time, such as a settlement region. To the left,
images from two dates, twenty-six years apart, show overall deforestation for a particular
group of farm lots; to the right, the same estimate is derived from eight different time intervals
showing alternating pulses of deforestation related to stages of lot formation and regional
economic conditions.



Of particular note is our development of an approach that permits querying at

both landscape and farm-lot levels (S. McCracken et al. 1999, 2002a; Brondı́zio

et al. 2002a; Evans and Moran 2002; E. Moran et al. 2002b). Previous work on

an area of this size typically analyzed and described land-cover change from the per-

spective of the landscape, without addressing the differential and multiple land-use

dynamics at the level of individual farms and households. We are the first research

group to have carried out an overlay of a cadastral survey on a satellite time series

with the goal of extracting property-level information from satellite data (E. Moran

and Brondı́zio 1998; S. McCracken et al. 1999; Brondı́zio et al. 2002a). This effort

is unique because of the very large spatial extent (3800 km2), and the laborious

fieldwork undertaken to ensure a high degree of accuracy in the overlay of the

cadastral survey (over 90 percent accuracy). Overlaying a property grid onto re-

motely sensed time-series data permits examination of land-cover change at the level

of households, the same level at which the demographic survey research occurs. Be-

cause these households live mostly on the property, there is a convenient one-to-one

relationship between household and land that allows analyses to proceed expedi-

tiously. To draw the sample for the survey research, we relied on satellite time series

with the property grid overlay. This procedure allowed us to determine when a

property was first occupied by a settler, thereby facilitating the definition of arriving

cohorts to be followed through time.

Case Studies and Regional Variations: Implications for Methods and Theory in

Land-Use Analysis

Cases are presented in order of increasing regional complexity. Figure 9.7 presents

each of the study areas in relation to features of the larger Amazon basin, particu-

larly roads, settlements, and proximity to urban areas.

Case 1: Variation in Land-Cover Patterns in Neighboring Indigenous Communities

The first example illustrates a sociocultural and environmental situation where the

influence of external factors—urban markets, infrastructure—is relatively absent.

The indigenous areas of Tukanoan-speaking populations are located in the Vaupés

basin between Colombia and Brazil in northwestern Amazônia. The settlement pat-

tern has been influenced by historical variations in regional migration and mission-

ary occupation, as well as nucleation in village centers. The area is composed of

large patches of nutrient-poor spodosols covered by Amazon caatinga (a vegetation

characterized by sparse, short vegetation of distinct species composition) intermixed

Land-Use Change in the Amazon 239



with stretches of oxisols covered by dense upland forest. A manioc-based agricul-

tural system characterized by long fallow cycles is the dominant land-use system in

these communities. In this context, land-use choices are closely related to access to

appropriate soils. Plate 6 shows two neighboring Tukanoan villages of relatively

similar size (community A [left] and B [right]) (Castro et al. 2002). The puzzle pre-

sented here is simple: What explains the different spatial patterns of land cover in

areas where similar sociocultural conditions and land-use systems are present?

Plate 6 presents a sequence of three classified images for each village representing

different levels of detail of land-cover classes. First, the typical forest and nonforest

scenario used in basinwide land-cover assessment is presented. At this level of detail,

we can observe very different land-cover patterns, but the classification detail limits

the analysis of factors explaining the distribution of forest and nonforest areas.

Case 1 

Case 3 

Case 2 

Manaus Belem

Figure 9.7
Map showing the regional context for each of the examples used in this chapter. Case 1:
Yapu indigenous communities of the Vaupés basin. Case 2: Caboclo populations of the Ama-
zon estuary. Case 3: Colonist populations of the TransAmazon highway.
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These spatial patterns, concentric (A) and dendritic (B), tend to appear as random in

the landscape. When a class defining water is included, one can clearly see an asso-

ciation between access and opened areas for community B, but community A still

presents little correlation between water access and opened areas. However, a clear

pattern emerges after a fourth land-cover class is added that defines caatinga patches

characterized by white sand and extremely nutrient-poor spodosols; the two com-

munities differ in relation to their surrounding soil conditions. Whereas community

B is surrounded by spodosols, community A is not. It is important to call attention

to the fact that community B moved to this particular site because of missionary or-

ganization in previous decades (W. Wilson 1997; Castro et al. 2002). In summary,

the history of settlement and the availability of proper soils allow community A to

minimize the distance to their gardens by opening areas near their village center;

whereas community B seeks appropriate soils by accessing areas via waterways.

Consequently, even in the absence of roads, development projects, and private land

tenure arrangements, among other factors, the same land-use system creates very

different spatial patterns.

Evidence in This Case Supporting the Need for Intraregional LUCC Research First,

dichotomous land-cover classifications hinder the understanding of intraregional

variability and limit the linkages between land-use systems and spatial land-cover

patterns. Land-use complexity is not a privilege of recently colonized areas, but is

present throughout the Amazon, and this example serves as a cautionary tale for re-

gional extrapolation and interpretation of deforestation patterns. As a second cau-

tionary tale, this example illustrates the sensitivity of process and pattern linkages

to the level of classification detail provided by remote-sensing data. Manipulation

of classification detail can lead to different interpretations of forest fragmentation

and spatial patterns. Third, the example also cautions against the use of generalized

variables to predict future LUCC. Data limitations, for instance, regarding soil

patchiness, as well as poor understanding of the role of different types of access

(e.g., roads vs. waterways), need to be considered in any attempt to model factors

influencing regional land-use change.

Case 2. Land-Use Trajectories in the Amazon Estuary

The study area is located in the estuarine region of the Amazon, on Marajó Island

in the municipality of Ponta de Pedras, state of Pará (Brondı́zio et al. 1994a, 1996,

2002a; Brondı́zio 1999). During the past thirty years, development projects, gov-

ernment incentives, and market demand for locally produced food products have

Land-Use Change in the Amazon 241



created different incentives and opportunities for estuarine communities. A long his-

tory of occupation and economic cycles based on extractivism has created variations

in land tenure, social organization, and access to resources, markets, and the infra-

structure. The case of the three populations presented here illustrates the diversity of

land-use trajectories among communities located within similar distances to urban

markets and having overall similar environmental settings (Brondı́zio et al. 1994a).

Population growth in urban Amazônia has created markets for regionally pre-

ferred food sources such as the açaı́ palm fruit (Euterpe oleracea Mart.), which is a

regional staple food consumed by rural migrants living in urban centers.8 Impressive

intensification of the production system followed increasing market demand, there-

by changing the regional economic profile. The growth of the açaı́ economy in the

Amazon estuary provides a fascinating look at the linkage between external urban

markets and rural land-use change (Brondı́zio et al. 2002b). First, this growth

responded directly to the increase in staple food demand prompted by low-income

urban population growth after 1970. Second, it responded to an increase in external

demand prompted by the emergence of a national and international ‘‘gourmet food’’

market in the early 1990s.

Today, açaı́ fruit is the most important source of income for the vast majority

of riverine households. In one Ponta de Pedras community, for instance, açaı́ rep-

resents 64 percent of household income generated from agricultural products

(including rice, beans, and coconut) (POEMA 1994). The evolution of the açaı́ fruit

economy in the past thirty years has created a complex structure of production, dis-

tribution, commercialization, and processing that is specialized and socially ranked

(for a detailed description, see Brondı́zio 2004b; Brondı́zio et al. 2002b). Market

demand has differentially influenced land users’ decisions with regard to intensifica-

tion depending on several factors affecting production. These include one’s land ten-

ure condition, proximity and access to markets, and access to resource areas. Thus,

variation in market incentives and economic return among producers facing differ-

ent constraints affects the rate, extent, and direction of land-use change and intensi-

fication within the estuarine region.

Building on existing knowledge and technology, the significant increase in fruit

production has been a direct result of the management and planting of açaı́ palm

agroforestry stands in areas of floodplain forest. Increasing market demand for sta-

ple food (açaı́ fruit) underlies land-use intensification in the Amazon estuary based

on forest management and agroforestry techniques. Despite its high economic pro-

ductivity and level of agroforestry manipulation, areas such as these are often

treated as areas of extraction, and producers’ work and management knowledge
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are disregarded (Brondı́zio 2004a). Contrary to a system based on extractivism,

management and planting of açaı́ agroforestry requires clear input of specialized ag-

ricultural and forestry labor to maintain and increase crop stand productivity.

Management and planting strategies transform floodplain forest areas into açaı́

agroforestry, locally called açaizais—intensive areas of açaı́ fruit production. Para-

doxically, the açaı́ production system is still regarded by politicians, academics, and

the general public as a mere extractivist economy (Brondı́zio 2004a,b). This as-

sertion is not only a result of the region’s socioeconomic history, which is based on

export-oriented extractivism and outside control of resources, but also of the way

land-use systems are defined and represented (for a detailed discussion, see Brondı́-

zio and Siqueira 1997). The rigid boundary drawn between different food produc-

tion systems has led to the characterization of forested areas, as in the case of

agroforestry systems, as unproductive, or at best, under the category of agroextrac-

tivism. Consequently, it is common to see land-cover classification of the estuary

that disregards açaı́ agroforestry as a land-use class, despite its position as the top

land-use system in the region (plate 7). Elsewhere, we have argued for a reinterpre-

tation of local agroforestry land-use systems as intensive and a change in the eco-

nomic identity of local producers from extractivists to forest farmers (Brondı́zio

2004a; Brondı́zio and Siqueira 1997).

Evidence in This Case Supporting the Need for Intraregional LUCC Research First,

this example shows the differential responses of local communities to regional mar-

ket demand and development projects, thus resulting in diverse land-use systems

even within short distances. Factors affecting these trajectories include variations in

local land tenure arrangements, the availability of resources (e.g., floodplain forests

for agroforestry management), and the social organization of local communities

(e.g., cooperative arrangements to attract development projects). Second, the case

illustrates the scale dependency of process-pattern linkages in land-use/land-cover

analysis. While spatial land-cover patterns resulting from land-use activities are

somewhat clear at the community level, these tend to disappear at the regional level

due to variations in land-use systems and environmental characteristics (e.g., distri-

bution of floodplain forests) across communities and settlements located at short

distances from each other. Moreover, spatial land-cover patterns are influenced by

certain land tenure arrangements, such as the size and shape of landholdings. Third,

this example shows the potential for agricultural intensification based on local

populations’ ethnobotanical and ethnoecological knowledge. However, intensive

production areas based on forest management tend to be disregarded in regional
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land-cover assessment if local-level, ethnographic work is not integrated into

remote-sensing analysis. In this context, while açaı́ agroforestry represents the most

significant land-use system in the estuarine area, a generalized classification system

of land cover (see plate 7) in the area could actually ignore this production system,

treating it as any other forest cover without regard for its important economic and

social roles. The most important regional land-use systems may go unnoticed in

maps and models, as would a whole social group managing these forest and agro-

forestry areas.

Case 3. Variations in Deforestation Trajectories at the Farm and Settlement Levels

The Altamira region along the Transamazon highway was one of most important

focuses of the government colonization program during the 1970s (E. Moran

1973, 1981). Altamira grew from a small riverine town based on rubber collection

into a booming town of 85,000 people due to agropastoral production (figure 9.8)

stimulated by the Transamazon highway and associated colonization. The study

Farm lots between 1970 and 1991.
Image printouts, derived from aerial
photography and Landsat TM data,
used for field interviews. 

Farmer showing the location of
agroforestry and cocoa areas
classified as secondary vegetation.

Figure 9.8
Cocoa agroforestry classified as secondary succession. An image printout used during an in-
terview with a colonist farmer showing notations necessary for classification accuracy assess-
ment and area estimation. Right, a farmer shows an agroforestry area classified as abandoned
land but which is actually in cocoa production.
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area presented as an example here is defined by a group of approximately 3800

farm lots arranged according to different adjacent projects implemented by the

National Institute of Colonization and Agrarian Reform (INCRA) during the past

thirty years. It cuts across the municipalities of Altamira, Brasil Novo, and Medici-

lândia, in the state of Pará, and encompasses an area of about 355,000 ha, stretch-

ing approximately from Km 18 to Km 140 of the Transamazon highway west of the

town of Altamira. The region is considered to have one of the most significant

patches of the fertile alfisols, or terra roxa estruturada eutrofica, in the Brazilian

Amazon. However, as colonists started to settle in, it became clear that the area

consists of a patchwork of soil types, including less fertile oxisols and ultisols. Soil

variations within and across farm lots have created differential conditions across

colonist farms regarding agricultural productivity and land-use options (E. Moran

1981; N. Smith 1982; Fearnside 1986).

Available remote-sensing data since the 1970s (aerial photography and Landsat

Multispectral Scanner [MSS] and Thematic Mapper [TM]) have allowed us to re-

construct the history of occupation of the study area (Brondı́zio et al. 2002a). We

were able to stratify farm lots by time of arrival. In this study, we highlight the

need to study land-use change on the frontier resulting from three main temporal

effects: (1) period effects, such as fluctuations in migration, different credit policies,

inflation, and so on; (2) cohort effects associated with the arrival and occupation of

farm lots by groups of families; and (3) age effects associated with the transforma-

tion over time of households and their farms. Our work integrates two levels of

analysis of deforestation trajectories: regional and cohort of farm lots. In both cases,

deforestation trajectories are analyzed in relation to their distribution of events in

different time periods (percent contribution of each period to total deforestation

observed in 1996) (for details, see S. McCracken et al. 1999, 2002a,b; Brondı́zio et

al. 2002a; E. Moran et al. 2002a; Siqueira et al. 2003).

Frontier occupation is an ongoing dynamic process whereby old settlers coexist

with new ones, the latter being recent migrants or second-generation colonists tak-

ing over new lots. At this level of analysis, cohort and period effects underlie the

process of deforestation. Fluctuations of deforestation rates after 1985 coincide

with national-level economic indicators. Economic depression and inflation during

the second half of the 1980s, as well as the withdrawal of cattle-ranching incentives,

may explain the sharp decrease in deforestation rates perceived between 1985 and

1991. Moreover, the sharp increase in deforestation perceived in 1996 was likely

associated with the economic stabilization and low inflation achieved after the Plano

Real (the currency system established in 1994) was implemented and a return to
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credit incentives, now under the FNO (Fundo Nacional do Norte). At the cohort

level, deforestation trajectories present a clear pattern across farm lots settled at dif-

ferent time periods. Pulses of deforestation associated with crop, pasture develop-

ment, and secondary succession management mark these cycles of lot formation.

Independent of cohort group, colonist farms show a developmental process asso-

ciated with periods of establishment, expansion, and consolidation of land-use

activities. The magnitude of these pulses of deforestation relates to the interaction

between farmers’ decisions (in the household sense) and regional period effects,

such as changes in economic, institutional, and infrastructure conditions (e.g.,

credit, interest rates, road conditions) motivating or inhibiting a particular land-use

behavior. We observe that intervals between pulses during stages of expansion and

consolidation of a farm lot reflect processes of intensification and extensification of

land-use activities, and relate to time of settlement, soil fertility in the lot, available

household labor, and opportunities created by credit and markets—so-called period

effects (S. McCracken et al. 2002b).

Whereas a significant positive correlation exists between time of settlement and

deforestation, this is offset by the internal variability within cohorts, which is

stronger than across cohorts (see Brondı́zio et al. 2002a for more detail). Such vari-

ability is even stronger in older cohorts, suggesting that variation in rate, extension,

and direction of land-use change is probably associated with different trajectories in

household economic strategies, composition, and farm production potential. Deci-

sions regarding deforestation may be taken to seize a short-term opportunity, and

not necessarily to focus on long-term investment.

This is the case, for instance, when a farmer allocates land to a particular crop to

take advantage of a credit opportunity and later decides to discontinue the crop af-

ter the subsidy expires. As a result, large areas of secondary succession may appear.

Differences in soil quality explain much of the variance in crop choice and farmer

persistence on rural properties. Upon arrival, most colonists did not recognize the

difference between alfisols and oxisols (E. Moran 1981). However, over the past

twenty-five years, colonists have learned the difference. Today there is a clear asso-

ciation between the percentage of the property in alfisols and crop choice (E. Moran

et al. 2002a).

In the region of Altamira, more than half (56 percent) of the households inter-

viewed received credit at least once. Historical events clearly condition the variation

and amount of credit allocated to different agricultural activities. An initial focus on

annuals and perennials in the 1970s and early 1980s shifted to cattle ranching after

1991. During the 1990s, FNO was practically the sole credit program available to
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small farmers; although privileging cattle ranching, it mandated for the inclusion of

a small area of some predefined perennials, which most of the time did not reflect

the farmer’s own crop preferences (E. Moran et al. 2002a). Credit to be used by

the colonist farmer for the purchase of equipment generally has been unavailable

and consistently low over the entire colonization period. According to most of the

farmers we interviewed, this has been one of the main constraints on maintaining

opened areas in production following their initial clearing. This shows the link be-

tween frontier farmers and regional and national economic and social policies.

Cocoa production by colonist farmers is an example of how national and interna-

tional markets define land-use strategies among colonist farmers. Initially motivated

by credit incentives, the total area under cocoa production in the region soared from

zero to 13,000 ha in the late 1980s, Diseases such as witches’ broom led to lower

productivity and economic return, a trend accentuated by the decline in the interna-

tional cocoa price. Combined, these factors were responsible for the abandonment

of large areas of cocoa. More recently, however, cocoa price increases have moti-

vated farmers to reclaim cocoa plantations by hiring off-farm labor or devising new

land tenure arrangements, including sharecropping and leasing. Reclaiming cocoa

areas has a direct impact on deforestation and pasture formation by shifting house-

hold labor allocation to existing open areas, while helping to generate income

through the consolidation of farm lots, instead of by increasing deforestation. All

these temporal and spatial dynamics, however, are not captured by Landsat data.

The similarities between cocoa groves and secondary vegetation confound their

spectral differentiation. For this reason, from a remote-sensing perspective, some of

the most productive farm lots appear as abandoned (see figure 9.8). We have been

able to overcome this problem, at least partially, by using farm-level field surveys,

interviews with extension officers, and archival research.

Evidence in This Case Supporting the Need for Intraregional LUCC Research First,

explanations of deforestation trajectories are a function of the level of analysis, as is

the search for driving forces underlying these trends. Attention should be paid not

only to regional dynamics but also to intraregional variability and differential con-

ditions among colonist cohorts. Different trajectories are observed at the level of the

colonization landscape, at the cohort level, and within cohorts. Whereas at the re-

gional level, national colonization policies, the arrival of new colonists, and the na-

tional economy correlate with deforestation, farmers respond differently to these

factors depending on the stage of farm formation, and on other factors such as la-

bor, access to credit, agricultural prices, and the environmental endowment of their
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farms (e.g., soil fertility). Second, frontier areas challenge the application of conven-

tional models of land-use intensification based on fallow cycles (such as Boserupian

models) and factors of production, which are frequently used to explain the rela-

tionship between agropastoral systems and deforestation in other places (Futemma

and Brondı́zio 2003). Colonist land use is characterized by cycles of farm formation

that are marked by pulses of deforestation which vary in magnitude due to period

effects. Farm lots go through cycles of establishment, consolidation, and expansion,

what I called elsewhere ‘‘the colonist footprint’’ (Brondı́zio et al. 2002a). These pro-

cesses, however, are characterized by high variation within farm cohorts resulting

from differential rates, extents, and directions of land-cover change across farm

lots. Third, the example shows the need to observe interannual cycles of deforesta-

tion if one aims to capture deforestation as a process of farm formation. Further-

more, the inability of remote-sensing data to capture important land-use activities,

such as cocoa plantations, means there is a need for detailed field studies with

farmers and within farm lots, as well as a need for archival research in regional

institutions such as the cocoa research center, CEPLAC (Comissão Executiva de

Produção da Lavoura Cacaueira). Farm lots that may be seen as failures from a

remote-sensing classification that shows only secondary succession may actually

turn out to be large cocoa production areas that are successes. Policies based solely

on remotely sensed images, uninformed by detailed fieldwork, might be formulated

that abandon these successful farms by road neglect and credit tightening. A clear

understanding of cycles of farm formation can provide valuable insight that can

better inform land-use policies to provide better support to colonist farmers during

the consolidation period of their farm occupation. Understanding these processes

will help focus more attention on the improvement of the existing infrastructure

and will value local experiences to help existing farmers maintain forest stands in

their lots by consolidating open areas.

Final Remarks: Complex Realities and LUCC Research in the Amazon

Emerging Intraregional Complexity Influencing LUCC in the Amazon

LUCC research offers a unique opportunity for understanding how micro- and mac-

rolevels interact as a process, rather than dichotomously. Interpreting land use to in-

clude a critical understanding of local diversity, agrarian history, and commodity

markets provides an opportunity for exciting and relevant research. Technically,

this means coupling remote sensing and field tools by integrating ethnographic

and survey methods, and by emphasizing the cross-training of social scientists and
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remote-sensing analysts in the region. Attention to local land-use systems and land-

cover variations, forest management practices, and cycles of agricultural manage-

ment will help to provide a regional picture that is much closer to reality. Remote

sensing may represent the regional reality in several ways, for instance, in how it

depicts productive land. By calling attention to local land-use practices and varia-

tions in land cover resulting from those practices, remote sensing may help to bring

alternative forms of land use to the fore or, conversely, ignore land uses and users

when presenting the region in maps and models (e.g., the agroforestry examples pre-

sented above).

Conceptually, an intraregional perspective on LUCC among Amazonian popu-

lations provides insight into the complexity of factors affecting social and envi-

ronmental change in the region. Rather than creating unmanaged complexity for

macroregional-level analysis, a better understanding of local diversity will highlight

the different processes and the different needs faced by regional populations. Despite

the complexity of land-use systems in the region, intraregional-level analyses have

allowed us to find conditions that are common across sites, such as those defining

forms of access, land resource value, and human assets underlying the rate and in-

tensity of land-use change (Castro and Brondı́zio 2000).

A synthesis of the examples presented in this chapter illustrates this approach.

First, different forms of access to resources exist in different combinations within

the region as they relate to the infrastructure and the biophysical and institutional

conditions mediating the interaction between people and the environment. On the

one hand, roads and waterways link settlements, resources, and markets, while on

the other hand, access is defined by the land tenure arrangements and social orga-

nizations that define rules and norms of resource ownership. Second, external mar-

kets, consumption needs, and economic interest all are factors influencing resource

value that directly influences the rate, extent, and direction of LUCC in the region.

In this sense, significant changes in regional land cover result, for instance, from

price changes for forest and agropastoral products (e.g., açaı́ palm fruit), as well as

from the dynamics of the regional land market (e.g., logging, clearing, pasture for-

mation sequence). Finally, another group of factors can be defined as human assets;

these include access to technology and available labor, as well as ethnobotanical and

ecological knowledge to carry out particular activities; for instance, açaı́ agrofores-

try intensification in response to external markets or the ability of farmers to con-

solidate a farm lot in a colonization area without high rates of deforestation.

Variations in ethnobotanical interpretations of the regional environment distin-

guish native Amazonians from recent colonists through their interpretation of the
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economic potential of forests vis-à-vis deforestation and conversion. On the other

hand, the creativity of colonist farmers to develop new land-use systems—such as

types of agroforestry—create new opportunities to couple forest and land-use man-

agement into rural development programs. These forms of land use should take the

forefront of regional land-use analysis, thus helping to call attention to the need to

improve the infrastructure and local livelihood conditions. The organization of these

sets of factors may provide an alternative analytical strategy to capture variations in

intraregional land-use change, while allowing forms of comparative interpretation

useful for a broader regional picture.

Intraregional Analysis and Political Implications of LUCC Research

Extrapolating local dynamics to broader scales, and vice versa, underlies the concep-

tual, technical, and political developments of this research community. This requires

a continuous balance of historical and ethnographic analyses explaining local condi-

tions and patterns of human behavior expressed at larger spatial scales, as well as

the macrolevel political economic forces underlying these regional changes. This is

a prime task for social scientists involved in Amazonian research. The cases used

in this chapter provide an example of how oversimplification of land-use/land-

cover analysis can overlook the diversity of local human strategies resulting from

micro- and macrolevel factors interacting historically in the Amazon (Brondı́zio in

press). Common to many indigenous and peasant populations around the world,

Amazonian rural communities tend to be invisible when it comes to getting their

needs met, and highly visible when it comes to their impact on the environment. In

part, this is the way the scientific community portrays and represents them, be they

indigenous peoples, caboclos, or colonists.

When aggregating local land-use strategies to regional patterns, we tend to high-

light ‘‘the problems,’’ such as deforestation rates, and dismiss local solutions and

coping strategies that actually point the way to alternatives, such as the examples

of agroforestry systems illustrated in this chapter. Historically, Amazonian peasants

tend to be characterized as having a lack of entrepreneurial spirit and being predis-

posed to extensive land-use practices and environmental degradation (Brondı́zio

2004a). Instead, more effort should be made to understand regional land-use strat-

egies and deforestation as a result of the interplay of regional agrarian history, na-

tional political economy, and external market demand.

To some extent, LUCC as a research agenda has resulted in the placement of

developing nations and rural landscapes at the forefront when compared to topics

such as industrial emissions and consumption in developed nations, despite the
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latter’s disproportionate contribution to global climate change. In this context, the

current trend in modeling future scenarios of Amazonian land use has important

political implications for the regional population. Modeling predictions have politi-

cal consequences in negotiating the economics of global change at the international

level—such as carbon emissions—and national and regional priorities of develop-

ment policies. As the Amazon takes central stage in global change scenarios, the

biggest challenge facing the LUCC research community in the Amazon is to bal-

ance the role of macrolevel and geopolitical forces vis-à-vis local environmental and

historical conditions underling land-use change. Attention to intraregional land-use

diversity is, therefore, key to minimizing misinterpretations and the long-term con-

sequences of national and international policies for regional development. The po-

tential academic and applied contribution of an internationally shared LUCC and

human dimensions agenda rests on its commitment to understanding and prioritiz-

ing factors relevant to regional populations and development, at least as much as to

the global environment. Failure to accomplish the former means failure to accom-

plish the latter.

Notes

1. The term human dimensions of global environmental change includes a broad range of
research and policy topics, such as those related to industrial metabolism, health, poverty,
economics, culture, and institutions, as well as studies of land-use change. When used in
this chapter, the term refers mostly to the last-named, that is, the study of processes of
human-environment interaction manifested in land-use change occurring at multiple temporal
and spatial levels.

2. The term intraregional is used in this chapter as an analytical unit of research defined em-
pirically to accommodate human populations and communities in relation to their biophysi-
cal, cultural, and institutional environment. Nested units of analysis can be defined according
to one’s research questions and regional conditions. For instance, rural communities in rela-
tion to a municipality, farm lots in relation to a settlement, one settlement in relation to a net-
work of settlements, and communities in relation to a conservation unit. Biophysical units are
also nested in this context, such as forest types within a watershed.

3. The case studies and examples in this chapter were developed as part of several research
projects and field campaigns involving colleagues from the Anthropological Center for Train-
ing and Research on Global Environmental Change, the Center for the Study of Institutions,
Population, and Environmental Change (CIPEC) at Indiana University, and collaborating
Brazilian institutions such as Embrapa, Museu Paraense Emilio Goeldi, and INPE. The exam-
ples presented here benefit from research grants from the National Science Foundation
(9100576, 9310049, 9521918), NICHD (9701386A), NASA (N005-334), NIGEC, and the
McArthur Foundation through the Indiana Center on Global Change and World Peace. I am
particularly thankful for the comments of William McConnell, Emilio Moran, Elinor Ostrom,
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Andréa Siqueira, Michael Sauer, Fábio de Castro, Thomas Ludewigs, Ryan Adams, and
Angelica Toniolo on earlier versions of this manuscript, to colleagues at CIPEC, the editorial
work of Joanna Broderick, and figure compilation and printing support from Patti Torp,
Scott Hetrick, Amanda Evans, Vonnie Peischl, Sarah Mullin, and Tarkan Kacmaz. An earlier
version of this chapter was presented at the workshop ‘‘Globalization and the New Geogra-
phies of Conservation,’’ organized by the Environment and Development Advanced Research
Circle (EDARC) at the University of Wisconsin, Madison.

4. Only recently has remote sensing become part of the methodological toolkit of Amazonian
social scientists, and to some extent ecological scientists and botanists. One of the earliest
efforts in the social uses of remote sensing emerged not from the social sciences community,
but from local political movements that were aware of its potential applications to land ten-
ure and resource management issues (I. Brown and Stone 1989). Despite the wide application
of remote-sensing data in the demarcation and monitoring of indigenous territories and differ-
ent types of conservation areas (e.g., extractive reserves), integration of ethnographic work
and remote sensing is still developing in the Amazon. Cultural ecologists have contributed
for decades a rich and detailed ethnographic literature on land-use systems and forest man-
agement that is directly relevant to remote-sensing applications, but which is not always
used by remote-sensing analysts. Examples include research focused on the ethnobotanical
aspects of land use (Balée and Gely 1989; Balée 1994) and analysis of different aspects of
swidden agriculture and agroforestry systems affecting spatial, temporal, and structural
aspects of land cover (Beckerman 1983; Hiraoka 1985, 1989; Denevan and Padoch 1987;
Balée and Posey 1989; Brondı́zio and Siqueira 1997). Furthermore, ethnographic work has
contributed to regional-level land-use studies by taking into account the variability in local
responses to external forces as well as the cultural and economic value of forest areas, vari-
ables which are relevant to land-use modeling.

5. The term caboclo is used in this chapter to refer to the native non-Indian population of
the Brazilian Amazon, and is to some extent equivalent to the term ‘‘Ribereño’’ used in the
Peruvian Amazonian floodplains (e.g., see Wagley 1953; E. Moran 1974). For a detailed dis-
cussion of the term, see Brondı́zio 2004a.

6. I use the term rural studies here to refer to various lines of research in anthropology, soci-
ology, and geography concerned with rural development, sociocultural change, extractivism,
and political ecology, mostly at meso- and microlevels.

7. Conceptual models supporting these analyses have included, for instance, the ‘‘central
place’’ theory and Von Thünen approaches, particularly with the growing importance of ur-
banization in the region (Browder and Godfrey 1997). Boserupian analyses have been used to
look at rates of regrowth, fallow cycle, and crop frequency in relation to population size, la-
bor, technology, and land circumscription, mostly with emphasis on native peasant commu-
nities and Indian territories (Carneiro 1961; Shorr 1998; Scatena et al. 1996; Brondı́zio and
Siqueira 1997; Futemma and Brondı́zio 2003). In colonization areas, applications of models
of household cycles (e.g., Goody 1958, 1976) and labor arrangements to land-use analysis,
including Chayanovian models, also have become increasingly used in studies focused on
farm-level dynamics (Marquette 1998).

8. Euterpe oleracea Mart. is the main source of ‘‘heart of palm,’’ also a top export product of
the region.
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10
Processes of Forest Change at the Local and

Landscape Levels in Honduras and Guatemala

Catherine M. Tucker and Jane Southworth

Guatemala and Honduras experience the high rates of deforestation typical of many

nations in Latin America (FAO 1993; Ascher 1995; Segura et al. 1997). These de-

forestation rates reflect aggregates to the national level and obscure important local

variations in the rates and patterns of forest change. Local processes can include

conservation, short- or long-term regrowth, and degradation or loss of forest area.

This chapter explores the processes occurring in five forests in Guatemala and Hon-

duras that represent a range of variation in forest management and different pat-

terns in forest change through time. The sites are similar in vegetation structure,

climatic patterns, and topography. The national levels manifest differences in eco-

nomic policies and historical development of export crops, particularly coffee, but

have similarities in their experiences with international commodity markets. The

contexts surrounding the forests include factors frequently implicated in deforesta-

tion: population growth, market integration, agricultural intensification, and export

crop expansion. Yet these forests do not consistently show deforestation as might be

predicted. This chapter argues that the study of forest change requires attention to

dynamic fluctuations and cyclical patterns, as well as dominant trends, if deforesta-

tion is to be mitigated.

Research Questions

In this chapter, we examine how forests have changed through time and the factors

that appear to be most critical in the patterns observed for the study period, 1987–

2000. The major independent variables of interest include community-level insti-

tutional arrangements for forest management, accessibility (elevation and slope),

economic activities (especially commercial and subsistence agriculture), and the na-

tional policy context. The dependent variables of primary interest are total forest

cover at single points in time for four Landsat Thematic Mapper (TM) satellite



image dates (1987, 1991, 1996, 2000), trajectories of change in forest cover through

time, and forest conditions as evaluated by foresters through fieldwork. The re-

search teams recognize that soils, climate, and topography shape forest conditions.

Therefore, we attempt to control for biophysical variables in the comparison by

selecting forests of similar vegetation composition in fairly comparable environ-

ments. The study explores

� How has forest cover changed over time?
� What are the institutional dimensions that appear to be associated with forest-
cover change?
� What are the economic activities that appear to be associated with forest-cover
change?
� How have national policies impacted study communities’ forest use and manage-
ment?

Theoretical Foundations

The clearing of tropical forests has drawn a great deal of attention due to its

implications for biodiversity, the global carbon cycle, degradation of ecosystems

and environmental services, and the destruction of indigenous cultures (Hecht and

Cockburn 1989; A. Anderson 1990; Shukla et al. 1990; Myers 1994). Nevertheless,

identifying the major human drivers of deforestation in different geographic and his-

torical contexts remains a challenge for researchers addressing the human dimen-

sions of global environmental change (Geist and Lambin 2001). While studies of

tropical deforestation have identified many factors that appear to be important, as

yet no consensus has emerged as to the most important factors, or relationships

among factors, that cause changes in forest cover. Indeed, the proximate causes

of forest-cover change differ significantly across regions and countries (Imbernon

1999). If there is any consensus, it is a methodological one. Scholars now agree

that interdisciplinary methods and perspectives are required to address the complex

issues of deforestation and global environmental change. Therefore this research on

processes of forest-cover change contributes to the efforts of integrating theoretical

perspectives from multiple disciplines, including anthropology, economics, environ-

mental sciences, geography, history, political science, and sociology.

In their meta-analysis of tropical deforestation, Geist and Lambin (2001) identify

the most frequently noted proximate causes of deforestation: agricultural expansion,

timber and fuel extraction, and expansion of infrastructure. The underlying factors

that drive proximate causes include economic factors, policy and institutional fac-
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tors, demographic processes, sociocultural characteristics and preferences, and tech-

nological change (Geist and Lambin 2001). Economic models of deforestation have

failed to find any consistent relationships among macroeconomic factors, policies,

and forest change (Kaimowitz and Angelsen 1998). Moreover, variables such as

population growth appear to have contradictory influences; in some locales it

appears to be correlated with deforestation, in other places with reforestation

(regrowth) (Tiffen et al. 1994; Varughese 2000).

Institutional arrangements merit special attention in studies of forest change. Insti-

tutions, defined as rules-in-use, have the potential to limit forest exploitation or en-

courage it (see chapter 4). Effective land tenure institutions are widely recognized as

fundamental to wise forest management. The relationship between property rights,

economic development, and environmental destruction constitutes an important

issue in the literature. Secure land rights may contribute to improved economic

options and provide incentives for sustainable management of natural resources.

Contrasting perspectives exist, however, as to which type(s) of property arrange-

ments achieves these ends. Neoclassical economics and neoliberal perspectives view

private and public property as the optimal forms of land tenure, based on an as-

sumption that common property arrangements entail uncontrolled exploitation and

lead to resource degradation (cf. Hardin 1968). Common-property scholars counter

that this assumption derives from an erroneous interpretation of common property

as open access (e.g., see Runge 1986, 624; McCay and Acheson 1987, 6–7; Berkes

et al. 1989, 67–68; Molnar 1989, 96; E. Ostrom 1990). Open access refers to

resources for which there are no defined property rights. In the absence of property

rights, anyone can exploit the open-access resource freely, and degradation eventu-

ally results. By contrast, common property represents a form of private property in

which members of a recognized group share rights of use (Bromley et al. 1992, 3–4;

McKean and Ostrom 1995, 6).

Field studies have found that common-property regimes tend to provide more

equitable access to, and distribution of, resources and yield lower costs than those

needed to maintain a bureaucracy for managing, recording, and adjudicating land

titles (Runge 1986). This has led to arguments (and in a few nations, policy initia-

tives) for protecting and fostering common-property arrangements and community

forestry as the preferred approach for achieving an equitable, cost-effective, and po-

tentially sustainable form of resource management (cf. Rangan 1997). The develop-

ment of effective common-property institutions, however, requires that the users of

the shared resources be motivated to manage them sustainably. Gibson (2001) argues

that effective common-property institutions will develop only under conditions of
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dependence and scarcity; otherwise, users will not care if the resource endures or

disappears. While these factors may be necessary, they are unlikely to be adequate

to encourage the formation of effective institutions. Attributes of the users (such

as trust, reciprocity, and reputation) shape whether or not people are willing and

able to cooperate at the level needed to create and maintain common-property insti-

tutions (E. Ostrom 1998a). Elinor Ostrom (2001) points out that the benefits of

forming and maintaining institutions must be expected to outweigh the costs of

organization, and that people must have a level of trust and shared understanding

to reach agreements and attain compliance. Attributes of the resource also contrib-

ute to the potential for effective institutional arrangements; for example, if a resource

is severely degraded, or if availability is highly unpredictable, its protection is unlikely

to generate benefits adequate to satisfy a whole group of users (E. Ostrom 2001).

The emergence of effective institutions for sustainable resource management poses

a challenge not only for jointly held property but also for individual private and

public property (NRC 2002). Whatever the property system, the development and

persistence of sustainable management practices is likely to be related to a number

of other variables, such as market pressures, policy incentives, wages, land values,

and systems of production, as well as personal constraints and priorities. Compara-

tive studies indicate that no single type of tenure will consistently assure specific en-

vironmental outcomes or necessarily promote sustainable resource management

(Rangan 1997; C. Tucker 1999; Dietz et al. 2003). In many cases, government

policies have contributed to deforestation. Detrimental elements have included tim-

ber contracting arrangements and pricing structures, land tenure and titling laws,

cattle-ranching subsidies, and road-building programs (Repetto and Gillis 1988;

Browder 1989; Hecht 1989; Binswanger 1991; Utting 1993; Deacon 1995). In this

comparative study of Guatemala and Honduras, the relationships between tradi-

tional property regimes and policy transformations bear particular relevance.

Guatemala and Honduras have both implemented policies that tend to support

private tenure over communal tenure, and promote export crop production over

production of staple crops for food security. The study sites, however, preserve a

notable proportion of their forests as common property. Many of these forests lie

on marginal, topographically complex areas, with few productive alternative uses.

Several studies have found that communal ownership often occurs on marginal

land (Netting 1982, 1993). Thus the preservation of communal forests within these

sites suggests adaptation to local environmental conditions, as well as the possibility

that local government arrangements have been able to mediate national policy ini-

tiatives to meet local traditions and practices. This further implies that national pol-
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icies have permitted some flexibility for local management decisions. The presence

of benign or supportive national policies appears to be a key aspect in the endurance

and success of common-property arrangements (McKean and Ostrom 1995). In

both Guatemala and Honduras, recent policies have devolved certain rights over

natural resource management to the municipal level. At the same time, extreme

climate events (e.g., Hurricane Mitch) and market shocks, particularly volatility in

coffee prices, have challenged national and local governments to respond effectively

with limited financial resources and personnel.

Methods

Site Selection

Site selection proceeded by identifying municipios (similar to U.S. counties) that

were comparable in terms of biophysical conditions and fell within the same foot-

print of a satellite image. To be included in the analysis discussed here, the munici-

pios had to be free of cloud cover in the satellite images. Within each municipio, at

least two forests and one settlement were selected as focuses for the study. The study

aimed to minimize variation in biophysical conditions so observed changes could be

related directly to human rather than environmental factors. To examine the role of

tenure in forest management, sites were selected so that both communal (common

property) and private ownership would be represented.

Fieldwork in Communities

Fieldwork in the study sites involved interdisciplinary methods to collect sociocul-

tural, economic, institutional, and biophysical data. Teams composed of researchers

from the natural and social sciences used protocols developed by the International

Forestry Resources and Institutions (IFRI) research program to obtain comparable

data in each of the sites (see E. Ostrom and Wertime 2000). Through interviews

and participatory rural appraisal activities with residents, local officials, and repre-

sentatives of organizations active in the study regions, researchers obtained informa-

tion on forest use and management, economic conditions, policy impacts, patterns

of forest use, and the institutional arrangements related to forest management.

Forest Mensuration

The teams conducted forest mensuration in each of the study forests during field-

work in 1997 and 1998, with the assistance of experienced botanists and local peo-

ple serving as plant identifiers. As described more thoroughly in chapter 5, forest
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plots were randomly selected following a random number generation procedure for

determining coordinates for points on forest maps. In each forest plot, researchers

identified species, measured tree height and diameter at breast height (dbh), and

obtained geographic coordinates with a global positioning system (GPS) unit. Plot

characteristics were recorded, including the slope, aspect, elevation, presence of ero-

sion, evidence of livestock, and indication of insect infestation.

Teams made observations of land cover and land use to classify remotely sensed

images. The training sample observations identified areas that represented the vari-

ety of land covers in the region (e.g., mature Pinus-Quercus forest, secondary suc-

cession Pinus-Quercus forest, grassland/pasture, clearing/agriculture) that could be

identified as distinct land-cover patches on satellite images. Each of these classes

was later defined as either forest or nonforest (typically agricultural uses).

The examination of forest conditions based on forest mensuration provides

detailed, ground-level information. Forest mensuration data are limited by repre-

senting a single point in time, and even with repeat visits the method is time- and

labor-intensive. In order to follow changes in forest area through time, the use of

remote-sensing techniques prove more efficient.

Processing and Analysis of Landsat TM Images

Analysis of satellite images (see chapter 6) offered the primary source of quantita-

tive estimates of land cover over the thirteen-year interval that constituted the study

period. Landsat 5 TM images were obtained for 1987, 1991, 1996, and 2000. Each

image was selected from the month of March because it corresponds to the end of

the dry season, when agricultural fields can be easily distinguished from forests, and

cloud cover tends to be minimal. Geometric rectification of the 1996 image was car-

ried out using 1:50,000-scale maps and the nearest-neighbor resampling algorithm,

with a root mean square error of less than 0.5 pixel (<15 m). Using a similar proce-

dure, the rectified 1996 image served as the basis to rectify the 1987, 1991, and

2000 images. An overlay function verified that the images overlapped precisely

across the three image dates. Following rectification, calibration procedures cor-

rected for sensor drift and other differences, such as variations in the solar angle

and atmospheric conditions. Without such calibration, change detection analysis

may evaluate differences at the sensor level rather than changes at Earth’s surface.

Training sample data were used to determine the land-cover classes on the ground

and then train the satellite images to recognize them. Classes for agriculture, young

fallows (approximately one to three years), pasture, clearings, and settlements, as
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well as a negligible area in water, were aggregated to create a nonforest class. This

class is predominantly agriculture, but for the purposes of our research questions,

the definition of nonforest best represents the land cover. Forest was defined as hav-

ing a canopy closure of 25 percent or greater, based on forest plots from fieldwork.

Land-cover maps of forest and nonforest cover for 1987, 1991, 1996 and 2000

were derived by independent, supervised classification of the four Landsat images,

using a Gaussian maximum likelihood classifier. Only two cover classes (forest,

nonforest) were used to simplify the change analysis and modeling procedure (see

also Southworth et al. 2002; Nagendra et al. 2003).

With classification accuracies exceeding 85 percent for all four dates, classified

images generally agreed visually with actual land cover and with the very distinct

spectral signatures of each class. Following classification, change detection analysis

was undertaken. Change detection is a technique used to determine the change be-

tween two or more time periods of a particular region or for a particular land cover

by providing quantitative information on spatial and temporal distribution. It offers

an important tool for monitoring and managing natural resources (Macleod and

Congalton 1998). In addition, fieldwork in March 2000 verified the land-cover tra-

jectories of 100 randomly selected locations, based solely on either visual inspection

of tree size and age, and other factors, or a combination of visual analysis and inter-

view data. This field verification provides added confidence in the change analyses

and the underlying classifications. This is important, as the error across each land-

cover classification is additive in the creation of change grids. In this study, the field

verification and accurate registration procedures in which overlay accuracy was

verified served to minimize potential errors in the forest/nonforest classification

procedure.

Changes in land cover were detected using an image grid addition technique.

Analyses of four images across three intervals (1987–1991, 1991–1996, 1996–

2000) were conducted to measure land-cover changes for each forest. These

analyses resulted in four possible classes for each interval: forest (unchanged), de-

forestation (forest to nonforest), regrowth (nonforest to forest), and nonforest

(unchanged). This postclassification grid analysis led to a newly classified image

incorporating information from all images (Mertens and Lambin 1997) and produc-

ing a categorical map—a change image. This image is associated with a change ma-

trix that gives the area for each class and its changes during the period. At the

municipal level, an additional change analysis was conducted across three images

(1987, 1991, 1996) to produce a new image with eight possible classes. Change
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Figure 10.1
Guatemalan and Honduran study sites.
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data for the forest and municipal levels allow comparison of change processes

across these levels of analysis.

Overview of the Sites

Two municipios are the focus for this analysis: Camotán in eastern Guatemala and

La Campa in western Honduras (figure 10.1). Both Camotán and La Campa met

the criteria of having private and communal forest ownership, which permitted con-

trasting the influence of tenure regimes. The institutional arrangements associated

with private and communal management varied across the sites. Despite efforts to

find highly comparable biophysical contexts, we found the nature of the landscape

and the distribution of forests involved variation in average elevation, slope, temper-

ature, and precipitation, which influence the species composition and biodiversity

(table 10.1). The study forests chosen in the municipios nevertheless contain pine-

oak forests with similar vegetation structure located on topographically complex

terrain.

Camotán

The research in Camotán focused on a private farm, known as Tachoche, with a

large forest, and the village of Tesoro, which shared a communal forest with an

adjacent community and several other small villages (figure 10.2). The villagers had

formally designated Tesoro Community Forest only two years before the fieldwork

(and some of the boundaries remained in flux), but the area had been used as a vil-

lage woodlot for generations. Fifty years ago, most of the municipio remained in

forest, but most of it has since been cleared for agriculture as families have grown

and immigrants have arrived from Honduras. Residents traditionally depend on

subsistence production of maize and beans, but the primary economic activity

is now coffee production, which expanded with road building and good prices

through the early 1990s. Coffee incomes permitted growers to gain material goods

(trucks, stone houses) and reduce their dependence on the forest. People mainly

cook with gas or deadwood from their coffee plantations instead of harvesting fire-

wood from the communal forest. Few residents use the forest, although individuals

occasionally harvest timber for personal use (e.g., house construction). Tachoche

experienced a change in ownership in the late 1980s and markedly expanded cof-

fee production and timber extraction. The owners clear the forest by section,

and replant clearings with pine. Since the change in ownership, the villagers have

respected the private property limits.
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La Campa

The municipio of La Campa, in western Honduras, contains eight villages and the

municipal center (Centro Urbano, similar to a county seat). The research focused

on three forest areas: (1) a large communal forest, La Campa Communal Forest,

comprised of two areas under identical management rules and used by residents of

Centro Urbano and two neighboring villages; (2) a private forest area composed of

four small (2–19 ha), adjacent private forests, La Campa Private Forests, held by

individuals who follow similar management practices; and (3) a forest parcel, Resin

Tappers’ Zone, granted in 1994 to a newly formed resin tappers’ cooperative (figure

10.3). The majority of the municipio’s population depends on subsistence produc-

tion of maize and beans, but coffee production expanded during the 1990s. Coffee

expansion has been associated with road improvements (La Campa did not have a

Table 10.1
Biophysical Characteristics of Study Site Forests

Forest Name

Camotán, Guatemala La Campa, Honduras

Tachoche

Tesoro
Community
Forest

La Campa
Private
Forests

La Campa
Communal
Forest

Resin
Tappers’
Zone

Tenure type Private Communal Private Communal Communal

Forest size (ha)b 369.6a 524.6 48.6 383.8 236.3

Species richness
(woody plants)

31c 17 9 7 13

Mean annual
temperature (�C)

23 23 20 20 20

Mean annual
precipitation (mm)

2000 1740 1300 1300 1300

Mean slope
(degrees) (SD)

29
(8.3)

26
(6.6)

19
(6.5)

18
(9.0)

20
(7.1)

Mean elevation
(mean sea level) (SD)

953
(103.7)

943
(93.6)

1214
(41.2)

1233
(32.7)

1374
(42.5)

aBased on the area of the entire property, as the proportion devoted to forest did not have a
specified boundary.
bBased on geographic information system (GIS) coverages of boundaries derived from field-
work; the resulting forest area within the GIS coverage tended to differ from the forest area
estimated by respondents.
cBased on identification of woody plants to the species level. Fifteen woody plants, including
small saplings, could not be identified. They were not ascertained to be different species and
therefore are not counted.
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road into the coffee-producing highlands until 1993), agricultural extension pro-

grams, and national subsidies. People depend on communal forests for firewood,

timber for construction, and pasture for livestock. The private forest owners, most

of whom also produce coffee on separate parcels, have fenced off the land to serve as

pasture for their livestock, and they rarely harvest timber or firewood from their land.

Comparison of Study Forest Characteristics and Institutions

Important differences, as well as similarities, exist between the study forests.

Tachoche receives the highest average annual rainfall and has a higher average

0 5 102.5
Kilometers

´

0 5 102.5
Kilometers

´

Tachoche

Tesoro

Figure 10.2
Study forests in the municipio of Camotán, Guatemala.
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temperature than the other forests (see table 10.1). Accordingly, it is not surprising

that Tachoche supports the greatest species richness of woody plants in the study.

Tesoro Community Forest, which lies close to Tachoche, receives slightly less rain-

fall and has the second highest species richness. The forests studied in La Campa are

adjacent and do not differ noticeably in rainfall or temperature. Camotán’s forests

have steeper average slopes and lower average elevations in contrast to those of La

Campa. In terms of accessibility, the gentler slopes may facilitate access, as do

nearby roads.

The forests have strong similarity in terms of dominant species—pine (Pinus

oocarpa) dominates, followed by oak (Quercus spp.)—with the exception of

Tachoche, in which another pine (P. maximinoi) is the secondary dominant species

(table 10.2). In terms of basal area, however, the forests differ notably: Tachoche

and Tesoro Community Forest have much higher basal areas than any of La

Campa’s forests. In comparison, La Campa Private Forests have higher basal areas

than La Campa Communal Forest and the Resin Tappers’ Zone. The forests also

´́
1050 2.5

Kilometers

La Campa Boundary

Private Forest

Communal Forest

Resin Tappers’ Zone

Figure 10.3
Study forests in the municipio of La Campa, Honduras.
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differ in terms of crown cover, mean tree dbh, and mean tree height; in all of these

dimensions, Camotán’s forests have higher mean values (table 10.3). This suggests

in general that Camotán’s forests present better general forest conditions.

Fieldwork observations indicate that Camotán’s forests are subject to lower levels

of human exploitation than La Campa’s forests. These observations are supported

by La Campa forest plot data indicating the presence of livestock and erosion,

which can influence forest degradation and may imply human presence. All of the

forests except Tachoche had high levels of livestock presence, based on the number

of plots that had signs of livestock. La Campa’s communal and private forests

revealed the most intense grazing pressure—100 percent and 95.2 percent of all

plots, respectively, had signs of livestock (table 10.4). Erosion appeared most severe

in Tesoro Community Forest, followed by La Campa Communal Forest and the

Resin Tappers’ Zone. The notable differences between forests with notably similar

biophysical conditions indicate that institutional arrangements and associated pat-

terns of use represent important dimensions in the study forests’ conditions.

Institutional arrangements of particular importance to the municipios include

rules for forest use, the activities of local governance bodies, and the user groups’

relationships among themselves and with government entities. All of the study for-

ests have land titles, whether owned communally or privately. The private forest

owners in La Campa have private holdings specified under communal village titles,

Table 10.3
Study Forests’ Mean Values for Crown Cover, Tree Diameter at Breast Height, and Tree
Height

Forest Name

Camotán, Guatemala La Campa, Honduras

Tachoche

Tesoro
Community
Forest

La Campa
Private
Forests

La Campa
Communal
Forest

Resin
Tappers’
Zone

Mean crown
cover (%) (SD)

38
(22.3)

27
(15.3)

30
(24.2)

22
(15.6)

24
(20.3)

Mean treea

dbhb (cm) (SD)
25
(14.8)

26
(13.5)

22
(11.7)

20
(11.4)

19
(8.7)

Mean tree
height (m) (SD)

16
(6.5)

15
(5.4)

14
(4.5)

12
(5.7)

13
(5.6)

aTrees are defined as having a minimum diameter at breast height of 10 cm.
bdbh, diameter at breast height, measured 137 cm above the ground.
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and owners must cooperate with the relevant village council. In practice, tenure

security exists uniformly in La Campa. Tachoche has a legally recognized private

title under Guatemalan law.

Approaches in forest management differ markedly within as well as across tenure

regimes. Tachoche exploits its forest on a large scale and plants pine stands to sup-

ply its onsite sawmill. Private forest owners in La Campa use their forests princi-

pally for grazing, but they respect municipal rules restricting commercial forest

activities. Tesoro Community Forest is used primarily for harvesting timber for

household construction at low levels of exploitation. In contrast, La Campa Com-

munal Forest experiences a high level of firewood extraction for cooking and tem-

pering of artisanal pottery.

The communal forests in the study vary in the degree to which rules limit resi-

dents’ forest exploitation (table 10.5). The community of Tesoro has not created

and enforced many rules to constrain forest harvesting; however, the forest appears

to experience a low level of exploitation since most of the population obtains fire-

wood from their coffee fields. The owner and manager of Tachoche must follow a

forest management plan approved by Guatemala’s National Forestry Institute, yet

they have considerable latitude in deciding many issues regarding forest harvesting,

construction of infrastructure, and use of fire. La Campa has enforced rules that

prohibit commercial exploitation of forests, with the exception of the permission

Table 10.4
Signs of Forest Degradation

Forest Name

Camotán, Guatemala La Campa, Honduras

Tachoche

Tesoro
Community
Forest

La Campa
Private
Forests

La Campa
Communal
Forest

Resin
Tappers’
Zone

Total no. of plots 40 40 21 20 21

Percent (%) of
plots with erosion

(No. of plots)

0
(0)a

47.5
(19)

4.8
(1)

30
(6)

28.6
(6)

Percent (%) of
plots with evidence
of livestock
(No. of plots)

0
(0)a

57.5
(23)

95.2
(20)

100
(20)

52.4
(11)

aBased on 39 of 40 plots due to missing data.
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granted to the resin tappers’ cooperative to use one section of the communal forest.

The resin tappers’ cooperative must follow a management plan approved by the

semiautonomous Honduran National Forest Development Corporation (COHDE-

FOR) that specifies the number and size of trees that can be tapped. They, and other

La Campa residents, also may harvest deadwood for firewood and graze livestock in

the zone. The zone is more than 4 km from most households, so it is under less pres-

sure for firewood exploitation and livestock grazing. La Campa’s municipal council

attempts to control exploitation of live trees by charging residents for extraction of

trees for household construction. It also fines residents of adjacent municipios whose

cattle cross borders into the communal forests. Even so, the municipal council does

not consistently enforce its rules prohibiting transformation of communal forest to

privately claimed land. Perhaps most important for forest conditions, there are no

Table 10.5
Forest Rules and Enforcement

Forest Name

Camotán, Guatemala La Campa, Honduras

Tachochea

Tesoro
Community
Forest

La Campa
Private
Forests

La Campa
Communal
Forest

Rules exist to govern uses Yesb Yes Yesc Yes

Rules govern maintenance/
improvement

Yesb No No No

Rules govern infrastructural
changes

Nod Yes No Yes

Rules govern use of fire Nod Yes Yesc Yes

Rules govern types of seeds that
may be planted

Yese No No No

Rules limit wild game that may
be taken

No No No Yes

Rules are enforced Unclear Yes Variable Variable

aThe presence of municipal or higher-level government rules constrains this private owner’s
uses, but private owners may change self-imposed management principles at will, without
sanction.
bThe owner must follow an officially approved management plan.
cLa Campa’s municipal rules require permission to set fires, and prohibit residents from har-
vesting timber for commercial sale.
dThe owner and manager make decisions jointly but are free of external regulations.
eThe owner and manager must consult with the National Forestry Institute (INAB).
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limits on the quantity of firewood that households may harvest. Since La Campa

Communal Forest is located within a kilometer of the municipal seat, it is the source

for the majority of firewood and the destination for most livestock. Despite concerns

over forest degradation, residents use this forest with few constraints, and the forest

data indicate that this forest has poorer conditions than the others.

Results of Forest-Change Analysis

Theory suggests that deforestation is likely to occur in areas with weaker institu-

tions, such as La Campa Communal Forest, which is also easily accessible. Tacho-

che’s and La Campa’s private forests appear to offer stronger institutions in terms of

prohibiting outsiders from exploiting the resources. In both sites, neighbors usually

respect private forest boundaries, even though the owners have limited ability to

sanction trespassers. The results provide some support for theoretical predictions,

yet also indicate that the reality is more complex than theory anticipates.

The analyses of the classified images for each image date (1987, 1991, 1996,

2000) show that the forests experienced different trends in cover change. Figure

10.4 indicates the percentage of the total area actually forested for each of the four

P
er

ce
n

t 
o

f 
A

re
a 

F
o

re
st

ed
 (

%
) 

100.00

90.00

80.00

70.00

60.00

50.00

40.00

30.00

20.00

10.00

0.00
La Campa

Communal Forest,
Honduras

La Campa
Private

Forest

Resin Tappers’
Zone

Tachoch Tesoro

1987
1991
1996
2000

Figure 10.4
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dates. The percentage of total area in forest fluctuates through time rather than fol-

lowing a linear trend. La Campa Communal Forest experienced the most dramatic

fluctuations. With 36 percent of its area in forest cover in 1987, it experienced a loss

in forest cover from 1987 to 1991, a gain in forest cover from 1991 to 1996, and an

astonishing loss in forest from 1996 to 2000, such that only 8.1 percent of the area

remained in forest in 2000. Other forests experience less drastic fluctuations but still

show intervals of regrowth as well as declines in forest cover. Tachoche presents the

least overall variation.

The three interval analyses (1987–1991, 1991–1996, 1996–2000) provide fur-

ther insight into the change processes (figure 10.5). The change classes show that

both regrowth and deforestation occurred simultaneously during those intervals.

Indeed, all of the forests except Tachoche experienced notable regrowth and defor-

estation during each two-date image interval.

Discussion of Forest-Change Results for Sites Studied

The fluctuations in forest cover suggest that short-term changes in forest users’ strat-

egies occur through time, as users adjust to transient political, economic, or social

pressures, and perhaps climatic events. Moreover, some forest uses and transforma-

tions have cyclical patterns, such as fallow cycles and slash-and-burn agriculture

(cf. Munroe et al. 2002). The changes in the two-date intervals imply that notable

changes occurred in the climate, policy environment, or institutional arrangements.

In particular, the 1987–1991 data seem to be an exception to subsequent years.

Fieldwork data from La Campa suggest several events are related to the processes

seen in La Campa Communal Forest. In 1987, a major forest fire in the commu-

nal forest caused a notable loss in forest cover (the burn scar is visible in the 1987

image); the burned area experienced regrowth through 1996. A major political

event—the expulsion of COHDEFOR from the area in 1987—also contributed to

the deforestation in La Campa Communal Forest during the 1987–1991 interval.

The expulsion resulted from residents’ anger and organized protests against COH-

DEFOR, which had granted numerous permits to regional sawmills that severely

overexploited communal forests. In return, La Campa had received only token pay-

ments, and COHDEFOR had severely fined residents for forest use related to their

limited commercial activities.

Following 1987, the municipal council granted people areas in communal forest

for personal use, which had been prohibited by COHDEFOR. Although the council

and residents strongly opposed logging by outsiders, they were eager to regain full
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use of their communal forests, which had been severely curtailed under COHDE-

FOR. The freedom to claim new land encouraged some households to clear areas

in La Campa Communal Forest and the section designated in 1994 as the Resin

Tappers’ Zone. By 1996, however, some of these fields and pastures had reverted

to fallow. The land had low productivity, and the more affluent farmers sold live-

stock to fund export coffee production in the higher elevations. Similarly, the

regrowth noted in La Campa Private Forests for 1991–1996 appears to be associ-

ated with a general decrease in the number of cattle owned by these more affluent

households (one of which sold off all but 20 head of a 300-head herd), in order to

concentrate resources in coffee planting. In Guatemala, the people of Tesoro hired

forest guards beginning in 1998 to prevent outsiders’ incursions and harvesting.

The regrowth seen for the forest suggests that the guards may have helped to reduce

trespassing and harvesting by nonresidents.

Results of Forest-Change Analysis at the Municipal Level

Processes of forest change can vary by scale of analysis. While patterns of use in

study forests can be readily linked to institutional arrangements, the factors that in-

fluence forest change at coarser scales may be less obvious. In order to understand

the broader processes within which the study forests are situated, we conducted an

analysis of forest change at the municipal levels. This analysis does not include the

2000 image. It focuses on an analysis of forest cover for three of the image dates

(1987, 1991, 1996) and a time-series analysis of change classes, which indicate the

status of each pixel through time. These two analyses presented different perspec-

tives. Looking at the amount of forest cover for each of the images suggests that

the forest cover is relatively stable through the study period. Camotán retains just

over a third of its total land in forest across the three-date image analysis (table

10.6). The data seem to imply that very little forest-cover change occurred over the

nine-year study interval.

The time-series analysis revealed a much more dynamic picture. In Camotán 28.5

percent of the area experienced a switch between forest and nonforest status over

the three image dates (table 10.7). This suggests that farmers are actively clearing

and fallowing land for short intervals. The areas that remain under permanent forest

cover (forest in each of the images) tend to lie on steep slopes and at higher eleva-

tions, while areas that remain cleared (mainly for agriculture and settlements) are at

lower elevations and near roads. Another interesting facet of the analysis was the

contrast between the Honduran and the Guatemalan municipios. While just over
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20 percent of Camotán remained as stable forest over the three image dates, almost

half of La Campa’s land was in stable forest.

Discussion of Results of Municipal-Level Forest-Cover Analysis

Several factors appear to contribute to the contrast in forest cover between Camotán

and La Campa. Guatemala, for the most part, has been producing coffee for the

market for a longer period than La Campa, and Camotán appears to have had

better roads, which have benefited coffee producers for several decades. Permanent

agricultural fields appear to be well established in Camotán, while La Campa has

been experiencing agricultural intensification only recently, with a transition from

swidden agriculture to extended field production with chemical inputs and ox-

drawn plows. Population growth may have occurred more rapidly in Guatemala,

but recent demographic data are lacking for Honduras. Additionally, La Campa’s

Table 10.7
Change-Trajectory Classes by Municipio (1987–1991–1996)

Change Class
Camotán,
Guatemala (%)

La Campa,
Honduras (%)

f–f–f 21.16 47.92

f–n–f 5.67 7.19

n–f–f 5.13 6.16

n–n–f 5.96 6.70

f–f–n 1.84 5.26

f–n–n 3.92 3.65

n–f–n 2.78 3.67

n–n–n 53.55 19.88

f, forest; n, nonforest.

Table 10.6
Percentages of Forest Cover by Municipio (1987, 1991, 1996)

Image Date

Camotán,
Guatemala
Forest (%)

La Campa,
Honduras
Forest (%)

1987 63.7 64.0

1991 77.5 63.0

1996 61.7 67.5
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land offers less area suitable for agriculture due to the prevalence of cliffs and rocky

slopes, and a lower average precipitation than Camotán.

The municipal level of analysis presents several contrasts and parallels with the

forest-level analyses. Perhaps most interesting is that the 1987–1991–1996 time-

series analysis shows that La Campa municipio experienced a forest regrowth trend,

and this was mirrored for that same time frame by forest regrowth within the study

forests. While part of the regrowth in La Campa Communal Forest can be attrib-

uted to regeneration following the 1987 fire, the regrowth occurring more broadly

in the municipio evidently reflects abandonment of marginal agricultural fields asso-

ciated with the adoption of modern soil conservation methods, chemical fertilizers,

and plowing (Southworth and Tucker 2001). Through the 1990s, coffee expansion

clearly impacted the highland forests of La Campa. Subsequent to the period cov-

ered by the municipal-level image analysis, a precipitous drop in international coffee

prices evidently slowed the planting of new fields. Fieldwork observations and inter-

views conducted in 2000 and 2002 revealed that farmers were reducing investments

in coffee. Larger coffee producers, unable to rely solely on family labor, were leaving

coffee to rot in the fields because the cost of labor exceeded coffee’s market price. In

this situation, it is not yet clear whether farmers are clearing more forest to plant

alternative crops, replacing coffee with another crop, adopting off-farm strategies

to mitigate the consequences of volatile coffee prices, or waiting to see if coffee

prices improve. The impact of coffee price volatility on land-cover change in La

Campa is a focus of current work to include more recent images in the 1987–

1991–1996 municipal-level analysis.

National Policies and Deforestation

Both Guatemala and Honduras have experienced difficulties in designing policies

that promote wise forest management. In part, the design and implementation of

policies have created contradictions. In Guatemala, the responsibilities for forest

protection and enforcement have been divided among several government entities

and programs that are not always clear in terms of their exact responsibilities (Suazo

et al. 1997). Enforcement of forest laws has had a checkered history. Honduras has

experienced similar shortcomings in the enforcement of forest laws. COHDEFOR

has experienced several major reorganizations and continues to suffer from a poor

reputation among farmers. In addition, the National Agricultural Institute (INA)

promotes transformation of forest lands to agriculture under enabling legislation

that contradicts forest policy. COHDEFOR, with a smaller budget and limited po-
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litical resources, has been unable to reverse INA decisions in recourse to judicial

processes, even when protected areas are at stake.

In the past decade, both nations devolved certain rights over natural resource

management to the municipal level. In Honduras, an early study of the policy impli-

cations of the devolution of rights indicated that the overall effects should be favor-

able for wise management (ESA Consultores 1993). In Guatemala, decentralization

of forest management since 1996 has included programs to provide national institu-

tional support for municipal forest management (Larson 2003). The results of these

changes are not yet clear. The costs and benefits of forest exploitation are now

borne to a greater extent by the municipios, many of which have few resources or

the experience to manage forests. These policy impacts, as they differ or run parallel

across the two nations, require further research and analysis.

The Role of Coffee Production

Guatemala has been more successful than Honduras in promoting coffee produc-

tion, and this appears to be a factor in the state of forest transformation in our com-

parison of Honduran and Guatemalan study sites. Coffee is currently the most

important export crop produced in each of the study sites, but it has been important

in the Guatemalan sites for a longer time. While many processes have influenced

deforestation through time, Guatemala’s coffee production has been intertwined

with forest transformation since the mid-1800s. Coffee production in Guatemala

has been linked to the expropriation of communal lands, expansion of road net-

works, integration of the national economy with international markets, and increas-

ing inequities in the distribution of land and wealth. These processes have in turn

been implicated in deforestation. Guatemala’s success in promoting coffee produc-

tion relates in part to favorable environmental conditions, particularly its rich volca-

nic soils, and the accessibility of some of its finest coffee-growing lands to urban

markets and ports. More notably, the social relations of labor and land tenure pat-

terns proved amenable to transformations that favored large-scale coffee production

(R. Williams 1994).

Interestingly, Camotán falls in the department (state) of Chiquimula, a region of

eastern Guatemala that presented greater difficulties for coffee expansion, including

less fertile soils, greater distance from ports and urban markets, and persistence of

communal lands. A low population density and labor scarcity apparently contrib-

uted to the difficulties of coffee production in this region through the mid-1900s.

With population growth and improving roads, coffee became the most important
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market crop for the region during the latter half of the twentieth century. Yet in

contrast to the rest of the country, where the large coffee growers dominate produc-

tion, smallholders dominate in Chiquimula, as they have since the late 1800s (R.

Williams 1994, 65).

Honduras has faced obstacles to coffee expansion that contrast with the Guate-

malan experience. Honduras proved less favorable for coffee production. It had a

smaller population, its soils tended to be more weathered and less fertile, and

regions suitable for coffee production were for the most part located in mountains

far from ports and markets (the department of Choluteca was an exception; it had

easy access to a port and a larger labor pool; thus coffee production expanded more

readily than in the rest of the nation) (R. Williams 1994). But perhaps more impor-

tant, the liberal policies that swept Central America in the late 1800s followed a

different path in Honduras than in Guatemala. The Honduran government did not

enact legislation that directly attacked common property (Lapper and Painter 1985,

19). Instead, the government encouraged commercial agriculture by granting public

lands to municipios that requested land for production, and it sold public lands to

private individuals who promised to plant export crops. Common properties and

private titles expanded most rapidly in areas where coffee production took hold (R.

Williams 1994, 93–94). Honduran coffee production has remained in the control of

smallholders, many of whom still produce coffee on communal lands, as is the case

in La Campa.

Concluding Discussion

In nations with such high rates of deforestation, the study of these forests through

time shows that deforestation is not necessarily a uniform trend in all forests. The

forests included in this study are in relative proximity, yet their patterns vary. Forest

management decisions play a large role in determining forest conditions, and in

these forests the institutional arrangements provide leeway for management and

use decisions that may include clearing. As a result, the rules-of-use and tenure

regime do not appear to be as important in shaping the patterns of change as

economic and political factors. Thus, Tesoro Community Forest experienced fluctu-

ations, but only a minor reduction in total forest cover occurred over the thirteen-

year period despite a context of relatively weak institutions. In this case, users had

preferred alternatives to forest products, and began a process of strengthening insti-

tutions through the hiring of forest guards. Tachoche, which had strict management

rules, experienced deforestation between 1987 and 1996. Timber harvesting deci-
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sions had evidently led to clearing in certain areas, but by 2000, reforestation efforts

on logged areas had helped to compensate for lost forest cover. In La Campa, it

appears that weak institutions permitted periods of high forest exploitation, while

changing economic conditions shaped pressures on forests for transformation to

pasture and possibly agriculture.

The Guatemalan study sites reveal a notable percentage of productive land in cof-

fee and less than a third of their land in forest. By contrast, La Campa’s coffee plan-

tations cover less than 5 percent of its territory, while over 60 percent of its land is

in forest, at least through 1996. La Campa’s potential for coffee expansion is high,

and many current coffee growers have fenced land in highland forests with plans to

eventually plant coffee. Yet the crisis in coffee prices that began in the late 1990s

currently represents a negative incentive for investment in coffee.

The Guatemalan municipio may represent a more advanced stage of the process

occurring in La Campa, in which forest clearing slows as land suitable for trans-

formation to agriculture becomes scarcer and forests retreat to the steepest, least

productive areas. Thereafter, forest cover remains relatively unchanged, although

temporary uses amenable to the marginal lands lead to dynamic switching between

forest and nonforest covers. The dynamism observed in the landscape represents the

most intriguing dimension of this research. Future efforts will involve additional

fieldwork and satellite image analysis to further investigate these patterns and their

drivers. If we are to understand the factors causing deforestation, then we also must

understand the temporary and dynamic dimensions of forest-cover change, as well

as sustained trends of expansion, conservation, and degradation. Can local insti-

tutions and national policies be designed to encourage forest protection before

forests decline to a minimal level defined by local landscapes and economies? Or

will forest transformation be inevitable until the costs exceed the possible benefits

of transformation?
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11
Comparison of Aboveground Biomass across

Amazon Sites

Dengsheng Lu, Emilio F. Moran, Paul Mausel, and Eduardo Brondı́zio

The future of carbon emissions may be the largest source of uncertainty in climate

scenarios. While fossil fuel emissions may account for a significant part of global

carbon emissions, tropical deforestation and the fires associated with it make up a

considerable proportion of total emissions, and make estimating even current emis-

sions difficult. Part of the problem lies in the magnitude of tropical forest clearing,

the isolation of many of the areas where deforestation is taking place, and the diffi-

culty of arriving at accurate estimates of the total area deforested. In the 1980s it

was believed that carbon emissions from fossil fuels were 5:5G 0:5 gigatons per

year (Gt/yr) in contrast to 1.7GGt/yr from land use, but there was greater uncer-

tainty over the latter number. Much of the ‘‘missing carbon’’ in estimates of carbon

pools came from the land component. Likewise, estimates of the carbon sink have

high degrees of uncertainty, and what proportion comes from secondary forest

regrowth is largely unknown except for some small areas that have been carefully

studied. To overcome these uncertainties it is particularly important to understand

patterns and processes of land-use change as they affect net emissions, to understand

past and current trajectories of land use, and to have strategies in place to monitor

future changes in land use that are amenable to rapid assessment of net emissions

and sequestration of carbon.

One useful way to proceed is to develop approaches for estimating biomass

changes in land cover using remotely sensed data. A number of studies have pro-

vided useful approaches for estimating biomass, and thus carbon, related to loss

from deforestation and subsequent use of fire to remove the vegetation for agropas-

toral activities. Our work on human-environment relationships, linking as it does

biophysical with social science approaches to understand changes in forest eco-

systems, has routinely developed methods to integrate time-series satellite digital

data with field measurements that provide a foundation for developing accurate

approaches to biomass and carbon estimation. Linking remote sensing to actual



land cover is a challenge. We have tried to address this challenge by intensive field

studies and vegetation and biomass measurements.

This chapter illustrates some methods for estimating carbon and biomass in ways

that take into account significant variability in the sensitivity of different measure-

ments. While it would be ideal to use a universal method to estimate biomass, our

research shows that differences of vegetation structure lead to some indices being ac-

curate in one type of canopy structure and less accurate in other types.

Many methods for aboveground biomass (AGB) estimation that have been used

(Gillespie et al. 1992; Overman et al. 1994; Roy and Ravan 1996) include complete

harvesting or destructive sampling, allometric equations, conversion of tree volume

to AGB, remote-sensing techniques, and geographic information systems (GIS) tech-

niques (Lu 2001). Destructive sampling requires complete harvesting of all bio-

mass within the plots, followed by drying and weighing (Klinge et al. 1975). This

approach is time-consuming and costly, but it provides accurate results. Allometric

equations are often derived from the precise destructive sampling data. Many mod-

els have been developed based on various combinations of diameter at breast height

(dbh), tree height, and wood density through linear or nonlinear regression models

(Jordan and Uhl 1978; Saldarriaga et al. 1988; Uhl et al. 1988; Overman et al.

1994; B. Nelson et al. 1999). Once an allometric equation is established, it can be

used for inventories of stand biomass quickly and nondestructively. However, the

equations tend to reflect the specific characteristics of the area sampled and are

rarely applicable universally. Conversion of tree volume to AGB can save time and

cost because large datasets of tree volumes are available from regional or national

forest inventories. These inventory data can be used for estimation of AGB (S.

Brown et al. 1989; S. Brown and Lugo 1992).

Remote-sensing techniques have many advantages over other methods, including

repetitive data acquisition, synoptic views, potentially lower cost, and a digital

format amenable to computer processing. These make remotely sensed data the pri-

mary source for AGB estimation of large areas, especially in areas of difficult access.

In recent years remote-sensing techniques have become more prevalent in estimating

AGB (R. Nelson et al. 1988, 2000; J. Franklin and Hiernaux 1991; Leblon et al.

1993; Steininger 2000; Lu et al. 2002a). If ancillary data such as soil data, topo-

graphic data, and climate data are available, GIS technology can integrate them

with remote-sensing data to improve AGB estimation. S. Brown et al. (1992) used

GIS technology to produce a forest biomass map for peninsular Malaysia, and Iver-

son et al. (1992) used GIS to estimate total biomass and biomass density of the trop-

ical forests in South and Southeast Asia.
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Most previous AGB estimations using remote-sensing data focused on coniferous

forest because of its simple species composition and homogeneous stand structure

(Hussin et al. 1991; Hame et al. 1997; Kurvonen et al. 1999). Because of its com-

plex stand structure and rich species composition, AGB estimation research has

rarely been conducted successfully in a large area of moist tropical forest. Although

many vegetation indices have been developed and applied in AGB estimation (G.

Anderson et al. 1993; Bannari et al. 1995), there is little understanding about which

vegetation index is best related to AGB in a given study area and how different bio-

physical characteristics affect the vegetation index and AGB relationships (Lu 2001).

Also, rarely has research involved the study of textures for AGB estimation. Texture

measures that have been developed (Haralick et al. 1973; Haralick 1979; Irons and

Petersen 1981; Kashyap et al. 1982; He and Wang 1990) were mainly used for land-

use/land-cover classification using remote-sensing data (D. Gordon and Phillipson

1986; S. Franklin and Peddle 1989; Jakubauskas and Price 1997). Texture can be

an important factor in improving AGB estimation accuracy, but many uncertainties

remain: What types of texture measures are appropriate to extract AGB informa-

tion? What size of moving window for selected texture measures can most effec-

tively extract AGB information? This chapter focuses on developing appropriate

AGB estimation models by testing vegetation indices and textures in the Amazon

basin as well as exploring how different biophysical characteristics affect the AGB

estimation.

Study Areas

Three study areas in Brazil—Altamira, Bragantina, and Ponta de Pedras—were

selected for this research (figure 11.1). They have different soil conditions, land-use

history, landscape complexity, vegetation growth rates, stand structures, and human

activities. The Altamira study area is located along the Transamazon highway in the

Brazilian state of Pará. The city of Altamira and the Xingú River anchor the eastern

edge of the study area. With the construction of the Transamazon highway in 1970,

incoming population and older caboclo settlers from earlier rubber eras claimed

land along the new highway and legalized their land claims (E. Moran 1973,

1981). Early settlement was driven by geopolitical goals and political economic pol-

icies that aimed at production of staples like rice, corn, and beans. The region has

experienced a gradual shift to a more diverse set of land uses. Cocoa, sugar cane,

and black pepper have been added to the staple crops. The dominant native types

of vegetation are mature moist forest and liana forest. Nutrient-rich alfisols, as well
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Figure 11.1
Locations of the study areas.
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as nutrient-poor ultisols and oxisols, can be found in this area. The Altamira area

has experienced high rates of deforestation and secondary succession associated

with implementation of agropastoral projects. Annual rainfall in Altamira is ap-

proximately 2000 mm and is concentrated from late October through early June.

Average temperature is about 26�C.

The Bragantina study area is located within the state of Pará. The vegetation in

this region is composed mostly of pasture and cropland, secondary growth forest

(capoeira), flooded forests (igapó), and a few remaining areas of dense forest. At

the beginning of the twentieth century, almost 1 million hectares of dense tropical

rain forest covered the Bragantina region; however, less than 2 percent of the forest

remained by 1960. Heavy occupation of this region has transformed the landscape

into a mosaic of secondary vegetation (J. Tucker et al. 1998). Currently, secondary

succession in all stages of regrowth dominates the landscape. The main agricultural

products are passion fruit (maracujá), manioc, rice, corn, beans, and oil palm. The

soils in this area are dominated by nutrient-poor oxisols and ultisols. Land use has

gone through several phases, and today the dominant form is short-fallow swidden

cultivation and pasture development. Cycles of secondary growth and cultivation

have been common for decades (E. Moran et al. 2000a). Annual rainfall ranges

from 2200 to 2800 mm with a dry period from July through November. The aver-

age annual temperature is 25� to 26�C.

The Ponta de Pedras study area (hereinafter referred to as Pedras) is located in the

estuarine region of the Amazon on Marajó Island in the state of Pará. It is a transi-

tional region between two macroenvironments: the dense floodplain forests to the

west and the natural savanna grasslands to the northeast. The savanna grasslands

are the most prominent features in this study area. The vegetation has complex

structure and is rich in palms. The forest presents uniform stratification consisting

of large trees with canopy emergents reaching up to about 35 m with a sparse her-

baceous layer (Brondı́zio et al. 1994b, 1996). The human population of this region

is found in small urban centers or scattered along the river banks. For local people,

the açaı́ palm (Euterpe oleracea) is the most important plant species in this environ-

ment because of its significant contribution to household food intake and its eco-

nomic value in the regional market. Crop cultivation includes manioc (Manihot

esculenta) gardens, beans, and rice, but it is restricted to small areas (see chapter

9). Pedras has been occupied historically by caboclo populations, mainly devoted

to agroforestry activities in the floodplain and swidden agriculture in the uplands,

although pasture and mechanized agriculture can be found in the upland oxisols.
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The annual average temperature is approximately 27�C, and rainfall is about 3000

mm per year with a dry season from May through November.

Methods

Field Data Collection

A nested sampling strategy, organized by region, site, plot, and subplot, was em-

ployed to inventory vegetation data. The region represented the study area that

included all sample sites. Sites varied in size according to the land-use activity previ-

ously in place and were selected for plot sampling to represent a particular age class

and previous land-use history. The first step for sampling was to visit each site to

assess the homogeneity of the land-use patterns. In particular, we wanted to assess

whether the site had the same land-use history and if parts of it were not affected by

other disturbances, such as accidental fire, plant removal, and so on. The sizes of

sites ranged from a minimum of 2 ha (e.g., swidden agricultural area) to several

hundred hectares (a mature forest). The number of sites for field survey was chosen

based on the stratified random fashion using Landsat Thematic Mapper (TM) clas-

sification images. Once a site was selected and demarcated for sampling, plots were

randomly located along one or more transects and subplots were located randomly

inside the plots. In general, ten plots (10� 15 m for each plot) in each site were allo-

cated, and one randomly selected subplot (5� 2 m for each subplot) was nested

within each plot. Plots were used to inventory trees, and subplots were used to in-

ventory saplings, seedlings, and herbaceous species. In each plot, all individual trees

with a dbh greater than 10 cm were identified and measured for dbh, stem height

(the height of the first major branch), and total height. In the subplot, all saplings

(dbh between 2 and 10 cm), seedlings (dbh <2 cm), and herbaceous vegetation

(percent of ground cover) were identified and counted. The diameter and total

height were recorded for all individual trees with dbh between 2 and 10 cm. At

each site, soil samples were collected at 20-cm intervals to a depth of 1 m, resulting

in five sets of measurements for each sample site. Soil samples were analyzed at soil

laboratories in Belém, Brazil, for chemical and physical properties. Table 11.1 sum-

marizes the data collected and used in this chapter.

Calculation of Aboveground Biomass

An Oracle-based database was developed to store and manage the vegetation inven-

tory data, soil data, and land-use history information. The Amazon information sys-
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tem software was developed using Visual Basic language to analyze the vegetation

stand parameters. In this research, two models were selected for individual vegeta-

tion biomass estimation. Equation (1) (B. Nelson et al. 1999) was used to calculate

biomass for trees and saplings with dbhs less than 25 cm, and equation (2) (Over-

man et al. 1994) was used to calculate biomass for trees with dbhs greater than or

equal to 25 cm. Equation (3) was used to calculate AGB (kg/m2).

lnðDW1Þ ¼ �2:5202þ 2:1400 � lnðDÞ þ 0:4644 � lnðHÞ ð1Þ

lnðDW2Þ ¼ �3:843þ 1:035 � lnðD2 �HÞ ð2Þ

AGB ¼
Xm
i¼1

DW1i þ
Xn
j¼1

DW2j

 !,
PAþ

Xs
k¼1

DW1k

 !,
SPA; ð3Þ

where ln is the natural logarithm, D is dbh (cm), H is total height (m), DW1 is indi-

vidual tree or sapling biomass (kg) when D is less than 25 cm, DW2 is the individ-

ual tree biomass when D is greater than or equal to 25 cm, m is the total tree

number when D is 10 to 25 cm within a plot, n is the total tree number when D is

greater than or equal to 25 cm within a plot, and s is the total sapling number when

D is 2 to 10 cm within a subplot area. PA and SPA are the total plot area and sub-

plot area (m2) in a site, respectively.

Table 11.1
Field-Inventoried Data and Thematic Mapper Images Used in This Research

Altamira Bragantina Pedras

No. of

Sites 20 18 14

Plotsa 131 126 81

Subplots 239 215 187

Trees 1572 989 1527

Saplings 744 1085 1060

Seedlings 9593 13,461 7129

Soil samples 20 18 14

Year of field data collection 1992, 1993 1994, 1995 1992, 1993

Acquisition date of TM images 7/20/1991 6/21/1994 7/22/1991

Other data collected: land-use history, topographic maps, etc.

TM, Landsat Thematic Mapper.
aSome sites of initial succession stage did not have trees with dbh greater than 10 cm; thus no
plots were allocated in those sites.
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Image Preprocessing

Accurate geometric rectification and atmospheric calibration are two important

aspects in image preprocessing (see Chapter 6). In this research, the images (see table

11.1 for acquisition dates) were geometrically rectified into Universal Transverse

Mercator (UTM) projection using control points taken from topographic maps of

1:100,000 scale. A nearest-neighbor resampling technique was used and a root-

mean-square error of less than 0.5 pixel was obtained for each TM image. The TM

images collected have very good quality, without any clouds in the study areas, and

the terrains are relatively flat. Hence, the atmospheric effects can be regarded as uni-

form. Because atmospheric data and the images could not be acquired for the same

dates, some advanced atmospheric calibration software, such as 6S, was difficult to

use for this study. However, an improved image-based dark object subtraction

(DOS) model was valuable for atmospheric correction of historical TM images in

the Amazon basin (Lu et al. 2002b). During radiometric calibration using the DOS

model, gain and offset for each band and sun elevation angle were obtained from

the image header file. The path radiance was identified based on clear water for

each band. The atmospheric transmittance values for visible and near-infrared

bands were derived from Chavez (1996) and were averages for each spectral band

derived from radiative transfer code. For middle infrared bands, the atmospheric

transmittance was set to 1. The surface reflectance values fall within the range of 0

to 1. For convenience of data analysis, the reflectance values were rescaled to the

range of 0 to 100 by multiplying 100 for each pixel.

Development of Vegetation Indices and Textures

After geometric rectification and atmospheric correction, vegetation indices were

calculated separately for each study area. Four types of vegetation indices were

grouped and used: (1) simple ratio: TM 4:3, TM 5:3, TM 5:4, and TM 5:7; (2) nor-

malized vegetation indices: NDVI (normalized difference vegetation index), ND53,

ND54, ND57, and ND32; (3) complex vegetation indices: ARVI (atmospherically

resistant vegetation index), ASVI (atmospheric and soil vegetation index), SAVI

(soil adjusted vegetation index), MSAVI (modified soil adjusted vegetation index),

and GEMI (global environmental monitoring index); and (4) linear image transfor-

mation: VIS123, MID57, albedo, KT (tasseled cap) transform, and PCA (principal

components analysis). In addition to the TM bands and different vegetation indices,

four types of texture measures—mean Euclidean distance (MED), variance, skew-

ness, and kurtosis—were tested in this research. Different texture measures com-
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Table 11.2
Vegetation Indices Used in This Research

Vegetation indices Formula

Simple ratio TM 4:3 TM 4/TM 3

TM 5:3 TM 5/TM 3

TM 5:4 TM 5/TM 4

TM 5:7 TM 5/TM 7

Normalized NDVI (TM 4� TM 3)/(TM 4þ TM 3)

vegetation indices ND53 (TM 5� TM 3)/(TM 5þ TM 3)

ND54 (TM 5� TM 4)/(TM 5þ TM 4)

ND57 (TM 5� TM 7)/(TM 5þ TM 7)

ND32 (TM 3� TM 2)/(TM 3þ TM 2)

Complex ARVI (NIR� 2 REDþ BLUE)/(NIRþ 2 RED� BLUE)

vegetation indices ASVI ðð2NIRþ 1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2NIRþ 1Þ2 � 8ðNIR� 2REDþ BLUEÞ

q
Þ/2

SAVI
NIR� RED

NIRþ REDþ L
ð1þ LÞ

MSAVI ðð2NIRþ 1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2NIRþ 1Þ2 � 8ðNIR� 2REDÞ

q
Þ/2

GEMI xð1� 0:25xÞ � RED� 0:125

1� RED

Where x ¼ 2ðNIR2 � RED2Þ þ 1:5NIRþ 0:5RED

NIRþ REDþ 0:5

Linear image VIS123 TM 1þ TM 2þ TM 3

transform MID57 TM 5þ TM 7

albedo TM 1þ TM 2þ TM 3þ TM 4þ TM 5þ TM 7

KT1 0.304TM1þ 0.279TM2þ 0.474TM3þ 0.559TM4
þ 0.508TM5þ 0.186TM7

KT2 �0.285TM1� 0.244TM2� 0.544TM3þ 0.704TM4
þ 0.084TM5� 0.180TM7

KT3 0.151TM1þ 0.197TM2þ 0.328TM3þ 0.341TM4
� 0.711TM5� 0.457TM7

PC1 The constants for the principal

PC2 component (PC) are similar to those

PC3 for the tasseled cap (KT) transform, but they are
dependent on the given images of the study areas.
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bined with different window sizes (3� 3, 5� 5, 7� 7, 9� 9, and 15� 15) for

each TM band were tested. Descriptions of formulas associated with the selected

vegetation indices and texture measures are provided in tables 11.2 and 11.3,

respectively.

Integration of Image Variables and Vegetation Inventory Data

In this research, all the sample data had accurate coordinates that were provided

by global positioning system (GPS) devices and geometrically rectified TM

color composites during the fieldwork. These sample data were linked to image

variables to extract the mean spectral and textural values for each sample site.

For each site, AGB was aggregated from ten plots and ten subplots. A 3� 3

window was used to extract the mean value of spectral response or texture

for each site. Pearson’s correlation coefficient was used to analyze such relation-

ships. Using AGB as a dependent variable and remote-sensing variables such as

TM bands, vegetation indices, and textures as independent variables, multiple

regression models were used to establish the relationships between AGB and re-

mote-sensing variables.

The critical step is to find the most important independent variables so the combi-

nation of multiple independent variables can provide the best estimation results. The

coefficient of determination ðr2Þ is an indicator that is used to determine whether a

Table 11.3
Texture Measures Used in This Research

Texture measures Formula Notes

Mean Euclidean
distance (first order)

P
ð
P

lðXcl �XijlÞ2Þ1/2

n� 1

Xijl is DN value of spectral band l and
pixel ði; jÞ of a multispectral image.

Variance (second order)
P

ðXij �MÞ2

n� 1

Xcl is DN value for spectral band l of
a window’s center pixel.

Skewness (third order)
P

ðXij �MÞ3

ðn� 1ÞV 3/2

Xij is DN value of pixel ði; jÞ.

Kurtosis (fourth order)
P

ðXij �MÞ4

ðn� 1ÞV 2

M is the mean of the moving window,

where M ¼
P

Xij

n
.

V is variance.

n is number of pixels in a window.

DN, digital number.
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regression model is good or not. Stepwise regression analysis is used to find the best

independent variable combination.

Impacts of Biophysical Environments on Aboveground Biomass Estimation

Tree species composition, forest stand structures and associated canopy shadows,

and vegetation vigor are regarded as the main factors affecting vegetation reflectance

(Lu 2001). Soil conditions, including soil fertility, influence vegetation growth and

AGB accumulation rates (E. Moran et al. 2000b; Lu et al. 2002c). The biomass

growth rate (kg/m2 per year) of successional forests for each site was calculated

based on the biomass density and vegetation age. The soil fertility was evaluated

by a soil evaluation factor (SEF), which was developed based on soil chemical

components such as calcium, magnesium, potassium, aluminum, and organic matter

(Lu et al. 2002c). A higher SEF value is a proxy to indicate higher soil fertility.

Soil fertility, biomass growth rate, and land-use history from the three study areas

were used to explore the impact of different biophysical conditions on the AGB

estimation.

Results

Aboveground Biomass Estimation

Linear regression models were developed based on integration of vegetation inven-

tory data and remote-sensing variables. Table 11.4 provides a comparison of the

best regression models identified according to a single TM band, a single vegetation

index, a single texture, and a combination of different image bands. TM 5 was

identified as the best single band because it has the highest regression coefficient in

Altamira and Pedras, and TM 4 was the best band in Bragantina. In Altamira, veg-

etation indices slightly improved relationships between AGB and spectral signatures,

while textures significantly improved the regression coefficient. However, in Bragan-

tina and Pedras neither vegetation indices nor textures improved the regression coef-

ficients. In Altamira, variance with TM 2 and the 9� 9 window was the best texture

measurement, while in Bragantina it was variance with TM 5 and the 15� 15 win-

dow and in Pedras it was kurtosis with TM 3 and the 5� 5 window. Table 11.4

also implies that a single TM band, a single vegetation index, or a single texture

does not have a sufficiently high regression coefficient to develop an AGB estimation

model. Therefore, it is necessary to seek two or more independent variables to im-

prove estimation performance.
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Stepwise regression analysis indicates that if the independent variables consist of

two or more TM bands, two or more vegetation indices, combinations of TM bands

and vegetation indices, or two or more textures, the regression coefficients are not

significantly improved in multiple regression models. Only the combination of TM

bands or vegetation indices with textures can improve the regression coefficients

shown in table 11.4, because (1) high correlations exist between spectral responses

and between textures or (2) very weak relationships exist between AGB and selected

vegetation indices or textures. However, spectral and textural information are com-

plementary. For example, in Altamira the TM bands and vegetation indices are not

strongly correlated with AGB, but some specific textures, such as VARtm2_9 (vari-

ance combined with TM 2 and a 9� 9 window), are strongly correlated with AGB.

In Bragantina, spectral signatures (e.g., TM 4) have strong correlations with AGB,

but textures do not. The identification of the role of textures in AGB estimation is

particularly valuable because it offers an effective method for improving model per-

formance based on the image itself.

Table 11.5 summarizes the best regression models used for AGB estimation in the

selected study areas. The beta value provided a means of measuring the relative

changes in variables on a standard scale. It indicated how much change in the de-

pendent variable was produced by a standardized change in one of the independent

variables when the others were controlled. The beta values confirmed that texture

was more important in Altamira than in Bragantina. It was also valuable in improv-

ing model performance in Pedras. Visually comparing AGB estimation results with

TM 5-4-3 color composites indicated that a high AGB corresponds to more mature

vegetation growth stages. For example, those areas where AGB was greater than 20

kg/m2 were dominated by mature forest. Different successional forests had AGBs

ranging from 0 to 20 kg/m2.

Table 11.5
Models for Aboveground Biomass Estimation in Selected Study Areas

Study Area Regression Models R Beta Value

Altamira 122.288� 1.078*KT1� 128.913*VARtm2_9 0.878 �0.28 (sp),
�0.72 (txt)

Bragantina 64.037� 1.651*TM 4þ 1.405*SKtm4_9 0.883 �0.76 (sp),
0.29 (txt)

Pedras 65.239� 10.189*TM 7� 3.816KUtm3_5 0.865 �0.58 (sp),
�0.42 (txt)

R, regression coefficient; sp, spectral variables such as KT1 and TM 4 in the models; txt, tex-
ture variables used in the models.
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Impacts of Biophysical Characteristics on Aboveground Biomass Estimation

The analysis described above indicates the need for separate AGB estimations for

different study areas when each area has significantly different biophysical charac-

teristics (e.g., forest stand structure, soil condition, land-use history), because they

influence the reflectance captured by optical sensors. Physical and human-driven

factors directly or indirectly influence the vegetation characteristics. For example,

terrain aspect and slope affect sun illumination and moisture distribution which di-

rectly influence plant photosynthesis and AGB accumulation; different soil types

have different physical structures and nutrient components that directly influence

vegetation growth; and climate conditions, especially precipitation distribution, are

important factors in vegetation vigor and distribution. Different human activities,

such as road construction, selective logging, mining, and population pressure on for-

est resources, also influence vegetation area loss, disturbance, or fragmentation. The

biophysical characteristics created by these factors affect vegetation reflectance

values captured by remote-sensing sensors by influencing vegetation stand struc-

tures, species composition, and vegetation vigor, resulting in different relationships

between AGB and remote-sensing variables. Table 11.6 summarizes the effects of

biophysical characteristics on AGB and TM data relationships in the selected study

areas.

In Altamira, because of the overall high soil fertility and relatively short land-use

history, vegetation growth is fast, developing complex stand structures and species

composition in a relatively short time. Conversely, poor soil conditions and a long

Table 11.6
Effects of Biophysical Characteristics on Aboveground Biomass and Thematic Mapper Data
Relationships

Characteristics Altamira Pedras Bragantina

Overall soil fertility *** ** *

Land-use history * *** ***

Vegetation stand structures *** *** **

Vegetation species composition *** *** **

Significance of correlations between AGB and

(1) TM bands * ** ***

(2) Vegetation indices * ** ***

(3) Textures *** ** *

AGB, aboveground biomass.
Note: The higher number of asterisks indicates higher soil fertility, or longer land-use history,
or more complex stand structures, or richer species, or more significant correlation.
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land-use history in Bragantina result in a slow vegetation growth rate and relatively

less complex stand structures and species composition. Such different biophysical

characteristics lead to different relationships between AGB and image data. Better

understanding of such relationships is valuable in determining the remote-sensing

variables that are most appropriate to use for AGB estimation or vegetation classifi-

cation in a given study area. For example, in a study area with slower vegetation

growth rates, spectral signatures are important in AGB estimation, while in a study

area like Altamira the importance of textures in improving AGB estimation perfor-

mance is significant.

Figure 11.2 illustrates the change in soil fertility with soil depth in different suc-

cession stages in the selected study areas. Altamira has much higher SEF values in

different successional stages than Pedras and Bragantina. Bragantina has the lowest

SEF values. Figures 11.3 and 11.4 show the soil fertility and successional forest bio-

mass growth rate relationships at various depths from the soil surface. The three

selected study areas have very different soil fertilities and associated biomass growth

rates. Altamira has the highest biomass growth rate and soil fertility value, and Bra-

gantina has the lowest. Earlier work also confirmed that the soil condition is an im-

portant factor in succession growth rates (E. Moran and Brondı́zio 1998; J. Tucker

et al. 1998; E. Moran et al. 2000a,b). Figure 11.5 indicates that at the same fallow

age Altamira has more AGB than Pedras and Bragantina in different successional

stages. This trend is especially obvious at older ages.

Our field studies involve lengthy interviews with farmers to reconstruct land-use

history. We use schedules of annual shifts in land use and remotely sensed images

to further aid the memory of the participant during the interview. These conversa-

tions have led to very precise accounting of land-cover changes. In Bragantina,

specific types of land-use history on nutrient-poor oxisols and ultisols induce slow

vegetation growth rates, but in Altamira, a relatively short land-use history in

nutrient-rich and clay-rich alfisols is one of the factors leading to high vegetation

growth rates. Pedras has a faster vegetation growth rate than Bragantina due to a

combination of relatively better soil conditions and longer fallow cycles when com-

pared with Bragantina. Earlier work has shown that previous land use has a signifi-

cant impact on later land cover, including biomass change through time (Uhl 1987;

Dantas 1988; Brondı́zio et al. 1996; E. Moran et al. 1996, 2000b). Biomass

regrowth is fast if an area is cut and burned but never planted (Dantas 1988). Bio-

mass accumulation is fast if an area is manually cleared and planted for a short

period and then abandoned. In mechanized areas, not only is regrowth of bio-

mass slow but the composition of vegetation will be much different from the original
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vegetation. Thus, land use is a major determinant in both the species composition of

biomass and in its rate of regrowth.

Selective logging varies in its impact, but mortality rates of surrounding vegeta-

tion can be high despite removal of only small amounts of biomass. More impor-

tant, selective logging results in accumulation of dead biomass, thereby increasing

the flammability of forest during dry episodes or from nearby burning of pastures.

Studies suggest that in areas where both farming and selective logging are taking

place, as much as 60 percent of the burned areas are a result of unintentional fires

(Cochrane and Schulze 1998; Nepstad et al. 1999; Sorrensen 2000).
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Table 11.7 provides a comparison of secondary succession forest stand structures

among selected study areas. Although the AGB amounts in selected sample sites are

similar, the successional forest age and density vary greatly because of their different

soil conditions and land-use histories. Comparing tree dbh and height distributions,

Altamira has more complex, multilayered stand structures with different dbh and

height distributions, while Bragantina has more trees dominating the canopy. This

indicates that Altamira is likely to present more canopy shadowing. A marked

shadow problem in Altamira is an important factor in reducing the relationships

between AGB and remote-sensing spectral responses. Conversely, it enhances the
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relationships between AGB and texture. Bragantina has less shadow, resulting in a

high correlation between AGB and spectral responses, but has a lower correlation

between AGB and texture.

In addition to the vegetation stand structure and species composition, vegetation

density is also an important factor affecting AGB estimation. For example, when

recently fallowed sites (two sites with one-year vegetation age in Altamira and two

sites with two- and three-year vegetation ages in Bragantina) were excluded, the re-

gression coefficients were improved and overall estimation biases were significantly

decreased. This implies that the younger initial secondary successional forests (SS1)

are the main cause of estimation bias. This is because saplings and seedlings domi-

nate SS1 vegetation, which lacks obvious stratification of stand structure. Texture
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measures cannot effectively extract AGB texture information from SS1 vegetation

reflectance. Another reason is that younger SS1 vegetation is not sufficiently dense

to cover the ground; the information captured by the sensor is a mixture of soil

and vegetation. The soil color, moisture, and mineral composition can significantly

influence the reflectance of these SS1 sites. This leads to wide reflectance ranges of

SS1 vegetation that result in low correlations between SS1 vegetation reflectance

and SS1 biomass. Although some vegetation indices such as SAVI and MSAVI can

reduce the influence of soil conditions, they are only weakly correlated with AGB

because they use near-infrared (TM 4) and red (TM 3) bands, which are weakly cor-

related with AGB (Lu 2001).

Discussion

Different authors have arrived at different conclusions about the relationships

between AGB and TM spectral responses as a result of the impact of different
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biophysical features. For example, the correlation between AGB and near-infrared

wavelength may be positive (Spanner et al. 1990), negative (Ripple et al. 1991; Dan-

son and Curran 1993), or flat (J. Franklin 1986; Peterson et al. 1987) because of

increased canopy shadowing with larger stands and decreased understory brightness

(soil brightness) due to biomass increase (Horler and Ahern 1986; Spanner et al.

1990; Roy and Ravan 1996). Shadowing probably plays an important part in the

response of all bands to change in wood volume (Ardo 1992) and is thought to be

at least as important as canopy water content in determining the shortwave infrared

response (Horler and Ahern 1986; Cohen and Spies 1992). Lu (2001) analyzed the

relationships between TM spectral responses and AGB in Amazon basin sites and

found that such relationships vary depending on the characteristics of the study

areas. In an area like Altamira, with complex forest stand structure, TM spectral

responses were not strongly correlated with AGB; band TM 5 had the relatively

strongest relationship. In a study area like Bragantina with a relatively simple stand

structure, TM spectral responses, especially TM 2, TM 4, and TM 5, were strongly

correlated with AGB.

Although many vegetation indices have been developed and used for classification

or AGB estimation (G. Anderson et al. 1993; Eastwood et al. 1997), not all vegeta-

tion indices are significantly correlated with AGB. Also, the conclusions about the

vegetation indices and AGB relationships vary in previous research, depending on

the data used and the characteristics of the study areas. F. Hall et al. (1995) found

that NDVI was not a reliable predictor of biophysical parameters for the dominant

coniferous species of boreal forests. Sader et al. (1989) found that NDVI differences

were not detectable for successional forests older than approximately fifteen to

twenty years. Biomass differences in young successional tropical forests were also

not detectable using NDVI. Huete et al. (1997) indicated that NDVI saturated over

forested areas and was sensitive to canopy background reflectance change. Boyd et

al. (1996) found weak correlations between NDVI and biophysical properties in

tropical forests. Lu (2001) analyzed and compared twenty-three vegetation indices

in three study areas of the Amazon basin with different biophysical conditions.

Three categories of vegetation indices can be roughly grouped according to their

relationships with AGB (Lu 2001): (1) Vegetation indices that have stable and

strong relationships with AGB are somewhat independent of biophysical features

and can be used in different study areas. Such vegetation indices include KT1, PC1,

MID57, and albedo. (2) Vegetation indices that have strong relationships with

AGB are appropriate for use in a study area like Altamira with complex forest stand

structures. Such vegetation indices are ND54, TM 5:4, and KT3. (3) Vegetation
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indices that have weak relationships with AGB are not appropriate for use in forest

biomass research. They include most complex vegetation indices (e.g., ASVI and

ARVI), NDVI, and the simple ratios that include TM 3 band (e.g., TM 5:3, TM

4:3).

To date, rarely has research focused on the use of texture in improving AGB esti-

mation, especially for tropical successional and mature forests. Our research indi-

cates that texture is a very important factor in improving model performance and

that its importance depends on the forest stand characteristics. In practice, it is diffi-

cult to find an appropriate texture that is strongly correlated with AGB because only

some textures with specific window size and image band can effectively extract AGB

texture information. Purely textural information is often not sufficient to establish a

model for estimating AGB with high accuracy. To effectively capture texture infor-

mation, selection of an appropriate window size is very important. In theory, there

should be an optimal combination of window size, image band, and texture mea-

sures to best extract textural information, but no one has found the optimal combi-

nation yet. More detailed research on extraction of texture information is needed.

Landsat TM data mainly capture the canopy information, instead of individual

tree information, due to limited spatial resolution. Because of relatively low radio-

metric resolution (8 bit in TM data), similar stand structures, and effects of canopy

shadows, mature forest often has digital number (DN) value saturation problems,

although the mature forest biomass in different sites varies significantly due to differ-

ent soil conditions and terrain effects. Spectral responses cannot distinguish biomass

differences of mature forests in different sites; however, texture signatures have the

potential to better extract biomass information. Some advanced techniques, such as

linear spectral mixture analysis, can decompose the mixture spectra into different

proportions of selected components and have the potential to improve biomass esti-

mation performance (F. Hall et al. 1995; Peddle et al. 1999). Other sensor data,

such as radar and hyperspectral data, probably can provide new insights into bio-

mass estimation. Some high-resolution data such as IKONOS and Lidar data also

have the potential to estimate biomass with higher accuracy, thereby providing a

means to validate the results derived from TM images.

As previously indicated, physical and human driving factors can directly or

indirectly affect vegetation growth rate, vegetation vigor, and species composition,

thereby affecting the reflectance values that are captured by remote-sensing sensors.

Therefore, a complex model that can integrate different data sources (e.g., soil and

terrain data) and remotely sensed data will provide a method to estimate biomass

with higher accuracy. Such a complex model is best developed through integration

300 Dengsheng Lu and colleagues



of GIS, remote sensing, and modeling techniques. There is a possibility that these

kinds of models could be transferred directly to different study areas for biomass es-

timation and to multitemporal images for biomass change detection when the radio-

metric and atmospheric corrections are implemented. Researchers will have to pay

more attention to developing such a complex model in the future.

Conclusions

Timely and accurate AGB estimation and AGB change across large areas is valuable

for better understanding of land-cover changes. Remote sensing provides the best

source for AGB estimation of a large area, especially for those areas where access is

difficult. This research demonstrated that AGB can be estimated using Landsat TM

data through integration of field inventory data and image data. Using multiple

regression models has proved to be a useful approach for AGB estimation using

remote-sensing variables in areas much larger than those defined by sample sites.

These models take advantage of remotely sensed data (digital data format, synoptic

view, etc.) to update the AGB distribution image and AGB statistical data in a timely

manner. This is especially important in moist tropical areas such as the Amazon due

to the difficulty in gathering ground-truthed data representative of a large area. In a

study area with a complex forest stand structure, selection of an appropriate texture

is very important for improving model performance. In contrast, in a study area

with relatively simple forest stand structures, textures are less important than spec-

tral signatures. The effectiveness of a texture in models is greatly dependent on veg-

etation stand structure. This finding, that a model comprised of spectral and textural

signatures provides better AGB estimation performance, is valuable. It is useful for

selecting appropriate spectral and textural signatures for developing estimation

models in other study areas.

Vegetation vigor, species composition, stand structure, and associated canopy

shadows are important factors in AGB estimation using remotely sensed data. Phys-

ical factors (e.g., soil fertility and types, terrain slope and aspect, climate conditions)

and human-driven factors (e.g., decisions related to land use) can directly or indi-

rectly influence vegetation characteristics. It is important to recognize the impact of

differences in the biophysical features of different study areas on AGB estimation.

Caution must be taken when AGB estimation models are transferred to multitempo-

ral TM images for monitoring AGB change or cross-scene TM image for AGB esti-

mation of a large area.
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12
Cross-Continental Comparisons: Africa and Asia

Jon Unruh, Harini Nagendra, Glen M. Green, William J. McConnell, and Nathan

Vogt

The research in the Western Hemisphere reported in this book has allowed for a co-

hesive program with a focus on forest ecosystems and has produced a sizable body

of findings on human-environment interactions in forests in the Americas. Africa

and Asia present different sets of challenges to understanding how human societies

interact with forest resources. Significantly greater population densities exist in parts

of Asia, and significantly different institutional environments can be found locally in

both continents. In 2000, the Center for the Study of Institutions, Population, and

Environmental Change (CIPEC) expanded its research work to sites in Asia and

Africa, building on a rich array of preexisting institutional and biophysical informa-

tion available from the International Forestry Resources and Institutions (IFRI) re-

search teams working in these regions. This chapter examines the opportunities

and challenges of research in Africa and Asia as compared to research in the Amer-

icas with respect to land tenure, land-cover change history, population characteris-

tics, and other factors that impact human-environment interactions.

We selected sites in countries in eastern and southern Africa and South Asia

where considerable work already had been accomplished by the IFRI research pro-

gram (see chapter 4): Uganda, Madagascar, Nepal, and India. Research in these

IFRI sites previously had focused on field data collection, and we expanded the

scope of inquiry to include a spatially explicit dimension using geographic informa-

tion systems (GIS) and remote sensing. Use of these tools followed the techniques

developed for our other locations (see chapters 1, 3, 6, and 7).

A time-series analysis, combining the detailed information a community-level

study provides with the synoptic spatial and temporal perspectives of remotely

sensed data, offers a more comprehensive evaluation of forest change. With this

in mind, we used global positioning system (GPS) units to locate the specific forests

in which the earlier field research had taken place and integrated forest plot in-

formation with a Landsat image analysis to evaluate changes in forest cover under



different governance regimes (Nagendra 2002; Sussman et al. 2003; McConnell et al.

2004; Nagendra et al. 2004). Integrated research of this kind provides a more ro-

bust approach for answering the often complex and multidisciplinary questions

associated with forest change.

While researchers who work with a mix of remote sensing, GIS, and field data to

study land-cover change would like to initiate all aspects of a study at the same time

and in optimal locations, often either the fieldwork or the remote-sensing and GIS

work is already underway, and the other aspect must be added. Such is the situation

in our Africa and Asia research, and while incorporating preexisting work offers ob-

vious advantages, it also entails certain challenges. Initiating research in field sites

in most developing countries comes with significant costs associated with establish-

ing local contacts and creating mutually beneficial institutional relationships. Other

political, institutional, infrastructural, social, and cultural challenges range from the

local to the national and require significant time, effort, and finances to learn and

manage. The ability to leverage preexisting research arrangements, relationships,

and knowledge, however, can offer worthwhile advantages in time savings and

reduced financial outlay.

We have learned valuable lessons in linking preexisting work to new research (see

chapter 6). Much of IFRI’s pre-CIPEC field program for collection of information

on local institutional arrangements and forest conditions was initiated before the

widespread availability and affordability of handheld GPS receivers. The lack of

spatial georeferencing can make direct integration of these field data particularly

challenging. Sites selected for studying the impact of institutions on resource condi-

tions are frequently constructed around specific resources and how communities ac-

cess and use them. The IFRI fieldwork, which forms the foundation of our research

in Asia and Africa, is locally descriptive and hence represents relatively small areas,

frequently ranging from tens to hundreds of hectares. As explained in chapter 6,

CIPEC primarily has relied on Landsat images, whose footprint is much larger (see

figure 3.7) and covers an area of more than 3000 ha. These contrasting spatial

extents pose a challenge with regard to how the two different kinds of data can

inform each other. Overcoming this challenge constitutes an important aspect of

studies that incorporate both social and biogeophysical datasets collected across

multiple extents and durations (see chapter 9 for a discussion of intraregional com-

parison methods). An ‘‘ethnography of landscape’’ approach (Nyerges and Green

2000), based on the combination of detailed field studies with the spatial and tem-

poral synoptic view offered by remote sensing, offers great potential for the study of

forest distribution over large areas (Nagendra and Gadgil 1999; Nagendra 2001;

Green et al. 2004).
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The specific challenges we have faced in building on prior research analyses in-

clude determining whether forests and communities included in the earlier work

are representative of a larger spatial area and assessing how processes acting in the

broader area covered by satellite images can influence the character of institutions

and forests studied in the earlier work. We addressed these challenges in our study

countries using different approaches. For our African studies, the matching of

prior field sites and satellite images took advantage of the clustering of IFRI sites in

Uganda and Madagascar (figures 12.1 and 12.2) such that a single Landsat location

(see chapter 6) encompassed multiple sites. In Asia, given the wide variation in to-

pography within our study areas in the sub-Himalayan regions of Nepal and India,

the sites were deliberately not clustered and chosen to include a wide range of

topography, forest-cover types, and biophysical and social conditions (plate 8 and

figure 12.3).

The combination of GPS location information and the volume of detailed vegeta-

tive description contained in the site-specific data added significant value to the
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Figure 12.1
Place map of Uganda showing our Landsat study location, which covers the majority of the
previously collected IFRI sites.
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training samples used for analysis of the satellite images. While the earlier sites do

not cover the full extent of the satellite images, they nonetheless provide an impor-

tant entry into understanding the processes underway in the broader area, facilitat-

ing research into how local social and environmental characteristics affect the larger

area and vice versa.

Research Themes and Initial Findings in Africa and Asia

Challenging the Conventional Wisdom on Land-Cover Change: The Population-

Degradation Narrative

At the continental scale, Africa and Asia are characterized by very long human

occupations—much longer than the Americas—and by very rapid population

growth. Human-environment dynamics in Africa and Asia may thus appear to sup-

port a Malthusian connection between rapidly growing population and declining

resources (see chapter 2), because forest cover is declining on both continents, while
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Figure 12.3
Place map of Nepal and bordering regions. Base image shows elevation where brighter tones
are higher areas of the Himalayan Mountains and the Tibetan plateau. Circles represent pre-
existing IFRI sites; boxes show study areas covered by Landsat time-series images.
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population growth rates are among the highest ever recorded. While policies rooted

in assumptions of pervasively degrading landscapes due to population growth and

unsustainable land use persist, recent studies have challenged a strictly linear causal

relationship between them (B. Turner et al. 1993a; Batterbury and Taylor 1998;

Angelsen and Kaimowitz 1999; Place and Otsuka 2000; Lambin et al. 2001; Lee

and Barrett 2001; Reenberg 2001; McConnell 2002a; Nagendra and Agrawal

2004). A growing body of empirical evidence has challenged the conventional wis-

dom relating population increases to resource degradation, and specific case studies

in Africa point to a landscape that has apparently been historically misread (Tiffen

et al. 1994; Leach and Mearns 1996; McCann 1997; Gray 1999).

While the countries in which our research has been undertaken—Uganda,

Madagascar, Nepal, and India—saw rapid population growth in the late twentieth

century, the histories of our specific research sites reveal the significance of major

migration events before, and subsequent to, European colonization. Madagascar

was only settled from Indonesia around 1500 to 2000 years ago—much later than

North America, first colonized by humans at least 10,000 years ago. ‘‘Stone Age’’

peoples in Uganda were displaced as the area was settled by ‘‘Iron Age’’ agricultur-

alist Bantu peoples from an area near present-day Nigeria only 2500 years ago.

While urban grain-growing civilizations have been documented in the Indian sub-

continent since 5300 b.p., there have been successive waves of migration from differ-

ent countries into India and Nepal, which continues today. There was considerable

movement of ethnicities, religions, and cultures in these areas, with possibly multiple

waves of deforestation and reforestation, occurring over millennia. As discussed

later in the chapter, the eradication or control of diseases, including malaria and try-

panosomiasis, have enabled migration into areas previously sparsely inhabited, with

significant implications for forest cover.

Africa Perhaps the most well-known case of misread landscapes was documented

by Fairhead and Leach (1996) in an analysis of historical aerial photographs and

contemporary satellite images. Their study documented expanding forests near Kis-

sidougou, Guinea, along a portion of the Guinea savanna-forest boundary in West

Africa. Detailed land-cover histories were linked to specific land-use practices in and

around village centers. Forest patches in this landscape were shown to represent

anthropogenic afforestation, not the remnants from pervasive degradation of prior

continuous forest cover as had been previously assumed. Such findings are impor-

tant because they challenge the dominant paradigm established in colonial-era nar-

ratives of nearly ubiquitous African environmental degradation at the hands of local
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populations. Their findings also support models developed by Posey (1985), who

documented similar anthropogenic forest production among the Kayapó of central

Brazil. In a recent study, Nyerges and Green (2000) have contributed to this discus-

sion by examining forest-cover change in the Kilimi area of northwestern Sierra Le-

one, in another part of the Guinea savanna-forest boundary. They found that while

areas of forest-cover expansion do exist, the dominant land-cover change process

documented by Fairhead and Leach (1996)—forest island growth from changing

soil structure and fertility, seed import, and fire protection—is not universal. In

South Asia, there is similar debate over evidence pointing to widespread deforesta-

tion in the sub-Himalayas, where tragic consequences (landslides and floods) often

are predicted (Ives and Messerli 1989).

The debate in the literature reflects CIPEC’s findings in parts of the Western

Hemisphere, including Mesoamerica (see chapter 10) and Indiana (see chapters 6,

7, and 8). Similar to our Mesoamerican sites (C. Tucker et al. 2004), the long peri-

ods of human occupation and coexistence with forests in Africa, together with the

variety of production systems, do not appear to fit easily into notions of either a per-

vasively degrading or a pervasively reforesting landscape. Instead, the landscapes

are patchworks of loss and gain of woody biomass. As such, what are the aggregate

influences, what is the aggregate direction, and, given African histories of landscape

occupation, what is the appropriate time from which to begin measuring these losses

and gains? CIPEC’s research into these questions as they apply to Africa (and to

Asia), linked with work on land-cover change in the Western Hemisphere, can con-

tribute to a more robust understanding of the spatial and temporal forest changes.

In Uganda, we observed the long-term stability of gazetted forest reserves (forests

owned by the government that are not designated as national parks) located in the

West Mengo (Mpigi) region (see the online supplement to Dietz et al. 2003). Their

boundaries have long been recognized and enforced and have been remarkably sta-

ble since the first aerial photographs were taken in 1955. The long-term stability of

forest boundaries and cover in the forest reserves is explained primarily by the per-

sistence of well-demarcated and enforced boundaries, continued government intoler-

ance of conversion to agriculture, assignment of local forest rangers to implement

and enforce forest department management goals (practices maintained by the post-

colonial government), and the rapid canopy closure after stem removal. The poor

drainage of the soils in the forest reserves also helps discourage conversion to agri-

culture without major technological investment. Recent increases in illegal harvest-

ing, however, may undercut this long-term stability (Vogt 2003; Banana et al. under

review).
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We also observe in portions of Uganda human-forest interactions that have led

to an advance of trees onto an edaphic grassland savanna, but under a mechanism

different from that observed in West Africa (Vogt et al. under review). Our study

covers part of Bugala Island, located within Lake Victoria. Until a few decades

ago, the island was largely uninhabited due to the presence of tsetse flies, the trans-

mitters of trypanosomiasis. Since 1980, the island has experienced a sustained in-

crease in the number of farmers, new construction of villages and schools, and a

variety of new agricultural endeavors.

We documented the advance of woody plants into grasslands (due to changing

grassland utilization) and a subsequent increase in woody biomass on the agricul-

tural landscape by combining Landsat-derived color composites with field obser-

vations. A 1995 Landsat Thematic Mapper (TM) multispectral color composite

was draped over a 30-m digital elevation model (in a in figure 12.4). The forest-

nonforest boundaries as of 1955 also are shown. In this figure, the presence of grass-

land is indicated by bright tones, and the forest is darker (with the darkest areas

indicating recent grass burns). The figure shows that forest expanded into grassland

between 1955 and 1995. An oblique aerial photograph (b), taken in 2001 at ap-

proximately 500 ft above ground, reveals that woody plants have continued to ex-

pand into the savanna since 1995. If past trends continue, one would expect areas

with many individual small trees (b in figure 12.4) to be colonized by continuous

forest at some date in the future.

Forest loss in Madagascar (see figure 6.4) has been well documented in both the

eastern moist tropical forests (Green and Sussman 1990) and in the dry tropical for-

ests of the south (Sussman et al. 2003), but the proposition that Malagasy forests

are universally in decline has been challenged in recent years, as research reveals re-

cent examples of increases in tree cover on the island’s central plateau. For example,

Kull (1998) and McConnell (2001), using aerial photographs, have found evidence

of proliferation of fruit orchards and other woody species in the highlands since the

1960s, while Bertrand (1999) has documented the expansion of fuel wood planta-

tions around the capital, Anatanarivo. Our analysis of time-series Landsat images

at several IFRI sites in eastern Madagascar shows that pine, eucalyptus, cinchona,

and acacia forests were found to have exhibited great dynamism (expansion and

loss) over the past several decades.

Similarly, analyses of remotely sensed images and field observations in southern

Madagascar show that the dry forests (see figure 12.2) have not undergone uniform

change throughout the area (Clark et al. 1998; Sussman et al. 2003). While many

310 Jon Unruh and colleagues



a

b

N

b

1955 forest boundaries

Grass cover 1995

Forest growth

Recent burn

Figure 12.4
Bugala Island, Uganda: (a) An oblique projection of a digital elevation model draped with a
Landsat multispectral composite acquired in 1995 and lines marking the forest-nonforest
boundaries as of 1955. (b) An aerial photograph showing a similar area in 2001. These prod-
ucts show continued woody plant growth expanding into savanna.
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forest stands have remained virtually unchanged, others have undergone massive

clearing. A large number of small, circular, forested stands surrounded by cleared

agricultural land on the southeastern coast of Madagascar were observed in Landsat

images from 1973, 1985, and 1999. They range in size from 300 to 400 m in diam-

eter, each covering from 7 to 13 ha (Clark et al. 1998). Multitemporal color compo-

sites show that many of these stands have not experienced significant change since

1973, and comparison with maps based on aerial photographs taken around 1950

shows that the boundaries have remained virtually unchanged during the past fifty

years (Sussman et al. 2003). Further, the patches probably have existed without

change for the past 300 years, because Robert Drury, who was shipwrecked there

in 1701, mentions them in his journal (Drury [1729] 1970).

Dry forest clearings appear to be associated with a range of land-cover change

processes, such as subsistence agriculture, commercial charcoal harvesting for a do-

mestic urban market, and commercial agriculture for an export market (Green et al.

2004). Field observations and interviews show that the spatial and temporal pat-

terns of these three processes are significantly different. Qualitative analysis based

on interpretation of multitemporal color composites (e.g., see plates 2 and 8) indi-

cates that clearing for subsistence agriculture in southern Madagascar has increased

in the last fifty years and is not associated directly with proximity to major roads.

In contrast, clearing for charcoal for cooking fuel began in the early 1970s and

is associated with major roads and a nearby town. Forest clearing for corn produc-

tion destined for export as cattle feed is a more recent phenomenon (since 1980),

has progressed rapidly, and has occurred closer to the nearby coastal port than

other types of clearing. Another short-lived deforestation episode (see plate 2) was

associated with the arrival of subsistence farmers fleeing an area affected by drought

(see figure 6.7). Our work also reveals the fragile nature of these dry forests

(Sussman et al. 2003; Green et al. 2004)—once cut, many convert to secondary

grassland.

While the various interpretations of African landscapes contribute to the develop-

ment of a general understanding about how landscapes function over long periods

of time and across large spatial extents, our work points out that multiple mecha-

nisms of land-cover change acting concurrently and coevolving are more likely

than a few pervasively operating mechanisms such as those described by Malthus

([1803] 1989) and Fairhead and Leach (1996). The incredible range of conditions,

both social and biogeophysical, on the African continent has led to numerous, dif-

ferent mechanisms operating simultaneously. Policy approaches intended to address

human-environment relationships will need to engage this diversity.
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Asia In the sub-Himalayan region of Nepal, an intense, thirty-year debate has fo-

cused on ‘‘the theory of Himalayan degradation.’’ Central to this debate is Huang’s

(1979) dramatic assertion that caught the attention of the world: Nepal had lost half

its forest cover between 1950 and 1980, and unless steps were taken, there would

be no accessible forests by the year 2000. Despite this alarming prediction, large

parts of Nepal are still forested several years after 2000, and there is much evidence

of recent reforestation (Ives and Messerli 1989). Even so, deforestation continues

in accessible areas, indicating that critical gaps in knowledge exist and more studies

are needed to examine land-cover change over larger areas, across a range of bio-

physical and ecological environments, and covering temporal durations of several

decades.

Our initial analysis, in the plains and middle hills of Nepal (see figure 12.3), indi-

cates that much deforestation has occurred since the late 1950s. In the plains, schol-

ars have pointed to the successful efforts of the World Health Organization, the U.S.

Agency for International Development, and the Nepali government to combat ma-

laria during the late 1950s as a major cause of migration into the area from India

and from the middle hills of Nepal (Bista 1991). The efforts did reduce the number

of malaria infection reports, from 2 million cases a year in the 1950s to fewer than

2500 in 1968 (Jha 1993, 37). Government agencies widely publicized the successful

malaria eradication program in the middle hills regions. Many land-hungry families

migrated south and some families migrated north from India under resettlement

programs sponsored by international donors (K. Moran 1991). The population of

the Terai was estimated to grow tenfold within a decade of malaria eradication

(HMG/N 1984). Even with substantial migration to the south, however, population

in the middle hills also has increased substantially since the 1950s.

While substantial deforestation has been observed in many locations, we also have

detected significant reforestation as well. Thus, it appears that the sub-Himalayan

region is a shifting mosaic of forest loss and gain. Careful interpretation of this di-

versity is needed. Drawing on methods developed and used in our Mesoamerica re-

search (Southworth et al. 2002; Nagendra et al. 2003; see also chapter 10), we find

that differences in land-use/land-cover change in our Asian study sites are related to

the social, institutional, and biogeophysical differences between these areas (Schweik

et al. 2003; Nagendra and Schweik 2004). Our research in Indiana (see chapter 6)

and Honduras (Southworth and Tucker 2001; Munroe et al. 2002; Southworth et al.

2002; see also chapter 10) has shown that surviving forests tend to be located on

steeper slopes, at higher elevations, and in less accessible areas than those forests

that have suffered loss. Specifically, the topography in the middle hills is much
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more rugged and presents far greater challenges to human movement, forest protec-

tion, and agriculture compared to the topography of the plains (see figure 12.3). In

the Nepal Terai, landholdings and communities tend to be larger than those in the

middle hills. Communities constitute a mix of indigenous lowland inhabitants and

immigrants from the middle hills, in contrast to the relatively homogeneous inhabi-

tants of the hill forest communities.

Our examination of the conventional wisdom concerning the fate of forests in Af-

rica and Asia reveals pictures of considerable complexity and contributes to debunk-

ing the simplistic, Malthusian view often persisting from the colonial era. The next

section describes our efforts to explain the differential role of institutions in shaping

patterns of forest-cover change in these regions.

Forest Governance: Ethnic Identity, Land Tenure, Conservation, and

Decentralization

Having determined that forest-cover change is not unidirectional and that observed

dynamics cannot be explained simply by population pressure, our research has

sought to explain the role of institutional factors in our study sites in Africa and

Asia. Two fundamental, and related, differences in the experiences of European col-

onization and in the contemporary role of ethnic identity lead us to expect different

contexts of forest governance in our Africa and Asia research sites than we have

found in the Americas.

While Asia, Africa, and the Western Hemisphere all experienced colonialism, the

timing, character, and outcomes of colonial occupation were quite different. At the

time of independence from European rule in the Western Hemisphere, the European

influence was dominant, and those countries continued to be governed by European

descendants. In contrast, indigenous populations were, and continue to be, much

more numerous in both Asia and Africa, and the postcolonial era saw a stronger

mix of native and European cultures. In Africa, European constructs have been tak-

en and used in African ways, and countries are governed by Africans. In parts of

South Asia, including India, the culture and governance also remain Asian, but

with a significant European bureaucratic logic. Nepal, with the exception of parts

of the Terai, was never occupied or colonized by Europeans; however, the Nepali

forest bureaucracy interacts extensively with the Indian Forest Service, and many

Nepali foresters were trained in India.

Identity plays a large and pervasive role in land use in Africa and Asia, and oper-

ates in significantly different form than in the Americas. Ethnic identities in par-
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ticular, but religious, geographic, and economic identities as well, often are much

stronger than national identities in Africa and Asia. A. Smith (1988) noted that

‘‘the ethnic ‘self’ remains the fundamental territorial ‘self’ in Africa’’ (p. 78). And

in many cases the existence of ethnic, religious, geographic, or other identities to

which primary attachments persist can be based on connections to land, home

area, or territory (Unruh 1998). Dislocation from home areas via conflict or food

shortage can result in a relative rise in the influence of identity-based attachments

to land, especially if there is an identity component to the dislocation event, and des-

tination locations for migrants become problematic for reasons involving identity

(Ibrahim 1998). Notions of identity also can involve land claim justifications based

on earlier historical occupation. Migrants can then seek out such areas as destina-

tion locations, supported by oral histories that can be traced back through time

into mythologies about how various peoples came to exist in an area and in the

world (Comaroff and Roberts 1977). Such justification can gain renewed strength

during dislocation and migration, and the pursuit of a return to historical lands or

territory—from which groups were expelled or departed, recently or long ago—can

become a priority in a migration event (Unruh 2003). In some cases, such a situation

can be seen as a singular opportunity to regain historical lands. In such a context the

viability of institutions for rational management of forest resources can be extremely

problematic, as various groups, including the state, vie for control of areas and

resources.

In many parts of Africa and Asia, customary tenure continues to shape land-use

practices, sometimes in tenuous balance with formal, state-sanctioned land rights.

At the same time, the effectiveness of major investments in the creation and main-

tenance of conservation areas in both continents has been questioned. Both of

these issues are intertwined with efforts to decentralize control of forest resources.

Our research examined (1) different institutional arrangements as mediated by the

relationships between customary and formal tenure regimes; (2) the relationship be-

tween local community use of forest products and conservation objectives; (3) local

attempts to devolve rights from the formal domain to the customary; and (4) the

conditions, constraints, and opportunities that ecotourism can provide in the man-

agement of forests.

Africa In the Mpigi District in Uganda, boundaries of gazetted forests have long

been recognized and enforced, and have been remarkably stable. Agreements be-

tween the British colonial government and the regents of the Buganda Kingdom in

1900 and 1907 established a process to register private land parcels, referred to as
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mailo land, as well as the gazetted forests. In the 1930s and 1940s, the gazetted for-

est reserve boundaries were demarcated with earth cairns and the traditional bound-

ary tree or shrub planted at each cairn. Relevant mailo owners and traditional

administrators were present during the process of demarcation to ensure agreement

on the locations of the gazetted reserve boundaries. Since the 1930s, the Ugandan

Forest Department has periodically remarked these boundaries. Conversion of ga-

zetted forest reserves to other purposes is consistently prosecuted even though some

charcoal harvesting in small areas may be tolerated by government officials (Vogt

2003). A study comparing IFRI field measures obtained from nine forests in the

Mpigi District in 1995 with similar measures obtained in 2000 after a major reduc-

tion in the local staff of the forest department, however, did reveal deterioration

in biomass, basal area, and stem density due to increased levels of tree harvesting

(Banana et al. under review).

Expanding forest cover on Bugala Island is also closely linked to institutional fac-

tors. The explanation for the advance of agriculture into grasslands, while nearby

forests exhibit less clearing, is found in the differences in land tenure between the

two categories of land. While both categories are mailo land (customarily based),

significant enforcement exists in the form of rules against the clearing of forest for

agriculture, while similar rules protecting grasslands are not enforced nearly as

strictly. The observed agricultural encroachment has resulted, and with it trees

have spread into the grassland (see figure 12.4).

In Madagascar, preservation of parks is a national priority due to global interest

in certain fauna species, particularly lemurs (Sussman et al. 2003), and a number of

changes in national policy seem to have played a significant role through time. In the

eastern moist tropical forest of Madagascar, our analyses have demonstrated the

effectiveness of the Mantadia National Park in halting deforestation, while nearby

forests continued to be cleared for agriculture (McConnell 2002a,b; McConnell

et al. 2004). Subsequent examination of other forms of forest governance revealed

mixed success in preventing forest conversion. A Landsat image time-series analysis

suggests that variable rates of change are related to the history of national forest

policy and the resulting enforcement activities. The studied forests that are favorably

located for generating tourist revenue or have enjoyed substantial external invest-

ment appear to have stable or growing forested areas compared to private forests

and to more distant government forests in which fewer resources are available.

The many isolated stands of tropical dry forest, mentioned earlier, in the southern

part of Madagascar appear to be protected by local institutions (see the online sup-

plement to Dietz et al. 2003). Landsat multitemporal color composites and aerial
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photographs reveal that many of these forests have enjoyed this protection for at

least fifty years (Green et al. 2004). Referred to as fady or taboo forests, local

Antandroy peoples have maintained several hundred forest remnants as sacred areas

(Elmqvist 2004) that often protect grave sites. Engström (2001) found more than

1400 of these forest patches evenly distributed throughout the area, but they cov-

ered only 4 percent of the total area in the author’s analysis. Drury ([1729] 1970)

mentioned the sacred grave sites of this region in his journal. Thus, these sacred for-

ests may have been respected by the local people and protected by communal insti-

tutions for more than 300 years.

Asia In large parts of Nepal and India, the protected areas have remained rela-

tively well forested in the face of increasing population pressure. Data from three

IFRI sites in the Chitwan District provided us with information on seven forest

patches in three different institutional categories: (1) a protected area (the Royal

Chitwan National Park), (2) national forests, and (3) areas recently handed over to

local users as community forests. All seven forest patches are dominated by Shorea

robusta, an important tropical moist deciduous hardwood tree. A total of 69 forest

sample plots had been laid out in the community forests, 102 plots in national for-

ests, and 45 plots in the national park (see chapters 4 and 5 for a description of

plots in IFRI research). Analysis of the forest plot data revealed that, on average,

vegetation density and species diversity in the community forests in the heavily

populated Terai region were lower than in the national forests, which in turn were

in poorer condition than the forests within comanaged buffer zones at the edges of

the national park (Nagendra 2002). Research conducted in the middle hills, how-

ever, has documented community forests in much better condition (Varughese and

Ostrom 2001). The high levels of biodiversity and biomass found in the protected

national park were not surprising, given the manpower and external resources avail-

able for preserving the area from human use. Without the same levels of manpower

and resources, it is doubtful other areas of the Terai could expect similar results.

The fact that areas in poorer condition are handed over to local communities to be

managed as community forests (while the forests with greater vegetation density and

biodiversity are retained by the forest department as national forests under their

control) signify the largely top-down nature of these reforms and may indicate a

lack of devolution of power to local communities.

In recent years, buffer-zone development projects near protected areas in Nepal

and India have sought to provide economic benefits to the local communities through

ecotourism, but there is a lack of empirical examination of the effect of these
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innovative approaches on forest regeneration. However, our image analysis (see

plate 8) in the Nepal Terai demonstrates that these policies have led to a dramatic

increase in forest cover in the buffer zone of the Royal Chitwan National Park dur-

ing the past decade (Schweik et al. 2003; Nagendra and Schweik 2004).

For the Chitwan District, an initial proof-of-concept methodology was developed

and evaluated to locate reforestation anomalies where effective institutions of forest

management have impacted forest regrowth significantly. Our methodology com-

bines deforestation theory with satellite image change analysis to identify forest

patches that are inconsistent with forest patterns observed across a larger spatial ex-

tent (see also an example from Indiana in chapter 6). Based on CIPEC research on

processes leading to deforestation in Honduras (Nagendra et al. 2003), an analysis

of deforestation literature, and our knowledge of the landscape, we identified eleva-

tion and distance from roads as two variables that are significantly associated with

forest cover in the study area. A multitemporal color composite derived from three

nearly cloud-free Landsat images from 1976 (Multispectral Scanner), 1989 (TM),

and 2000 (Enhanced Thematic Mapper Plus) were examined together with a GIS

database on roads and a visual estimation of topography to identify ten forest

anomalies (blue and green areas in plate 8). Many of these areas had maintained

or regenerated tree cover between 1989 and 2000 despite their locations in areas at

low elevation and their proximity to roads (Schweik et al. 2003).

A rapid field reconnaissance was undertaken to determine which of these forest

anomalies exhibit interesting management innovations. The anomalies we identified

fall into three institutional categories: (1) state government command and control,

(2) profitable private plantations, and (3) common-property community manage-

ment. While both state protection and private plantations have the potential to pro-

mote regrowth and generate resources, they are, by their very nature, not necessarily

equitable forms of resource sharing. Thus, the most interesting of these, from the

perspective of identifying common-pool resource institutions that have potential for

sustainable and equitable management, are several forest patches adjoining the

Royal Chitwan National Park (see plate 8). These patches fall within the buffer-

zone community forestry program and are managed by the forest user communities

that derive income from ecotourism (Schweik et al. 2003). We selected one of these

forest patches for detailed field study, and it turned out to be a major case of com-

munity forestry and a premier ecotourism initiative that we were not aware of until

we undertook this analysis. However, further field research and interviews with user

groups indicated that this particular forest management approach is being imple-

mented in a fairly top-down manner.
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This methodology allows us to sample a diverse array of land-use/land-cover

change patterns and institutional regimes. Thus, we are able to quickly identify

areas that have potentially important institutional configurations and to more

thoroughly document those institutional arrangements using field studies. Since we

know the anomalies do not follow broader deforestation patterns, such as those

associated with proximity to roads and population growth dynamics, this finding

lends strong support to the hypothesis that institutional arrangements can have sig-

nificant influence in shaping land-cover change. This methodology also can help to

quickly generate or refine hypotheses on what types of institutional arrangements

lead to which patterns of land-cover change and, in turn, could facilitate studies

using random sampling approaches that provide more variation in dependent and

independent variables.

Among developing countries, Nepal has become an enthusiastic leader in setting

conservation goals and priorities and experimenting with participatory systems of

forest governance (Agrawal et al. 1999). CIPEC research examining the effect

of these policies on forest-cover change has enabled us to compare our findings

with ongoing analyses of decentralization in a very different context in Bolivia and

Guatemala.

Before the mid-1950s, traditional practices of forest management were prevalent

in the middle hills of Nepal. The Nationalization Act of 1957 brought all forested

land under government ownership. As in many other developing countries, the

process of nationalization in Nepal converted many limited-access, community-

controlled forests to open-access resources (NRC 1986). This loss of ownership by

local communities resulted in increased levels of deforestation in several national

forests. Subsequent forest acts have attempted to return some degree of ownership

and control of forest resources to the people. By 1999, over 620,000 ha of forest

area had been handed over to 8500 forest user groups. The most vigorous imple-

mentation of these policies has been in the middle hills, where 83 percent of com-

munity forests are located (Chakraborty 2001). In contrast, only 17 percent of all

community forests are located in the Nepal Terai, and doubts have been expressed

about the feasibility of expanding community forestry in this region (Schweik 2000).

Problems of implementing community forestry are mostly related to differences in

the topography and history of settlement between the Terai and the middle hills.

While the middle hills have supported local populations for centuries, the Terai has

experienced extensive in-migration since the eradication of malaria in the 1960s,

and recent deforestation has resulted (Schweik et al. 1997; Matthews et al. 2000).

Relatively low forest resource usage prior to the 1960s minimized the need for
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traditional systems of forest protection, and the challenge for community forestry in

the Terai now is to support the creation of new institutions of community forest

management that can manage effectively with the increased demand.

The contrast between the relationship of recent migrants to the forest and indige-

nous users’ perceptions of the forest (also seen in other CIPEC sites in Africa and

the Americas with long histories of indigenous use)—as a living resource with

spirits, gods, and a variety of resources to be used but also protected for future

generations—has led to significant conflicts. The conflict over land between the

various ethnic groups that have moved to the Terai from the middle hills and the

indigenous, long-term residents of the region, such as the Tharus, was substantial.

Families who had lived in the region for centuries, but had not registered their land

under new legislation, were evicted from the traditional homesteads and villages

(Jha 1993).

Our research in Nepal has thus enabled us to gauge the extent to which these

approaches toward decentralization actually have been implemented on the ground

and to evaluate their effectiveness. While the Nepal government has developed inno-

vative programs of community-based forest management, concerns have been raised

about the actual levels of devolution. Although several studies argue that commu-

nity forestry has been successful in improving the conditions of the people and for-

ests in the Nepal middle hills (Gautam et al. 2002; also summarized in Chakraborty

2001), the effectiveness of community forestry in the Nepal Terai is being ques-

tioned (Schweik 2000). With forest users and the Nepali government taking oppo-

site sides, the debate would benefit from careful empirical evaluation.

In contrast to Nepal, decentralization of forest management via the Joint Forest

Management program in India has involved far less devolution of power (Agrawal

and Ostrom 2001; Sundar et al. 2001). The existence of IFRI sites in similar bio-

physical and ecological regimes in the sub-Himalayan regions of India and Nepal

sets the initial agenda for comparative analysis of decentralization policies in these

two countries. With over fifty IFRI sites in the sub-Himalayan region of South

Asia, the incorporation of remotely sensed time-series analyses will allow us to carry

out a careful empirical examination of the outcome of policies of decentralization on

local institutions and forest-cover change.

Lessons from the Africa and Asia Work

CIPEC’s research in Africa and Asia demonstrates that forest loss is NOT an inevi-

table result of population growth. At our sites in Uganda, Madagascar, India, and
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Nepal, we find institutional regimes assuring the stability, and even expansion, of

forest cover despite rapid population growth at the national level. We find signifi-

cant deforestation events often associated with specific biophysical and social fac-

tors. While the number and distribution of our studies do not enable us to offer

general propositions about forest dynamics, they do contribute to a growing un-

derstanding of the topic that appears headed toward a coherent framework of

understanding.

Several different institutional regimes provide evidence of successful governance

of forest resources in our study sites, including management regimes rooted in ethnic

traditions, as well as state-sponsored (and internationally assisted) conservation

regimes, especially when local communities are given the opportunity to benefit

from tourism-based revenues. A number of cases have been identified as successfully

managed private forest plantations, at least as judged by the stability or expansion

of tree canopy over time. By contrast, large forest resources held under the central-

ized control of national agencies with insufficient resources, and thus inadequate

monitoring of forest boundaries, appear in many cases to have been subject to

considerable loss of forest cover. These findings underline the importance of careful

examination of comanagement arrangements that take advantage of not only pro-

fessional expertise and external resources but also of the ability of local commu-

nities to assure the monitoring and maintenance of forest resources.

Future Directions of CIPEC Research in Africa and Asia: Social Phenomena

Different from Those in the Western Hemisphere and Their Interaction with Forest

Use

An issue of particular importance in future research in Africa and Asia is the conflict

and resulting displacement of people. It is our intention to pursue this issue in our

ongoing research in these regions.

Conflict and Refugees

In recent decades, refugees have become a significant aspect of African land-cover

and institutional change, and complicate research on the interaction of institutions

and forest-cover and environmental change. Postindependence conflict, drought,

floods, and famines have produced ongoing forced dislocations in Africa (Unruh

1993) not comparable in magnitude or character with events in the Western Hemi-

sphere. While the dislocated people who cross international borders are labeled as

refugees and qualify for international assistance and are often settled in organized
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camps or settlements, the number of internally dislocated people is often much

higher and the latter are rarely resettled in any organized fashion. The differences

in terms of land-cover change and change in institutions are large (Unruh 1993;

Unruh and Lefebvre 1995). First, migrations due to forced dislocation disrupt

resource use at both source and destination locations, with influences on institu-

tions and land-cover change. E. Ostrom et al. (1999) make the point that if re-

source users are added rapidly, such as through migration, local communities and

migrants will not share similar understandings of resources and resource use and

access.

Second, how refugees settle in destination areas can have a significant influence

on land-cover change. Different patterns can emerge from modes of settlement,

including (1) in refugee camps or other concentrated areas, (2) in scattered locations

within the host community, or (3) scattered in a wide rural area in and around the

host area. Concentrated settlement of migrants for reasons of security, humanitarian

concern, or resource availability can encourage forms of resource use that are more

competitive and contentious (Unruh 1993, 1995b; Ghimire 1994), and lead to spa-

tially acute forms of resource degradation (land, fuel wood, timber, water, etc.)

(Unruh 1993; McGregor 1994). Decisions about where government and donors lo-

cate concentrations of refugees are rarely made with local community consultation,

compensation, or coordination, especially with regard to how land is accessed and

used.

Settlement of refugees in a more dispersed fashion within a local community

results in differentiated approaches to land-cover change. While a good relationship

(ethnic, religious, economic, etc.) between host and refugee populations may result

in secure access to land-based resources (K. Wilson 1992) and more rational and

conservative land resource use, this is frequently difficult to achieve. Refugees can

derive their own forms of land claim and access in reaction to rules of exclusion by

local communities or exclusion from the institutions which facilitate an equitable

place in the local (host) land tenure system (Unruh 1993, 1995a). Such alternative

forms of claim and access can frequently result in land being cleared purely for the

sake of claim. Often local rules of exclusion are constructed and enforced with

regard to refugees in an attempt by the local community to avoid resource degra-

dation and a ‘‘tragedy of the commons’’ scenario. Such exclusion often can be

facilitated by the weak position of refugees vis-à-vis local communities (socially,

economically, and politically) (Ghimire 1994). However, with resource needs and

desperation frequently high among refugees, alternative ways, reasons, and legiti-

macy can quickly be configured in reaction to exclusion, competition, and confron-

tation with local communities (Unruh 2003). Where refugees are able to engage
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local (host) resource access and use arrangements, subsets of local rules—special

rules that provide limited rights for refugees—can be set up.

In Asia, the influx of refugees from political conflicts, famines, and floods, al-

though far less in the India-Nepal context when compared to Africa, nonetheless

pose significant challenges to the study of land-cover change. For instance, a signifi-

cant influx of political refugees from Bhutan has placed additional pressure on al-

ready scarce forest resources in the east-west Nepal-India border areas. The tragic

violence that has erupted in Nepal during the last decade is creating a new genera-

tion of homeless people, many of whom have migrated out of the rural areas to

Kathmandu.

The influence of conflict and security issues on environmental change constitutes a

significant domain of study. Conflict and insecurity, especially in Africa, operate in

such a pervasive and ongoing fashion as to profoundly disrupt the human ecology

of millions of people over very large areas (O. Bennett 1993; Unruh 1995a,b,

2002). The forces of conflict, insecurity, and resource degradation in such dis-

ruptions operate in mutually reinforcing ways (Homer-Dixon 1990; Unruh 1993,

1995b, 2003). Because few civil institutions can endure the stresses of armed conflict

(E. Ostrom et al. 1999), much of the environmental repercussions from conflict and

insecurity can be linked to institutional breakdown, malfunction, and absence, as

well as attempts to impose alternative ways of ordering access and use of land

resources. For example, the recent violent conflicts in Nepal have had an adverse im-

pact on forest and animal conservation, with increased illegal timber extraction and

smuggling, and wildlife poaching. Apart from the institutions of resource use that

are directly affected, repercussions on economies, migration, food security, law,

and the activities of the international community also affect local to national institu-

tions and systems of resource use and claim. The role of conflict and insecurity in

environmental change is likely to become more prominent in the future, given the

general recognition that future instability will often be manifest as low-intensity con-

flicts within, rather than between, nations, with the origins of conflict buried deep

within the aggravating problems of inequitable access to resources, including, and

often especially, land resources (Creveld 1991; Homer-Dixon 1991; Crocker and

Hampson 1996; Sahnoun 1996; Unruh 2001, 2003).

Conclusion

As work in Asia and Africa proceeds, we envision the challenge of the expansion

to provide valuable lessons for the conduct of significant aspects of human-

environment interactions research. The need to tie remote sensing to preexisting,
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local-level field research in a way that the two are able to bring more meaning to

each other reflects in significant ways the realities of pursuing such research. Oppor-

tunities to bring either remote sensing to preexisting field research, or the reverse,

will in all likelihood be more frequent in human-environment interactions research,

as this is more cost- and time-effective than initiating new research that combines

these two aspects from the beginning. We see this as a significant contribution of

the Africa and Asia work. In this regard borrowing from other approaches, such as

that described for meta-analysis in chapter 13, may provide significant utility.

The different local contexts, histories, and social issues in Africa and Asia, com-

pared to the Western Hemisphere, provide an important opportunity to extend our

research on human-environment linkages to these different continents. How the pro-

cesses of settlement and movement, as well as the constraints and opportunities of

different economic, political, and cultural conditions, become manifest with regard

to land-cover change will provide important insights into the fundamentals of pro-

cesses, as well as highlight differences and similarities in potential policy approaches.

The initial work in Africa and Asia demonstrates that there is substantive variation

between countries and regions based on differences in history and in local socio-

economic, political, and biophysical contexts. This hints at the different approaches

that are needed in the policy domain regarding workable arrangements for resource

management, development, and participation in global efforts at mitigating the

effects of global environmental change.

324 Jon Unruh and colleagues



13
Meta-Analysis of Agricultural Change

William J. McConnell and Eric Keys

A variety of approaches have been used to assess the causes behind observed spatio-

temporal patterns of land-use change. These efforts have largely been focused on

a few key outcomes, such as the removal of forest cover, agricultural change, and

urban expansion. Of course these processes are closely related, as conversion to ag-

ricultural uses accounts for a significant portion of forest loss. A wide range of con-

textual and causal factors, both slow-moving and ‘‘triggers,’’ have been analyzed

from both the biophysical and socioeconomic realms to explain the location and

pace of such change. Such efforts generally follow one of two approaches: (1) broad

cross-sectional techniques and (2) fine-scale case studies. Intermediate analyses that

combine the richness of case studies with the power of generalization gained from

larger samples are rarer. This chapter explores the advantages and disadvantages

of this intermediate approach and presents results from one such effort, focused on

trajectories of agricultural change in the tropics based on the comparative analysis

of existing case study literature.

The study of agricultural change constitutes a significant portion of the research

in human-environment relations described in chapter 2, and can largely be situated

within the theoretical frameworks outlined therein. The fundamental questions driv-

ing agricultural change research concern the ability of societies to produce sufficient

agricultural products under changing conditions, such as land scarcity related to de-

mographic growth, or environmental change. Whether from a neo-Malthusian or

Boserupian stance, scholars have explored the conditions under which new agricul-

tural practices are devised and diffused, focusing variously on environmental, tech-

nical, financial, sociocultural, and other sets of constraints and opportunities faced

by farmers.

The IPAT formulation described in chapter 2 suggests the panoply of right-

side factors (population, affluence, technology) addressed. Each of these has been

unpacked in the literature into a broad range of variables. The simplification of the



left-side term (impact) is particularly problematic in the study of agricultural change.

Scholars from different disciplines studying agricultural systems around the world

have focused on a wide variety of outcomes, usually increases in inputs (land, labor,

capital, technology) or outputs (production per unit of time per unit of input). The

multiphasic response to population pressure has been a bulwark of agricultural

change studies exploring why some production increases are achieved through the

adoption of irrigation, animal traction, or new cultivars, while others are marked

by stagnation, degradation, and impoverishment. Structural explanations have been

a mainstay of agricultural change research, implicating external, often financial,

factors that impede innovation or adoption in some situations or encourage it in

others. The analysis described in this chapter constitutes a structured, comparative

approach to discern the relative importance of these causal factors.

Local Case Studies and National Cross-Sectional Analysis

In-depth case studies capture a wealth of detail about fairly geographically restricted

areas, striving to understand precisely what land change occurred as well as the con-

text and the particular factors, events, or triggers that accounted for the observed

changes. A century of investment has been made in field studies along these lines

by anthropologists, geographers, sociologists and others. Such research is generally

conducted against the background of existing theories of land change, presented

in chapter 2. In many instances this approach has been adopted in order to test

theories explicitly. While this may allow for the confirmation or refutation of such

theories at particular locales, the very strength of the approach—the tailoring of the

inquiry to specific local conditions—works against its use for general theory devel-

opment. Since it requires a huge investment in research in situ, only a small number

of studies can be carried out (typically as dissertations). Opposing arguments claim,

sometimes justifiably, that the places studied are unique and that results therefore

cannot be extrapolated. The utility of these one-dimensional critiques is limited,

however, as the most common outcome of them is the claim that the human-

environment processes under study are simply too complex to support robust

generalization.

At the broadest scale, the whole earth may be studied by using, of necessity,

coarse units of analysis. The growing availability of national-level data on both

types of variables—dependent (land change) and independent (e.g., demographic

or economic change)—means that such results are becoming ever more robust

(Rudel 1989; Rudel and Roper 1996, 1997). Nevertheless, several major weaknesses
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attend this approach. Most important, gross aggregation of patterns at the national,

decadal scale masks much of the interesting variation in both dependent and inde-

pendent variables. So, while some parts of a country may be undergoing substantial

deforestation, another region may experience forestation (see chapter 10). Conflat-

ing these processes and their causes weakens the resulting analysis. Moreover, the

datasets upon which such analyses are carried out are known to suffer from lack of

comparability (e.g., in the definition of forest) and from low reliability (e.g., popula-

tion censuses of varying, and often unknown, reliability).

The limitations of each of these approaches have led scholars to explore a middle

ground that shares the benefits of both, while minimizing their weaknesses. Two

techniques are possible for comparative analyses that are broad enough to support

generalization, but fine enough to capture key variability. The first is to conduct a

set of standardized case studies, wherein a common set of variables is collected at

a representative sample of locales, according to common protocols that can support

inferential statistical modeling. This approach has been successfully applied to land-

change questions in work aimed at identifying regions at risk of environmental

change (Kasperson et al. 1995) and at exploring the relationship between popula-

tion growth and agricultural change (B. Turner et al. 1993a; Tri-Academy 2001).

The development of a fresh set of in-depth case studies focused on forest-cover

dynamics is at the heart of all cases in this book. The comparative analyses in part

IV identify the role of particular factors in shaping land-change trajectories across

research sites, where other factors may be held constant. As described in those chap-

ters, the approach is quite time-consuming and expensive; as the area of interest

expands it becomes increasingly difficult to hold other factors constant.

The complementary approach described here—the systematic comparison of case

studies in the literature—can illuminate the factors that have been found important

in different cases, and specify the ways in which these factors have traditionally been

studied at different times, in different regions, and from the perspectives of different

disciplines. This can help place the in-depth case studies in a broader context and

provide key information for the design of future research that will be amenable to

comparative analysis.

Comparative Analysis of Extant Case Studies: The Approach

Colleagues in the Workshop in Political Theory and Policy Analysis (hereinafter

Workshop) pursued an exemplary approach in exploring the conditions under which

irrigation systems and inshore fisheries are managed (Tang 1992, 1994; Schlager
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1994; Lam 1998). These studies reviewed documents pertaining to hundreds of irri-

gation works and fisheries in numerous countries, resulting in the development of a

database amenable to the analysis of institutional conditions associated with suc-

cessful outcomes. A similar approach was adopted in recent meta-analyses of case

studies of tropical deforestation and desertification (Geist and Lambin 2001, 2004).

Several methodological issues arise in this type of meta-analysis, including the

definition and selection of cases, the specification and coding of variables, and the

analysis of the resulting database. There is no hard-and-fast rule for identifying

the universe of case studies to be used in a particular meta-analysis. This entails a

crucial issue: the choice of a unit of analysis. The Workshop study concerned small-

to medium-scale irrigation systems, about which very little had been formally pub-

lished, and the work was therefore based on a combination of published papers and

gray literature (project documents, such as field reports). In the Workshop study, the

autonomous irrigation system provided a relatively discrete, and therefore conve-

nient, unit of analysis. On the other hand, the tropical deforestation study (Geist

and Lambin 2001, 2002) chose instead to select cases from peer-reviewed literature,

and identified cases from the citation index of the Institute for Scientific Information

(ISI 2003).

We applied this approach to the study of agricultural change and began by fol-

lowing the meta-analysis method developed by Geist and Lambin. While the use of

their method assures a high level of quality in the cases used, it severely limits the

case study population to articles in the ISI database. In order to identify a sufficient

number of cases, the universe of cases was expanded to include articles located

through other indexes, such as JSTOR (http://www.jstor.org/, subscription required)

and AGRICOLA (http://agricola.nal.usda.gov/), and books. Both the tropical defor-

estation and agricultural change meta-analyses were restricted to subnational studies

in the tropics. Many of the articles selected presented more than one case, conduct-

ing their own comparative analysis of as many as seventeen cases. In total, 108 cases

were coded. These are listed under Coded Cases at the end of this chapter, and their

geographic distribution is shown in figure 13.1.

In his writing on the practice of comparative analysis in the social sciences, Ragin

(1987, 2000) addresses the process of scoping, casing, or ‘‘constituting’’ popula-

tions: ‘‘The researcher’s specification of relevant cases at the start of the investi-

gation is often nothing more than a working hypothesis that the cases initially

selected are in fact alike enough to permit comparative analysis. In the course of

the research, the investigator may decide otherwise and drop some cases, or even
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whole categories of cases, because they do not appear to belong with what appear to

be the core cases’’ (2000, 57–58).

Ragin argues that such flexibility, while anathema to variable-oriented research

approaches, is crucial to the comparative-case mode of inquiry that embraces a

continuous dialogue between ideas and evidence. The crux of the matter is the deter-

mination of the outcome of interest—the dependent variable. In this respect the

meta-analysis cannot build a control group according to a standard practice of sta-

tistical analysis, since case studies are rarely published about land change that did

not occur (though some cases were identified that sought to understand why change

failed to occur despite the presence of theoretically sufficient conditions). In the trop-

ical deforestation study, Geist and Lambin (2001, 2002) sought cases analyzing net

losses of forest cover according to a very broad definition that included both the

conversion of forest to some other cover type and various modifications of forest

cover (degradation).

While the distinction between conversion and modification is problematic, the

definition of the dependent variable in a study of agricultural change is vastly more

complex. All agricultural systems are dynamic, and tropical farming, which often

relies on highly variable rainfall and other factors, is notoriously so. Defining a

threshold at which a farming system may be considered to have undergone a
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Figure 13.1
Geographic distribution of coded cases.
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substantial change is quite difficult, even if the focus is on a specific dimension, say

production per unit area per unit time. In fact, a wide range of measures of agricul-

tural change have been developed in the literature, focusing not only on output but

also on input type and intensity, commercial orientation, and so on. Indeed, the lit-

erature faces internal contradictions based on whether agricultural intensity is mea-

sured as an input or as an output. One prominent approach is to measure the

frequency of cultivation, which is the converse of fallow period. A field that is under

crops for one year, followed by three years of fallow, is said to be used at an inten-

sity of 25 percent.

In order to record the information presented on the change in the dependent vari-

able, we tracked various aspects of change in the production system, including

� size of landholdings;
� type of land used (e.g., upland, bottom land/swamp);
� production (qualitative);
� production quantity (quantitative);
� land intensity, or the frequency of cultivation on a parcel;
� production mix, including cultivars and livestock;
� production techniques (e.g., intercropping);
� mechanical technology;
� chemical technology;
� water management;
� labor; and
� other capital requirements.

Once the outcome has been defined and the cases selected, the collection of infor-

mation on causal factors (independent variables) can begin. The agricultural change

literature provides strong theoretical foundations for hypothesizing the importance

of a range of causal factors, both biophysical and human. In the relatively young

field of land-cover change, reference is often made to such factors as driving forces,

borrowing the language of atmospheric and other physical sciences. This usage (ter-

minology) may be problematic, however, as a given factor (e.g., precipitation) may

be observed to directly cause change in one case (e.g., drought causing the adoption

of irrigation), while existing as a general context in others (e.g., interannual variabil-

ity influencing cropping strategies). Although it may not be found to have triggered

a change in a particular case, the state of that factor is an important part of the con-

text within which the production system exists and should therefore be retained.

The biophysical variables recorded in this study include
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� biome (rain forest, desert, alpine, etc.);
� topography (general characterization, elevation range, and steepness);
� precipitation (annual means and variability);
� water bodies (presence and proximity); and
� soil conditions (fertility, structure, erosion).

More than a dozen human and social variables were identified and grouped as fol-

lows:

Demographic
Socioeconomic
and Cultural Institutions

Population size and
growth

Population density and
distribution

Population composition

Settlement and
migration

Religion and ethnicity

Education

Market access

Standard of living

Social structure

Off-farm income or
food

Property regimes

Market demand

Government or nongovernment
organization (NGO) policy or
program

Water program

Income-affecting program

Infrastructure

Information on each of these independent variables was recorded in abbreviated

form into a database, and subsequently coded as one of three states:

1. An important factor in causing the observed outcome

2. Not an important factor in causing the observed outcome

3. Absent

The analysis of the coded database was guided by a search for patterns in the articu-

lated importance of causal variables. Ragin (2000) advocates the analysis of config-

urations of conditions (conjunctures of causation), rather than the standard practice

of treating variables as interchangeable factors capable of acting independently. In

our study of agricultural change, the database was first queried for the frequency

of authors’ assignment of importance of each independent variable—simply the pro-

portion of cases in which a given variable is coded as an important factor in the

observed change in the agricultural system. The database is then subjected to multi-

ple, iterative cross-tabulation to reveal the frequency of occurrence of clusters, or

configurations, of variables. Like the biophysical factors presented above, each of

the social variables (e.g., population, market, property regimes) represents a cluster
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of factors too numerous to code individually. Details about the specific processes

included in these clusters are provided in the next section.

Major Findings

Pan-Tropical Patterns

The production systems studied were judged to have undergone substantial changes

in the overwhelming majority of the cases reviewed. Three cases involved a failure

to intensify, including failure to adopt agroforestry (Browder and Pedlowski 2000),

failure to irrigate (Johnson 1986), and the acquisition of new bottom lands

(Bebbington 2000). Of the changes observed in the production systems, somewhat

less than half involved some form of water management, usually irrigation or rain-

water harvesting (table 13.1). About two-thirds of the cases involved an increase in

production, usually some combination of increased frequency of cultivation and

changes in cultivars or livestock, or both. While these three aspects of production

systems often occurred together, multiple configurations were recorded. The adop-

tion and increased use of various factors of production were reported as follows:

labor and chemical inputs were adopted in roughly half of the cases. In an addi-

tional one-third of the cases, farmers adopted some mechanical technology or other

farming technique (e.g., intercropping), or shifted their production to different types

of land (e.g., bottom lands previously used for pasture or uncultivated), or a combi-

Table 13.1
Outcome Details by Region

Pan-Tropical Africa Americas Asia

Outcomes N=108 % N=39 % N=35 % N=34 %

Crop mix 71 66 29 74 28 80 14 41

Production 67 62 23 59 29 83 15 44

Land intensity 67 62 26 67 16 46 25 74

Labor inputs 51 47 16 41 23 66 12 35

Chemical inputs 48 44 18 46 13 37 17 50

Water management 46 43 12 31 9 26 25 74

Landholdings 42 39 18 46 18 51 6 18

Techniques 37 34 10 26 10 29 17 50

Mechanical inputs 36 33 11 28 4 11 21 62

Land used 34 31 12 31 14 40 8 24

Note: Multiple counts are possible; percentages relate to the total of cases (N) for the region.
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nation of these. Regional variations in these patterns are reported in the sections

below.

In terms of the causal factors attributed to these changes by the original authors,

the results largely followed expectations (table 13.2). Agricultural change theory

would lead us to expect population pressure and market demand to be the key

causal factors in engendering land-use intensification. Indeed, each of these was

listed as important in roughly two-thirds of the observed cases. These two factors

operated in tandem in nearly half of the cases. Other demographic variables de-

scribed in the cases, including original settlement patterns and migration, occurred

about half as often as population growth or density and almost always in conjunc-

tion with these variables. Another variable, population composition, was mentioned

in twenty cases and noted as important in fewer than half of those. Finally, the

related variables—the religious and ethnic backgrounds of studied peoples—were

mentioned in roughly half the cases, but were very rarely noted as important factors

in the intensification process.

Table 13.2
The Importance of Sociocultural Factors

Important Not Important Absent

Population factors

Population numbers/density 70 22 16

Population composition 8 12 88

Settlement/migration 34 41 33

Household factors

Religion/Ethnicity 7 41 60

Education 21 11 76

Market access 58 18 32

Standard of living 48 32 28

Off-farm employment 30 28 50

Institutional factors

Property regime 65 34 9

Market demand 69 11 28

Government/NGO policy 55 24 29

Water provision program 16 0 92

Income-affecting program 36 14 58

Infrastructure program 33 10 65

NGO, nongovernment organization.
Note: Total number of cases is 108; multiple counts are possible.
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Population emerged as a strong cause of change in only two-thirds of the

cases, which undermines its universal, explanatory use by researchers. In fact,

many authors explicitly stated that the goal of their studies was to challenge the pri-

macy of population as a causal factor and to either dispel or moderate the power

often accorded this single factor. It is especially noteworthy that sixteen of the cases

(roughly one-eighth) provided no information at all on population.

Market demand was mentioned by case authors (as important or not important)

more often than population as a causal variable. This presence may be an artifact

of sampling strategies and is discussed later in this chapter. A separate variable—

improved market access—was found to be important less frequently than market

demand and usually co-occurred with it. The eleven cases where market access

did not co-occur with demand imply that there was improved access to a largely

unchanged market in terms of demand. A related variable, standard of living, was

important less often than market access but when present occurred almost always

in conjunction with market access. A possible linkage also was discovered between

market access and the availability of off-farm employment, which was judged im-

portant in less than one-third of all cases.

A set of nonmarket institutional variables also emerged as frequently as other im-

portant causes and included property regimes and policies and programs of the gov-

ernment or NGOs. Property regimes were important causes in almost as many cases

as population or market and were mentioned (as important or not important) more

frequently. Government and NGO policies were somewhat less frequently impor-

tant than property regimes. Information was recorded specifically on water provi-

sion programs, income-affecting programs, infrastructure, and education. Of these

factors, income and infrastructure programs were important in roughly one-third

of the cases, followed by water and education programs.

The relatively weak role attributed to biophysical factors was surprising (table

13.3). Soil conditions—mainly declining fertility, but also erosion—were cited in

Table 13.3
The Importance of Biophysical Factors

Important Not Important Absent

Precipitation variation 30 30 48

Watercourse/water body 23 35 50

Soil properties 43 27 38

Note: Total number of cases is 108; multiple counts are possible.
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less than half of the cases, and precipitation variation in less than one-third. Infor-

mation also was coded for general climatic and topographic conditions, including

the presence of water courses and water bodies, for the purpose of analyzing the

broader biophysical context of the production systems.

The configuration analysis explained in the previous section revealed a high

co-occurrence was found in the primary causes—population and market—in forty-

four, or almost half, of the coded cases. This pair was joined almost always by prop-

erty regimes or policy, or both. In the few cases where neither population nor

market was judged important, property regimes or policy, individually or together,

filled the explanatory void. In four cases, none of these causes was deemed impor-

tant. No substantial clusters of secondary (weak) variables could be identified,

which is not surprising because even in a presence/absence formation a small num-

ber of variables yields a huge number of possible configurations (e.g., eight variables

yield 28, or 256 configurations). Thus the potential configurations far exceed the

number of cases. This picture changes when the dataset is broken down by region,

as discussed below.

Sub-Saharan Africa

The bulk of the thirty-nine African cases involved a change of cultivars and live-

stock without any explicit change in water management. Gains in productivity

were seen to be coming from more frequent use of the land, that is, reduction in

length of fallows (table 13.4). Land-use changes largely consisted of three dynamics.

Farmers used farmland more frequently (decreasing fallow time); shifted from

mainly consumption-oriented production of staple foods toward the adoption of

cash crops like peanuts and cotton, and especially tree crops such as coffee, tea,

palms, and vanilla; and switched from rain-fed production to small-scale irrigation,

in the form of urban and kitchen gardening. The adoption of high-yield varieties,

particularly maize, was seen in several cases and resulted in increased output. Fi-

nally, changes in livestock practices, including replacement of grazing with cropping

and intensive stabling (zero grazing), also were seen.

In terms of the causes of these changes, a cluster of population growth and mar-

ket demand, along with property regime changes or other government policies were

important in more than half the cases (see table 13.4). In another cluster where pop-

ulation was not important, market demand and property regime or other govern-

ment policies accounted for one-third of the cases. Notably, property regimes were

important in thirty-one of the African cases. In almost half of the cases the change in
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property rights was a shift from customary, communal control of land to some form

of individual, private, or quasi-private land tenure, including cadastres and land reg-

istration. The renting and leasing of land also was frequently an important factor,

and several cases involved commoditization, commercialization of land, or land

speculation, while consolidation, expropriation, proletarianization, and sharecrop-

ping also were cited. Single cases of land redistribution and the protection of land

in perpetuity by a church, such as the cases in Ethiopia (Benin and Pender 2001)

and Ghana (Maxwell et al. 1999), respectively, were found as well.

Other government and NGO policies were said to play important roles in twenty-

eight of the African cases, particularly the state’s role in marketing produce and the

diminution of that role following structural adjustment. Assistance with gaining

access to inputs by both the state and by NGOs was frequently cited, particularly

the provision of credit, especially through village associations. Other frequently

cited policy variables included agricultural extension programs involving the dissem-

ination of high-yield crop varieties and livestock stabling and soil and water con-

servation techniques. In at least one case in Africa (Tiffen et al. 1994), the absence

of any noteworthy government program spurred land users to undertake intensified

cultivation. Other government policies mentioned include fertility reduction, road

improvement, and nature conservation.

Table 13.4
Outcomes and Causes in African Cases ðN ¼ 39Þ

Outcomes Causes

Crop mix 29 Population numbers/density 24

Production 23 Population composition 4

Land intensity 26 Settlement/migration 16

Labor inputs 16 Religion/ethnicity 1

Chemical inputs 18 Education 3

Water management 12 Market access 27

Landholdings 18 Standard of living 19

Techniques 10 Off-farm employment 11

Mechanical inputs 11 Property regime 31

Land used 12 Market demand 33

Government/NGO policy 28

Water provision program 4

Income-affecting program 13

Infrastructure program 17

Note: Multiple counts are possible.
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Latin America

The minor role of water management in agricultural production system changes was

even more striking in the thirty-four cases from the Americas (table 13.5). Here, the

range of cultivars adopted was quite broad, reflecting the diversity of biomes and

climate types found in the inhabited American tropics. Among the major crops men-

tioned in this broadened repertoire of crops were bananas and potatoes, followed by

alfalfa and watermelons, and finally coffee, black pepper, garlic, jalapeño peppers,

bitter and sweet manioc, onion, peanuts, sesame, soy beans, tobacco, and tomatoes.

Other aspects of the production systems changed concurrently, with increases in cat-

tle production (including dairy) and beekeeping mentioned several times. Increases

in the frequency of cultivation (decreasing fallow length) were less frequent than in

Africa or Asia and may in part reflect the crowded nature of the American highlands

where many of the cases were established. In these zones, much of the cropping had

already reached 100 percent or higher intensity, and the ability to increase frequency

was limited if not impossible. In these cases, change took the form of adoption of

yield-increasing technology or wholesale shifts in agricultural strategies. At the other

end of the spectrum for the Americas are cases in lowland areas with relatively low

population density and difficult access to markets. In these cases, fallow length was

probably not reduced because of the relative expense in improving land quality

through soil and water conservation measures in the face of pristine or near-pristine

lands to cultivate.

Box 13.1
Returning to Diverse Land Uses

At the onset of colonial domination in Sierra Leone farmers were discouraged from
farming floodplains as they had done historically. Instead, colonial policy encouraged
farmers to move to uplands that were beset with thinner soils and lower agricultural
productivity. At the end of the colonial period farmers returned to former methods of
cropping but were confronted with population growth that had occurred during the
colonial period from in-migration and from natural means. Property regimes were
enacted that allowed native-born farmers first and best access to land in the bottoms
and the uplands. Because of the increased access to lowland soils yields of rice increased
dramatically. Market access also has improved, mediated by the arrival of middlemen
who control the rice market economy. Intensification has taken the form of increased
cash cropping and access to new lands. While agriculture has indeed brought more
land under cultivation, it also has increased the amount of labor per unit area.
(Adapted from Richards 1987)
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Fewer clusters of causal variables were found in the cases from the Americas than

in those from Africa (see table 13.5). The cluster of population, market, and prop-

erty or government policy was less pronounced in this region, occurring in only one-

third of the cases. Government and NGO policies were, on the whole, less important

in the Americas than in Africa. Notably, the state’s withdrawal (or divestment) from

the agricultural sector, often linked to the implementation of structural adjustment

programs, was even more evident here than in Africa. This withdrawal included the

retraction of both price subsidies (e.g., for maize) and reduced input subsidies. Like-

wise, currency devaluations and market liberalization were noted to have led to

rapid increases in the cost of inputs, particularly agrochemicals.

Agricultural extension efforts were credited with the adoption of new crops, such

as cocoa, rubber, coconut and improved pasture, as well as mechanical technology

(tractors), credit (marketing cooperatives and soft loans), and infrastructure (roads

and small-scale irrigation). Specific government policies included fines for leaving

fields fallow (Peru) and nature conservation and import controls. Likewise, NGOs

were credited with the provision of capital and knowledge (e.g., in limiting erosion

on hillsides and green manure application). In one Latin American case, liberation

theology was cited as important, as religious NGOs were trying to help agricultural

technology production. In another case, missionaries also served as educators to na-

Table 13.5
Outcomes and Causes in Latin American Cases ðN ¼ 35Þ

Outcomes Causes

Crop mix 28 Population numbers/density 22

Production 29 Population composition 3

Land intensity 16 Settlement/migration 12

Labor inputs 23 Religion/ethnicity 5

Chemical inputs 13 Education 14

Water management 9 Market access 21

Landholdings 18 Standard of living 20

Techniques 10 Off-farm employment 15

Mechanical inputs 4 Property regime 15

Land used 14 Market demand 25

Government/NGO policy 16

Water provision program 5

Income-affecting program 15

Infrastructure program 12

Note: Multiple counts are possible.
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tive peoples, who developed new preferences for consumer goods previously foreign

to their communities.

Property regimes were causal factors considered in virtually all (94 percent) of

the cases from the Americas but were important in only half of those cases. As in

the African cases, the privatization of landholdings is the dominant process evoked,

though in the Americas, partial privatization was at least as prominent as fully pri-

vate holdings, including the use of deeds or titles. The system of communal tenure

in Mexico contributed strongly to these findings. Nationalization and land reform

were more frequently mentioned in this region, though still in fewer than one-fifth

of the cases. Renting and borrowing land and land sales were each reported in a

small number of cases. Finally, squatting, sharecropping, and land consolidation

were found in isolated cases. The lack of importance of land reform in the Americas

is interesting and upon first inspection counterintuitive. Between the 1940s and

1980s land reform was a major factor driving Latin American government policy,

and a number of notable successes of these programs exist. Perhaps access to at least

some land in Latin America is now taken as a status quo and has become less

thought of as a cause of change. Many researchers in Latin America may see prop-

erty regimes, in their varied and diverse forms, as a preexisting condition, much as

they consider soil and climate factors.

Latin America was the only region in which a change in labor input played an

important role, appearing in more than two-thirds of the cases. In some cases, refer-

ence was made to increased labor requirements associated with aging fields, but new

Box 13.2
Crop Diversification in Costa Rica

Smallholders in Costa Rica confronted changing market dynamics by engaging in
varied markets. Initially engaged in cattle rearing and dairying, farmers in the humid
lowlands of Costa Rica began to add diversified, higher-risk cash crops to their eco-
nomic portfolios as wealth allowed them to diversify and sell more ground crops to
markets. The farmers chose to engage in relatively high-risk cash crops in addition
to maintaining low-risk cattle production and risk-reducing subsistence production on
their land. They intensified their labor input to their land for higher returns per land
area although perhaps not per unit labor. In addition, farmers garnered increased cash
from off-farm employment activities focused on large landholdings near their homes.
This infusion of cash allowed the farmers to invest in risky cash crops. The farmers be-
have in a hybrid subsistence/market mode. Intensification will apparently continue in
lowland Costa Rica in a start-stop manner. (Adapted from Schelhas 1996)
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labor-intensive tasks, such as those associated with terracing, were mentioned more

often. In particular, authors discussed the issue of labor bottlenecks created in the

adoption of new crops, such as chilies (Yucatán), or other practices, such as bee-

keeping (also in the Yucatán) or green manure application. In one case, labor avail-

ability was said to have declined as populations temporarily migrated to cities or

plantations to work seasonally. These arrangements are particularly problematic as

new, more labor-intensive crops are introduced in the region. They may however, be

foregoing the opportunity cost of their home-based labor for the perception of much

greater income in other locales.

East/Southeast Asia

It was unsurprising that three-fourths of the cases in Asia involved water manage-

ment as part of the process of agricultural change—more than twice as often as in

the other two regions (table 13.6). Asia has the longest record of continuous large-

scale irrigated agriculture in the tropics. While increased frequency of cultivation

was nearly as strong as in Africa, changes in cultivars appeared to be much less fre-

quent in this region, as in Latin America. We could not see a trend in change of cul-

tivars partly because few cases reported such a change, and partly because there

Table 13.6
Outcomes and Causes in Asian Cases ðN ¼ 34Þ

Outcomes Causes

Crop mix 14 Population numbers/density 24

Production 15 Population composition 1

Land intensity 25 Settlement/migration 6

Labor inputs 12 Religion/ethnicity 1

Chemical inputs 17 Education 4

Water management 25 Market access 10

Landholdings 6 Standard of living 9

Techniques 17 Off-farm employment 4

Mechanical inputs 21 Property regime 19

Land used 8 Market demand 11

Government/NGO policy 11

Water provision program 7

Income-affecting program 8

Infrastructure program 4

Note: Multiple counts are possible.
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were so many different cultivars being adopted. As expected, the adoption of high-

yield varieties, especially rice, was particularly strong in this region, often accom-

panied by increased use of chemical inputs. It is in this region that the impact of the

Consultative Group on International Agricultural Research and green revolution

technologies was most dramatically demonstrated. Other crops mentioned include

American taro, beans, cotton, okra, Job’s tears, maize, manioc, millet, mustard, pea-

nuts, sesame, soy beans, squash, sweet potatos, and taro. Notably, the intensifica-

tion of forest product collection and the adoption of agroforestry practices were

rather high in this region and included bananas, cashews, coconuts, coffee, fruit,

pepper, and rubber. Livestock were mentioned very rarely, but the adoption of

mechanical inputs was markedly higher in this region where animal traction and

tractors are much more common than in Africa and probably Latin America. In a

few cases, especially Papua New Guinea, livestock were seen as an impediment to

crop-based intensification, because they frequently damaged crops and interfered

with cropping practices.

The co-occurrence of population and market demand operated differently in the

Asian cases than in the other cases (see table 13.6). This variation is due in part

to the large number of cases garnered from Papua New Guinea from the late 1950s

through the 1970s, a period of this region’s relative isolation from wider market

forces and government programs. Furthermore, the authors of these studies did not

record information for market demand or government programs, perhaps because

there was little variance in community experience along these lines. When informa-

tion on market access and demands was present, in India and the Philippines, access

to nearby markets and changing urban market tastes spurred notable changes in the

types of crops farmed and the land-cover intensity of these crops (Leaf 1987; Eder

1991).

The studies in Papua New Guinea, however, did yield very rich data relative to

outcomes. In the remainder of the Asian cases, fewer than one-third were subject to

the population, market, and institutional cluster found in other regions. Another

cluster is found in Bangladesh where only one of the major hypothesized causal

variables—population—seemed to play a role. In the remaining cases (excluding

Papua New Guinea), related but different variables, such as increased market ac-

cess, social differentiation, and infrastructure programs, were key factors. Property

regimes were deemed important factors in 59 percent of the Asian cases, placing

it squarely between Africa and the Americas. Interestingly, fully 15 percent of the

cases failed to consider property regimes—more than twice as many as in the other
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regions. Much less detail was provided in cases about property regimes, especially in

the multiple cases culled from P. Brown and Podolefsky’s (1976) comparative anal-

ysis, which constituted half of the cases for this region.

In the Asian cases outside Papua New Guinea, government and NGO programs

figured in two-thirds of the cases. Some of these cases included broad national poli-

cies, such as China’s Open Door policy, or tax policies favoring industrialization,

market intervention, and even tax policy favoring coconuts and rubber over rice.

More often cited were direct agricultural policies, such as import quotas, rice reserve

requirements, and rice premiums, and the encouragement of soybean production,

subsidies for market vegetables, and irrigation credits. Conservation policies, includ-

ing reforestation and the prohibition of swidden cultivation, also were mentioned,

as were the construction of roads and, of course, a range of irrigation infrastructure

(dams, levees, tube wells). Credit and other financial programs were largely absent

in this region, and in only one case was an NGO (Summer Institute of Linguistics)

mentioned as carrying out agricultural extension.

Box 13.3
Hyperintensification in Bangladesh

High population density and improved market access have encouraged the intensifica-
tion of agriculture in Bangladesh. Five villages in the Bengal basin studied by B. Turner
and Ali (1996) exhibited extremely high population densities (ranging from 301 to
1466 people per square kilometer). The population densities in this region in fact
show signs of increasing. During the period under study, the government of Bangladesh
improved market access through road building and the control of rivers to enable more
reliable river transport. While all of the study sites reported increased productivity,
those closest to markets or benefiting from infrastructure programs reported the highest
increases in productivity. Increasing productivity mirrored rapidly growing popula-
tions. Testing the theories of Boserup (1965), the authors conclude that intensification
was induced by external structural factors (the market and infrastructure) and internal
demographic factors (population). The case of Bangladesh in some ways is extraordi-
nary but may point to the future for the most crowded areas of the world. Farmers
there have been able to increase their labor input and add the benefits of new crop
varieties to increase production. Cropping frequencies in excess of 100 percent existed
in most of the villages, with two villages approaching 300 percent, or three crops per
year per area. In the village of Khazanagar, for example, cropping intensity grew from
213 percent to 234 percent while land productivity grew from 5001 kg/ha per year to
5196 kg/ha per year. While the point of stagnation may be approaching, it has yet to be
reached. (Adapted from B. Turner and Ali 1996)
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Discussion

Early explanations of differential economic development hinged largely on the role

of the opportunities and constraints afforded societies by the biophysical environ-

ment in which they arose. In its extreme, and perhaps most persuasive, form envi-

ronmental determinism left little room for human agency and cultural choice, and

its excesses left the social sciences shy of invoking biophysical factors in explaining

human conditions for the remainder of the twentieth century. The study of human-

environment relations has instead turned to the enumeration and operationalization

of variables that describe these behavioral and cultural factors. It appears that the

pendulum may have swung a bit too far, however.

One of the most striking findings of the meta-analysis presented above is the

dearth of biophysical information found in the case studies. Almost one-third of

the cases could not be coded for even simplistic precipitation categories (humid, sub-

humid, semiarid, arid). Information on soil properties was likewise lacking in more

than one-third of the cases and, when provided, was often of a very cursory nature,

rarely referring, for example, to a recognized pedological system. While general top-

ographic information was more frequently provided, many studies lacked elevation

values. It is likely that a great deal of information was collected but not reported,

due either to limitations on the length of articles in peer-reviewed journals or to the

perceived unimportance of biophysical factors. Either way, the lack of information,

and its inconsistency when provided, precludes systematic analysis of the role of bio-

physical context in the process of agricultural change.

The meta-analysis reveals that the testing of neo-Malthusian and Boserupian

propositions concerning the role of population growth, and the implied land

constraint, has been the major preoccupation of the study of agricultural change.

Many of the studies reviewed here set out explicitly to examine these propositions,

and all possible relations were identified: sometimes population growth led to a land

constraint and to the mining of soil resources, increasing investment in labor despite

declining marginal returns; sometimes the land constraint led to technomanagerial

shifts that raised production apace with consumption needs; but sometimes such

shifts occurred in the absence of a severe land constraint. So population clearly

does not work in a universal, or unmediated, fashion. But in order to know what

effect population growth is having, one needs to know how it is growing. In sixteen

of the cases (15 percent), codable information could not be found on whether pop-

ulation growth or density, or both were important factors, and, as in the biophysical
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factors discussed above, when information was provided, it was rarely in a form

that would enable rigorous, comparative analysis (e.g., population per square

kilometer). Other key demographic information, such as age structure (dependency

ratio) or sex ratio, was even more frequently missing. Other fundamental informa-

tion on religion, ethnicity, education, and standard of living also was disappoint-

ingly rare.

The other main factor proposed to explain agricultural change is market demand,

implying a desire for cash to procure goods and services not available on the farm.

This either could lead to an increase in production using the present technomanage-

rial system, with more inputs per unit area per unit of time, or could lead to a shift

to a new system, with new crops, new techniques, or any of myriad production

inputs. Again, many studies reviewed here found new or increased market demand

closely implicated in the observed shift in the production system, and this comes as

no surprise. Once again, while qualitative information was frequently provided,

rarely did it come in a form permitting broad, systematic comparison (e.g., farm-

gate price of a specified product, along with an exchange rate).

The finding that demographic and economic factors do not work in an unmedi-

ated fashion is by no means novel, and begs the question of the effects of mediating

sociocultural and institutional factors. There is considerably less agreement in this

realm, since the possible relevant dimensions of a single cluster of factors, say gov-

ernment programs, are effectively unlimited. For example, the provision of irriga-

tion infrastructure is a fairly small subset of government interventions affecting

agricultural systems, yet there are innumerable irrigation technologies introduced

by a range of government agencies, NGOs, and international aid agencies through

a range of different mechanisms, such as loans and grants. Thus each instance of

government assistance with the adoption of irrigation technology is practically

unique, and changes in access to credit and the provision of transportation infra-

structure may be even less susceptible to standardization, and thus to comparative

analysis.

The cases reviewed here do exhibit a certain coherence in the treatment of social

and institutional factors grouped under the heading of property regime dynamics.

The main processes found important were the consolidation of landholdings, and

the reverse process of land redistribution, as well as the shift from communal, tradi-

tional systems to formal, state-sanctioned regimes. The processes, and the language

used to describe them, were found to vary substantially by region, as would be

expected given their very different historical experiences of colonization and post-

colonial social change.

344 William J. McConnell and Eric Keys



While many of the variables considered here could be treated as either ‘‘causes’’

shaping agricultural trajectories, or as ‘‘outcomes’’ of particular sets of agricultural

practices, one particularly intractable set of factors, in this sense, were coded under

the headings ‘‘social structure’’ and ‘‘standard of living.’’ In many cases, such factors

differentiated individuals or communities that enjoyed opportunities not available to

others and could thus be construed as ‘‘causal,’’ yet were clearly related to the suc-

cess of the agricultural enterprise, and should therefore be considered ‘‘outcomes’’

inasmuch as they both explain why change occurred, and describe the results of

that change.

Several interrelated dimensions emerged, often expressed in economic terms. For

example, the gender dimensions of agricultural change were quite strong in the

African cases, where women were frequently seen exploiting new opportunities for

market gardening, while in the cases from Latin America this was generally the do-

main of men. Class issues, often related to property regimes, arose in all three

regions, as discussed above. The underlying processes, however, took rather different

forms in the various regions, with caste issues evoked in India (Leaf 1987), forced

labor and slavery in Colombia (Taussig 1978) and Brazil (Brondı́zio and Siqueira

1997), and the legacy of colonial ethnic favoritism in Kenya (F. Bernard 1993).

Such historically rooted structural differentiation yields to comparative analysis with

great difficulty, however, even when a common theoretical and methodological ap-

proach has been taken, which is certainly not true in the set of cases analyzed here.

Conclusions

The range of information presented in the case studies varied widely. As discussed

above, many did not provide basic geographic data (e.g., topography, soils, climate)

while others neglected information on population, cropping technology, market

demand, and government policy. It is abundantly clear that there is no widely

accepted protocol for carrying out field studies about agricultural change, despite

long-standing calls for standardization. An edited volume based on papers first pre-

pared in the late 1980s suggested minimum datasets for climatic, pedological, demo-

graphic, and other sets of variables (E. Moran 1995). This call for the collection

of minimum-standard datasets was echoed in Land-Use and Land-Cover Change

Science/Research Plan (B. Turner et al. 1995).

In seeking to understand the apparent lack of standards, one can look to the aca-

demic mode of research. First and foremost, academic research rewards innovation

and ingenuity. Repeating others’ studies is frowned upon because repeating previous
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work is seen as noninnovative, even in cases where different results are found. A re-

peat methodology even in a different locale is not attractive to researchers, presum-

ably because it does not yield new answers to old questions. Furthermore, within the

academy, there are divergent ideas about what is worthy of research. Candidate

causes for change range from the international economy to individual perceptions

of how land should be used. With this range of causal variables, the researcher

must focus on those deemed important by his or her discipline. Research questions

posed by each discipline also have changed as the disciplines position themselves for

research funding and intellectual importance.

The systematic treatment of social (institutional) factors is close at hand, evi-

denced by a lively discussion of the crucial dimensions, or design principles, of insti-

tutional regimes used by communities that successfully manage common-property

resources over time (E. Ostrom 1990; Agrawal 2002). Widespread use of analytical

frameworks, such as Institutional Analysis and Design (McGinnis 1999), would

improve the comparability of case studies, and thus the ability to develop and test

hypotheses based on their results. Greater standardization of data collection on

other social variables also may be feasible. A number of equity issues, such as eco-

nomic, class, and gender differentiation, have been the subject of the development of

qualitative and quantitative data collection techniques that seem to be gaining cur-

rency in studies of rural agrarian societies. For example, the use of household wealth

ranking to elucidate the range of social and economic means within a community is a

staple of so-called rapid, or participatory, rural appraisal (Chambers 1980; Conway

1986; J. McCracken et al. 1988). Likewise, suites of tools for the systematic analysis

of gender dimensions of rural communities are widespread (Rocheleau et al. 1996).

Several organizations and programs doing research in human-environment interac-

tions, including the Center for the Study of Institutions, Population, and Envi-

ronmental Change (CIPEC), the International Forestry Resources and Institutions

(IFRI) program (see chapter 4), and the Carolina Population Center, have begun to

share data protocols in the ongoing effort to promote such standardization (see

http://www2.eastwestcenter.org/environment/lucclink/papers.htm).

Field methods reflect the academic orientation and the abilities of the researchers

carrying out a study. If the researcher comes from a discipline that has long ignored

the importance of culture in human society, it is not surprising that this researcher

should be ill-equipped to investigate culture, even if she or he notes its importance.

Other problems for data acquisition arise in the availability of relevant data for a

particular research problem. In some countries much of the basic data used in land-

use change studies, such as population and agricultural data, are unreliable or
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unavailable. The research costs associated with creating such data are beyond the

means of all but the largest of social science projects. Indeed, the ‘‘big science’’

model common in the physical and natural sciences has been difficult to apply in

the social sciences, because the latter traditionally have been funded at a consider-

ably lower level (e.g., 3 percent of the global change budget). Alternative methods

to generate these data should be created and may include innovative and nonthreat-

ening methods of data sharing.

Two crucial issues arise in the collection and analysis of comparable information

in land-change studies. As discussed in chapter 3, the scale of inquiry affects both

the level of detail and the general nature of a study and in part predetermines the

type of data deemed important. For example, a regional study could make great

use of population and national economic policy as an explanatory variable for

noted changes. At the village level, however, it may become clear that cultural trans-

formation caused by contact with the outside world is more appropriate. Another

important cause of change at local levels that does not act as importantly at coarser

scales of research is household life cycle (E. Moran et al. 2002b; Vance and Geoghe-

gan 2004). This is a quandary for future research on cases of land-use/land-cover

change that must be confronted by the global change community. How can one rec-

tify important drivers of change at one scale that are apparently unimportant at

another? Academic research questions occur at different scales that are frequently

discipline dependent.

In addition to these issues of spatial scale, there are clearly issues related to the

temporal, or historical, scale of analysis. Contemporary studies are valuable in that

they promise to collect comparative data. Furthermore, the causal processes vary

from place to place and using similar datasets for different places allows robust test-

ing of predominant theories. Deeper historical studies also are valuable for under-

standing the range of factors that can condition change, providing information on

the necessary preconditions for current change (Redman 1999; Haberl et al. 2001).

Care must be taken, however, as deeper historical cases frequently exhibit less useful

data than more recent cases in terms of cross-sectional comparisons. Also, research

that attempts to delve back into history is difficult because it relies on data more

fragmentary than contemporary research.

Future Directions

The meta-analysis presented above used each case ‘‘as is.’’ It is likely that in many

of the cases reviewed, the authors actually possess much of the information found
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lacking in the review, and that this information was omitted largely due to space

restrictions in the journals. If so, the editors and reviewers of the journals concerned

bear some responsibility for these omissions. It might prove fruitful to pursue data

completion for a case study area from other work by the same or different authors,

through extrapolation from other places thought to be similar, or through interpo-

lation from synoptic data. The use of websites to provide more complete data access

is promising. Another approach is to commission case studies using standardized

sets of variables—such work has yielded interesting results in the past, but the effort

required is not trivial (see, e.g., B. Turner et al. 1993a; Tri-Academy 2001). The new

generation of land-based research currently being designed under the aegis of the

International Geosphere-Biosphere Programme and the International Human

Dimensions Programme on Global Environmental Change could be crucial in foster-

ing detailed regional analyses that yield to comparative analysis.

We do not suggest that all future land-change studies should conform to a global-

change science paradigm or protocol. The importance of disciplinary inquiry re-

mains paramount in the academy, and there is little sign that this importance is

waning, despite innovative, interdisciplinary programs. Nor is the disciplinary struc-

ture of the academy less important than it used to be. Indeed, as technology

improves, disciplines are better positioned to ask more meaningful and deeper ques-

tions. However, to be useful for comparisons, baseline data should be provided to

address the following:

� Biophysical data: What are the relevant biophysical constraints and boons to cul-
tivation in the region?
� Area: What is the extent of the region under consideration?
� Population: What is the population density or total population for that area?
� Property institutions: Is decision making affected by the way land is held?
� Markets: Are the land users substantially involved in market institutions beyond
their control?
� Policy: Is the region subject to policies that affect land use?

This baseline data collection should not preclude the application of disciplinary

questions and, indeed, will serve to make these specific questions hold up to outside

scrutiny.

Judging from a comparative analysis of case studies it becomes clear that gen-

eralizing human and social phenomena (behavior) at any level is problematic. The

hypothesized major causal variables—market, population, property regime, and

policy—are important in most of the cases. This can be seen as encouraging for fu-
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ture policy analyses. By investigating these factors it becomes possible to capture

most of the action in trajectories of agricultural change. The comparative analysis

does not, however, yield country- or region-specific policy suggestions and great

care should be taken when attempting to compare disparate cases. The directionality

of the relationships between causal variables is multiple: high market demand can

encourage investment in landesque capital, or it can spur the degradation of geo-

graphically dispersed resources. Our study contributes to a growing literature of

meta-analysis, and to land-change science in general. To the degree that the recom-

mendations above are taken to heart, research should provide increasingly sound

understanding of the processes and outcomes of land dynamics.
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14
New Directions in Human-Environment

Interactions and Land-Use/Land-Cover Research

Emilio F. Moran

The research presented in this book represents one important line of research on

human-environment interactions: land-use/land-cover change, particularly focusing

on human interactions with forest ecosystems. There are many other important

topics that have gained salience in the last few years, such as urbanization, industrial

transformations, institutional dimensions of global change, and environmental secu-

rity (http://www.ihdp.uni-bonn.de/). Many of the findings, theoretical contributions,

and methodological advances we have presented apply broadly to the entire field of

human-environment interactions, sometimes also known as human dimensions of

global change. This is a fast-moving area of research. The priorities are changing

quickly as progress is made and new questions, methods, and theories come to the fore.

In chapters 1 and 2, the authors reviewed the way the field came into being in

the last decade, and what theories and methods were available to tackle the then-

prominent questions. In subsequent chapters, authors explored these interactions

using both case study and comparative approaches. In this epilogue, a review of

emerging new questions and approaches is undertaken with a view to informing

the community what we, and many other colleagues, feel are some of the more ur-

gent questions and approaches that are likely to take center stage in the coming de-

cade and beyond. The issues raised are partly a result of the work presented in the

book, and partly a result of our reflections on where we need to go as a global envi-

ronmental change research community. Like any attempt to project into the future,

our effort is sure to overlook some new directions that are either not currently fore-

seen or that we missed, despite our best efforts to be comprehensive.

Issues of Methodological Integration

In the past decade, global change research has advanced scientific capacity by mov-

ing in the direction of standardized protocols and methodologically integrative



methods. From an earlier era when each area of science acted independently, the na-

ture of contemporary science calls for ever-growing degrees of integration. This in-

tegration is sometimes restricted to areas within single disciplines (e.g., interactions

between molecular and evolutionary biologists or between cultural and biological

anthropologists). Less common, but more along the lines of what needs to happen

routinely in the future, is joint collaborative work between scientists from whatever

areas of science are needed to tackle the challenges posed by our rapidly changing

planet: atmospheric sciences, community and population ecology, forestry, soil

science, anthropology, geography, political science, economics, and biogeochemis-

try, to name but a few. Scientists in these areas would have to collaborate in under-

standing terrestrial ecosystem dynamics in an integrative science framework. Can

this work? If we believe that the collective wisdom of scientists is any indication,

the future of environmental research clearly points in this direction.

Two ambitious efforts that have sought to define the integrative research agenda

in human-environment studies for the coming decade were led by panels called

together by the National Research Council: Grand Challenges in Environmental

Sciences (NRC 2001) and Human Dimensions of Global Environmental Change:

Research Pathways for the Next Decade (NRC 1999a), also called, for short, the

Pathways book. Grand Challenges is a much briefer book than Pathways, focusing

as it does less on summarizing what was accomplished in the last decade, and more

simply on explaining why some areas of research were picked and what directions

might most profitably be followed for each research area selected. Pathways is a su-

perb synthesis of the advances of the past decade, and chapter 7 on the human

dimensions is a first-rate summary of the state of knowledge in a topic of central

interest to readers of this book. One red thread running through these two expert

reports, and several others such as the recommendations for environmental research

made by the National Science Board (NSB 2000), is the necessity of ensuring that

environmental research in the future must integrate the theories and methods of

the natural, biological, and social sciences if progress is to be made in the years

ahead. While this assertion is hard to argue with, it is rarely practiced. The tradi-

tions of compartmentalized science departments and the challenges to collaborative

research among communities of scientists speaking different languages, using differ-

ent methods and sampling techniques, and taking up different assumptions present

many difficulties to the course charted by these expert panels. Yet it is a challenge

that must be undertaken.

One of the advances made in this past decade is the recognition by the entire com-

munity of scientists that human activities now constitute a dominant feature of

358 Emilio F. Moran



Earth’s system dynamics. Whereas we spoke a decade ago that urban systems were

the only ones that were human-dominated, it is increasingly recognized today that

virtually all of Earth’s ecosystems, and the planet at large, are human-dominated

(Vitousek et al. 1997). Whether we look at the contribution of human activities to

the nitrogen cycle, or the contribution to the atmosphere of carbon, human activities

often account for at least half of the total, and this role is increasing at a rapid pace.

But how might we undertake such a complex task? Fortunately, some scientists

from the natural, biological, and social sciences have recognized this challenge and

are taking steps to develop new approaches.

Two other recent efforts by the community are worthy of note: the National

Science Foundation’s Complex Environmental Systems: Synthesis for Earth, Life

and Society in the 21st Century (NSF 2003) and the International Geosphere-

Biosphere Programme’s The Land Project: A Science Plan and Implementation

Strategy for Integrated Research on Coupled Human-Environment Systems on

Land (IGBP 2003). The latter is an effort to bring together scientists from the natu-

ral, biological, and social sciences working on the terrestrial ecosystems of Earth

and to address major questions in an integrative science approach. In defining the

central questions, they give priority to defining questions in human-environment

terms with a focus on how human society depends on ecosystem goods and services,

how human activities impact this provisioning and under what conditions vulner-

abilities ensue for either human or natural systems, and to identify in ever more

precise ways who the agents of change are, what the magnitude of impacts might

be, and what may be done to improve the feedback processes between environ-

mental systems and human systems. The National Science Foundation’s synthesis

identified coupled human and natural systems research, coupled biological and

physical systems research, and the interactions of people and technology as particu-

larly promising critical areas for the next decade. Coupled human and natural sys-

tems research looks at the interaction at diverse temporal and spatial scales, uses

models to integrate these dimensions, and focuses on issues such as land resources

and the built environment, human health and the environment, water resources,

and environmental services. The coupled biological and physical systems research

agenda focuses on biogeochemical cycles (Schlesinger 1997), climate variability

(NRC 1999b), and biodiversity (Tilman 1999) and ecosystem dynamics (Vitousek

et al. 1997). The role of technology is critical to our future, but developments need

to be focused more on new technologies that protect and improve the environment,

that respond promptly to natural hazards and risks experienced by human systems

and ecosystems, and that are integrated into knowledge of how we make decisions
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under uncertainty and how institutions operate to mobilize people to act favorably

toward the ecosystems upon which they depend.

In the past decade we have made good progress, as evident in this book and other

publications (NRC 1998, 1999b; Matson et al. 1998; S. McCracken et al. 2002a;

Fox et al. 2003), in beginning to implement an integrated study of people and envi-

ronment. We are well posed as a scientific community to make further advances in

the coming decades. During the first phase of the International Geosphere-Biosphere

Programme, the Earth system was divided into its component parts and its processes

studied. In phase 2, currently underway, the Earth system has been put back to-

gether with insights from the past decade’s worth of research, and processes are

now being studied at a regional scale in an integrative science fashion. This has

been done by looking at key interactions between land-based systems, ocean-based

systems, and atmospheric-based systems. Such a perspective allows examination of

whole interactions and interactions in the interphase (such as coastal areas which

thereby become the focuses of the interaction between land and ocean). This per-

spective also allows one to focus on particularly critical points of interaction such

as the interactions between megacities and the atmosphere, which allow one to

focus on understanding the emissions of various gases from dense urban settlements

and their impact on the urban microclimate and precipitation pattern, downwind

impacts on the surrounding landscape, and the selective pressure felt by some

species in such an environment. Social scientists have similar, but not equivalent,

ways of partitioning the world and the research: rural vs. urban, one country vs.

another, less developed countries vs. more developed countries. In the years ahead

we need to find a common framework that cuts across the natural and social

sciences’ ways of dividing the world into meaningful research units. The current

way of partitioning the world keeps the physical and social sciences from working

together more effectively.

One significant source of pressure, and advances, in this area comes from the

ever-growing sophistication of observational systems that routinely collect data

worldwide. Programs such as Landsat, which since 1972 has provided routine cov-

erage of Earth’s land cover, have provided a superb historical archive of digital data

that allows for sophisticated comparisons. Over the years, the spatial resolution of

these satellite-based sensors has improved. A diverse array of satellites have been

launched into orbit since that time that provide ever-growing capabilities for analy-

sis at a variety of spatial and temporal scales—MODIS, AVIRIS, GOES, and many

others. These high-atmosphere sensors complement the extensive array of ocean-

based buoys that have resulted in our current sophisticated understanding of

changes in the oceans’ temperatures. We have thus improved our capacity to predict
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ENSO events and other climatic anomalies that have a profound impact on human

livelihoods through higher or lower precipitation. A growing array of instrumented

towers—Fluxnet towers—are now present, not just in the United States (Ameriflux,

available at http://public.ornl.gov/ameriflux/) but across the globe (with more than

270 already up and operating), and coordination around the world is moving to-

ward a growing capacity to share the data generated by these towers which are ca-

pable of measuring a broad array of ecosystem processes at very fine temporal

resolution. Building research around these towers and extending their spatial and

temporal coverage will be one important way to make best use of fine temporal res-

olution data by increasing their spatial relevance.

While no comparable worldwide system of observation of social dynamics is

currently available, there is some progress here too. The most common sources of

observational systems for social dynamics are the decadal censuses carried out by

many countries. Unfortunately, these censuses are not uniform in either method or

content. This results in very uneven data being reported, and countries vary in their

capability to analyze the data and ensure their comparability. Through global

change research we have begun to create regional human-environment observa-

tional systems (e.g., the Human-Environment Regional Observatory, or HERO)

that are beginning to put order into the current cacophony of data, and they have

done so by linking environmental and social data. HERO (see website at http://

hero.geog.psu.edu/index.jsp) is a network of researchers using web-based video-

conferencing, electronic Delphi tools for collective discussion and decision making,

shared notebooks and databases, and interactive maps and graphs to stay in close

collaboration across a number of regions that offer contrasts in human-environment

dynamics. The researchers are seeking ways to make regional comparisons address

global change issues. In the coming decades a lot needs to be done to further bring

into line the quality of the natural sciences’ data for Earth, with precise measure-

ments and observations of social dynamics so that integrative modeling of human-

environment interactions can be undertaken at a variety of scales. The advances will

need to come from the kind of integrative science that National Research Council

and National Science Foundation panels have suggested must come into existence,

and from confronting the challenges of such integrative science.

Issues of Scale

During the past decade, we have grown accustomed to giving attention to issues

of scale—particularly temporal and spatial scales—in understanding human-

environment interactions (see chapters 2 and 4). While considerable advances have
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been made (e.g., see Gibson et al. 1998, 2000b) a lot remains to be done. We still do

not clearly understand, for example, why a process that explains most of the vari-

ance at one scale largely disappears as an explanatory factor at another (E. Moran

and Brondı́zio 1998). Is it because that variable is not important at the other scale,

or is it a result that data for that variable are not as available at another scale? Do

we have a difference in explanation, or a difference in data quality or availability?

(Walsh et al. 1999).

The problem of scale is particularly challenging in the social sciences, since, as

noted above, the quality of the observations decreases as one moves from the local

to the national to the global scale. The patchiness of Earth presents considerable

challenges to issues of scale. People tend to be concentrated in settlements, yet their

impact, or footprint, can be felt very far away. How do we quantify the impact of a

human population in a Japanese city on a forest in the Philippines or Brazil, from

which the Japanese population derives considerable wood products? The tradition

of place-based research in both ecology and the social sciences, particularly in local

places, has given us valuable insights into the interactions between species and of

species with their immediate environment and the feedback processes that help ex-

plain their adaptive behavior to the opportunities and constraints they face. Yet this

very tradition is challenged by the ever-growing recognition that many species,

including the human species, must keep an eye out for resources not only in their

local environment but also in environments very far away. It is generally understood

that negative feedback is the primary way in which we adjust to normal changes. In

cases where our resources are drawn from faraway places, rather than our immedi-

ate environment, are the feedback mechanisms different? Or are they absent due to

the disconnect of consumption with places that we are unable to do much about? Is

this a case of spatial mismatch between dependent and independent variables? How

do the characteristics of those feedbacks affect decisions made in the next year or

decade for using those resources? What are the lag times in feedback processes at

different spatial distances between people and the resources they use?

There is a great deal we can learn from advances in spatial health research where

it has been common to deal with phenomena that appear at one scale, but which

disappear at a finer scale. This has been particularly intriguing in health research

on the relationship between inequality and health which found that countries with

greater economic inequalities were associated with lower levels of general health,

but that at a variety of scales these inequalities could disappear. Studies of neighbor-

hoods, in contrast to nations, resulted in clearer associations between inequality and

health status (Kawachi and Kennedy 2002; Kawachi and Berkman 2003). Open-
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shaw et al. (1988) also addressed this issue with reference to the concept of the mod-

ifiable unit area in working within geographic information systems (GIS) in health

applications.

Continued attention to how we can keep spatial and temporal scales in mind

and resolve the uncertainties we currently experience in understanding processes at

different scales of analysis will continue to shape science in the years ahead. This is

as it should be since this challenge affects all the sciences, and our ability to make

decisions that are scale-informed, rather than misinformed and destructive of those

ecosystems.

Issues of Comparison

One way to cope with the challenges of integrative science and scale is to turn to

comparative research for help in the interim. Comparative research can be of two

kinds, as we have seen in part IV of this book. It can use existing studies and derive

from them some metrics for comparison (see chapter 13), using methods such as

meta-analysis. It also can be designed from the outset as a comparative dataset,

which requires that a large set of studies be undertaken using similar methods and

protocols for data collection to ensure comparability of results. The latter yields bet-

ter results, but is limited, from both a financial and human resources perspective, in

the number of case studies it can undertake. The former might be able to have a

larger set of cases at much lower cost, but it is unlikely that the cases were collected

with the same goals or protocols and thus have many gaps in data (e.g., the lack of

soils and environmental data in the cases examined in chapter 13).

During the coming decade, we will need major investments in systematic studies

of cases using ever more standardized methods that reflect the needs of the research

community and of society. The growing expectation of society that the research paid

for by taxpayers ought to be available to society at large will gradually lead the

research community to identify what data can be ethically shared with society,

and these data will be standardized since the data are not useful otherwise. Thus,

whether a study is conducted by a municipality or a state agency, or is federally

funded, a growing pressure will exist to archive data centrally. Further pressure

will also be brought to bear to ensure that the data are articulated at a variety

of temporal and spatial scales, and that each one constitutes added value—rather

than paying for the same or similar research several times. The use of the data,

or data mining, will create further pressures to streamline data collection and make

the data contribute to national, state, and local priorities.
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This process will not be easy. There is a long tradition of not sharing data with

the public in a timely fashion, and of the importance of publishing in advancing

the careers of researchers. Nor is there a tradition of investing the resources of re-

search in the development of robust metadata products that facilitate the use and

access to such data by others. Yet the future is relatively clear in this regard:

researchers will need to share their data in a timely fashion, they will be expected

to provide detailed metadata for such data, and the data will be subjected to ever-

growing inspection for its contribution to a variety of objectives. Already, an orga-

nization like the National Science Foundation, whose charge is largely to promote

the advancement of basic science, has taken into account not just the scientific merit

of research, but also its societal relevance and impact in making its funding deci-

sions. Other agencies, more applied in nature, have long held research and data pro-

duction to standards of usability and require depositing those data in ways that

benefit the entire community.

Issues of Institutions and Governance

In chapter 4 and elsewhere in this book, readers have come to appreciate the impor-

tance of institutions to the management of resources. This is one of the top priorities

of the Committee on Grand Challenges in the Environmental Sciences (NRC 2001),

and in several other expert panels. A recent state-of-the-art assessment of our under-

standing of common-property institutions found a lot of progress in the past two

decades, and many challenges to undertake in the decade ahead (NRC 2002). For

most of human history, institutions evolved locally in response to local needs. As

our environmental crises have become global, however, institutions created to ad-

dress broad-scale problems, as well as finer-scale ones, have proliferated. For exam-

ple, 20,000 water management units operate in the United States alone to provide

rules for water rights. Yet, very little is known about how these local institutions

vary in their capacity to adapt successfully to changes in the resource or in the poli-

cies that make them possible. There is a challenge ahead to develop a sufficient

understanding of different institutions and their responses to change so that institu-

tional design choices can be based on empirically grounded knowledge. We need,

particularly, studies on how institutions vary in their capacity to adapt to variabil-

ity: Can lessons from studies of institutional adaptability in areas with traditionally

high environmental variability be drawn on to adjust institutions to areas only now

experiencing this degree of variability due to climate change?

One particularly promising research area for the future is understanding

how global environmental goods, such as ozone, atmospheric carbon dioxide, and
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oceans can be governed given the previously unregulated nature of these global

common-pool resources. Both global agreements and national and local implemen-

tation are required, yet very little experience in how to do this effectively exists. Re-

search needs to focus on how different combinations of policy instruments and

monitoring systems can be put in place that can ensure an effective incentive struc-

ture at local, national, and global scales.

Issues around the Cycling of Carbon and Nitrogen

One of the most critical dimensions of contemporary global change research has

centered on carbon accounting: understanding the carbon emissions, the stored

sinks of carbon, and closing the accounts by finding out why there is a very large

pool of carbon unaccounted for. However, as we move between local/regional

models and global models we discover that the accounting problem is far more seri-

ous than is routinely acknowledged. At global scale, and using very coarse grid cells

for modeling, there is a lot of carbon unaccounted for, and very large data gaps.

What is less recognized is that at local to regional scales the problem is magnified

further because there is great diversity of capacity to measure these carbon sources

and sinks from place to place on Earth. Europe and the United States have reason-

able accounts for the near past, but for much of Earth the estimates are based on

a very limited number of studies in a very small number of locations, which are

extrapolated spatially to much larger areas than may be justified. This quickly

becomes evident when working at regional and local scales. Thus, a challenge for

the decades ahead is to increase capacity globally to monitor carbon emission and

sequestration, as well as establish the magnitude of pools, so that future global and

regional models are based on robust measurements and less on estimates and back-

casting. Considerable resources are being invested in the first decade of the twenty-

first century to improve our understanding of the carbon cycle, and it is a research

priority worldwide. Biogeochemical cycles have been ripe for further study, but to-

day greater attention is being paid to how human activities affect these cycles and

how actions might be taken to ensure that our actions do not undermine the funda-

mental capacity of those systems to provide us with goods, such as water, sustain

biodiversity, and maintain a stable rather than wildly fluctuating climate. The U.S.

Carbon Cycle Science Plan (USGCP 1999) constitutes just one of many such efforts

being undertaken across the globe (cf. the Global Carbon Project at http://www.

globalcarbonproject.org/) to provide improved understanding of the magnitude and

distribution of carbon sources and sinks; the effects of past, present, and future land-

use change; how these sources and sinks change at seasonal to centennial time
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scales; and what the impact of these changes in carbon sources and sinks means to

the Earth system.

Only recently has it become clear that models of forest carbon sequestration, such

as TEM, Century, PnET, MEL, and others, are highly sensitive to the effects brought

about by export of nutrients in dissolved organic forms, and that they need to be

revised to incorporate such dynamics (Perakis and Hedin 2002). Such incorporation

is currently prohibited by our poor understanding of how inorganic and organic nu-

trient losses vary across landscapes as a function of major factors thought to influ-

ence ecosystem biogeochemical cycles. To advance our understanding of what might

be the landscape-level controls on nutrient-carbon interactions (particularly nitrogen

and phosphorus on the operation of these cycles) we need a better understanding of

the patterns of hydrologic nitrogen and phosphorus losses. These must, in turn, be

linked to indices of terrestrial nutrient cycling and stocks across soil types and inten-

sities of land use. How the nitrogen and phosphorus stocks and fluxes enter and exit

a given ecosystem is expected to have very large consequences for the productivity

of those ecosystems, and to the fate of carbon in those systems.

This research theme should not be seen purely in atmospheric terms. There is con-

siderable literature emerging on environmentally significant consumption from the

social sciences that can and should be related to issues of carbon emission and se-

questration; and of course, as we have seen earlier, institutions and governance of

international agreements of carbon emissions and goals by nations also are closely

related to what happens to carbon. Human patterns of consumption have every-

thing to do with carbon emissions from fossil fuels: automobile use, the size of

homes (currently becoming larger, thereby requiring more heating and cooling than

the smaller homes of the past) associated with affluence, and even food consumption

(consumers expect food from anywhere in the world without regard for the energy

costs of transporting it). Linking these human demands, institutional regulation, and

patterns of land use to the carbon cycle will go a long way in advancing our under-

standing of these dynamic processes.

Issues of Biodiversity and Conservation

An even higher priority for the coming decades is being assigned by the scientific

community to understanding the regulatory and functional consequences of biolog-

ical diversity, and how we can best sustain this diversity. It is said frequently that

today we face the risk of a great mass extinction comparable to only a couple of

other events in Earth’s geological history. While we seem to value biodiversity, it is
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not at all clear how much biodiversity is necessary to sustain the ecosystems on

which we depend. To understand this relationship we need to understand the funda-

mental controls on biological diversity present in nature; we need to understand

how much alteration can take place without damage to the services provided by eco-

systems; and we need to understand how to integrate conservation with human

uses. Much of the negative impact of humans on biodiversity is not ‘‘intentional’’

but rather the result of single actions (e.g., agricultural development and food pro-

duction) that have unintended consequences in the form of transforming forests into

plowed fields devoid of the species that lived in the forest.

To advance research in this area we need to use new techniques for assessing bio-

diversity from incomplete sampling and use tools such as remote sensing to examine

ecosystem characteristics and monitor the rapid changes that can occur in the habi-

tat conditions that sustain biodiversity. We need to develop a process-based theory

of biological diversity at a variety of spatial and temporal scales. We need to tighten

scientific explanation with regard to the relationship of diversity to ecosystem func-

tioning, including experiments with manipulated diversity and quasi-experiments

that examine patterns of human activities and their impact on biodiversity. We

need a lot of research on techniques for managing habitats that include people but

still operate as integral systems even if reduced in spatial scale from their earlier, and

much larger, geographic extent. Changes in agriculture and in settlement patterns

across the world affect biogeochemical cycles through changes in land cover. We

need to understand the feedback from these changes on biodiversity and on the bio-

geochemical cycles that sustain those systems. In short, how do we create or manage

sustainable natural systems, with people as a part of them, that operate in such a

way that the goods and services of natural systems are still provided, biodiversity is

sustained, and extinction rates are reduced to a minimum? This is a tough challenge

for research, but one that we overlook at our peril.

Issues of Vulnerability and Sustainability

It remains to be seen to what extent human populations can begin to put a priority

on ensuring the sustainability of Earth’s natural systems by realizing how vulnerable

we are by not conserving them. We already see evidence of how many people suffer

across the world from the destruction of habitats and exposure to famine, lack of

access to water, and other losses of environmental goods and services. Considerable

efforts are underway to advance our understanding of vulnerabilities, both natural

and human (see NAS 2003). Vulnerability is the degree to which a system is likely
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to experience harm due to exposure to a hazard. In environmental terms, it refers to

the vulnerability of human systems and ecosystems to local-to-global environmental

changes. This is an important area since it synthesizes in a number of ways all of the

concerns we have about the consequences of environmental changes taking place on

the planet. It is concerned with the sensitivity of the coupled human-environment

system to multiple stresses and the resilience or adaptability of the system to handle

multiple stresses.

In the years ahead, we must improve our capacity to characterize these stresses,

understand their interactions with and consequences on different parts of ecosystems

and human systems, and identify where and who is most likely to be vulnerable.

This means having a more robust system for identifying differential exposure to

these stresses (magnitude, sequencing, and combinations that are particularly stress-

ful), to understand enough about the resilience of human and natural systems to

have predictive capability with regard to their sensitivity to multiple stresses, and

ultimately to enhance the resilience of human and natural systems through inter-

ventions that reduce the risk of extinction or losses that bring about irreversible

changes in the human-environment system (Kates and Parris 2003; Parris and Kates

2003).

One of the most notable changes taking place that increases vulnerability is cli-

mate change and the growing frequency of extreme weather events. One of the chal-

lenges here is the consideration of different temporal and spatial scales in assessing

these impacts, and developing and testing techniques for modifying, creating, and

managing habitats that can sustain biological diversity and human activities within

a healthy environment. These tasks become viable only if we undertake further re-

search on climate variability by increasing our capacity to predict extreme events,

and to ready ourselves for interannual and decadal changes in climate. This will re-

quire attention to how and why humans respond, or not, to information about these

upcoming events and at what level of spatial and temporal detail such information

is likely to affect human behavior and reduce human and ecosystem vulnerabilities

to these fluctuations. Climate variability is ineluctably linked to changes in water

availability—thus the importance of improving hydrologic forecasting. Floods,

droughts, sedimentation, and other processes affect terrestrial and aquatic ecosys-

tems, human settlement, and the integrity of human-environment systems (B. Turner

et al. 2003).

These are, in turn, affected by how changes in the environment, in climate, and in

hydrology affect human health and the spatial and temporal distribution of infec-

tious diseases and their evolution. Research that improves our capacity to predict
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where and when such events will occur can lay the foundations for preparedness

and reduction of vulnerability, particularly if efforts also are made to improve hu-

man understanding and capacity to respond to this information. Another source

are disturbances coming from the human system, such as broad-scale development

efforts and natural resources exploitation that open up previously unaffected sys-

tems to rapid change, without careful attention to the characteristics of those

systems and their vulnerabilities. The last remaining wildlife refuge areas, and

protected areas, are always under threat of being opened up for resource use by po-

litical and economic interests, despite their importance. Making sure that the contri-

butions of those areas to human welfare are well established provides a foundation

for their protection, even if it cannot always guarantee it. Attention to stakeholders,

and their vulnerabilities, may be of growing importance in reducing the vulnerabil-

ity of human and natural systems, and protecting biodiversity and biogeochemical

cycles. After all, it is the human population that ultimately decides when and where

to transform the landscape for its benefit (Cash et al. 2003).

Population and Environment Issues

Last, but always first on most people’s lips as a cause of global environmental

change, is the role of population in environmental change. While there is no ques-

tion that the demands of the human population on the physical environment are a

major cause of the changes we see around us, it is hardly sheer numbers alone that

explain this impact. Affluent populations have a disproportionate impact on the en-

vironment compared with less affluent peoples—thus, the importance of evaluating

both population and consumption as joint contributors to the overall human impact

(NRC 1997). In fact, there is evidence that stewardship sometimes improves with

increased density: as resources become scarce, wasteful behavior is restrained by

community or social rules restricting access to resources.

During the coming decades we can expect that the scientific analysis of population

and environment interactions will emerge as a distinct field of study (Lutz et al.

2002). To advance this new field of study, research will need to be explicit and so-

phisticated in how it measures both population and environmental variables. In the

past, studies have tended to be strong on one side and weak on the other. This can

be corrected by implementation of the sorts of integrative studies mentioned in the

first section of this chapter, with strong representation of demographers, environ-

mental scientists and modelers, and other scientists whose expertise is appropriate

to the questions being asked. While such approaches are likely to be case study
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specific, it is through ensuring their interdisciplinarity that we can advance the field,

as long as the community is in communication about standards of measurement that

ensure eventual comparison across a diverse set of cases. Advances also can be

expected by focusing on specific mechanisms, whether populational or environmen-

tal, that seem to mediate these dynamics. Population and environment studies will

need to develop more sophisticated theoretical models to advance this area of re-

search. Another sure way to improve the chances of having this work take place is

to make sure the work speaks to the concerns of stakeholders. Population and envi-

ronment encapsulate many of the concerns raised in earlier sections of this chapter:

the need for integrative approaches across the physical and social sciences; the im-

portance of scale in explanation and causality; the need for comparisons on which

to hang integrative case studies; the impact of people on carbon cycling and biodi-

versity (and vice versa); and the key role of human institutions in mediating the rela-

tionships of people to the environment, particularly their vulnerabilities to it or their

resilience.

A Final Word

The above issues present a very broad agenda for the global change community, and

a great challenge: the integrative study of human-environment dynamics. The work

presented in this book reflects some of the progress that has been made in this direc-

tion, with authors from Earth system science and social science working together to

address questions that are inherently interdisciplinary. Yet our universities are still

organized very much along disciplinary lines, and the professional reward system

still favors disciplinary approaches over interdisciplinary ones.

One of the lessons our research group has learned from the past several years

of carrying out this work is that one can sustain disciplinary rigor and develop

interdisciplinary skills at the same time. While there are surely other ways to

achieve this, it might be useful to share how we went about it. First, the process can-

not be hurried, but can be assumed from the outset to require time and lots of good

will on the part of the majority of disciplinary partners. In our case, it took well

over a year and a half of extended meetings, nearly each week at the outset, to begin

to lay out the assumptions we were working from. Second, it required a willingness

to learn new theories and methods. We did this by creating theory and method

groups, wherein members selected key theories and methods that underlie the

approach of the discipline represented, and each week we assigned the group to
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read one or two key examples that used that theory or method, and discussed what

each offered to the research questions we were addressing. This allowed us to evalu-

ate the merits and appropriateness of each and to decide whether it would be a part

of our approach. Third, we took over a year and a half to develop protocols for re-

search that could be applied across our sites, while still allowing some site-specific

components to be present. This helped overcome the ‘‘my site is different’’ syndrome

common to many case study–oriented scientists, as it allowed standardization of

both important variables across sites and site-specific variables or information sensi-

tive to site variability. Fourth, ensuring that field teams had people from across the

disciplines working together led to very valuable dialogue during field data collec-

tion, and resulted in mutual respect and discussions on how to integrate the data be-

ing collected across the social and biophysical sciences. And last, to ensure that these

efforts were institutionalized, it was very important that senior members of the effort

work toward changing the system of rewards in the university. This can be accom-

plished only if senior scientists’ work holds to the highest scholarly standards of

their disciplines and demonstrates the validity and rigor of interdisciplinary scientific

work; if the younger scientists’ work does the same; and if the process of hiring and

promotion is restructured to promote an ideology in which the quality of the re-

search, and not its disciplinarity, is valued the most. This can take many forms, but

one which we found to be particularly valuable was in hiring for given lines of re-

search (e.g., land use, institutions, demography, GIS, remote sensing), inviting at

least three disciplines, and sometimes up to five, to take part in the search. This

had two benefits: (1) it provided a mechanism for different disciplines to put forth

their best candidates, and (2) it led to mutual respect and competition for faculty

positions. Because hiring was always done with the approval of the disciplinary

unit in which the faculty person would be housed, the departments were pleased to

participate. But by having an interdisciplinary search committee make the first cuts

and the final decisions, it ensured that the best scientist would be hired from a di-

verse pool, and that that person would contribute the most to the research effort of

the center. In our experience this approach has led to increasing cooperation be-

tween departments, and a tremendous growth in good will among units. We made

sure that we did not have quotas for given units and that those units that were likely

to have a supply of candidates for the given area of interest were invited to take

part. The fact that our faculty members have been of interest to other universities

since their appointments is a measure of the quality that resulted from this process.

A further benefit is that the faculty has developed curricula that mix disciplinary
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rigor and interdisciplinarity across units, thereby achieving a critical role of the

center—to enrich the curriculum with courses that are of more than individual dis-

ciplinary interest.

The next step for us, and for many in the community, is to carry this perspective

to the undergraduate curriculum and to K–12 schools so that addressing environ-

mental issues is a truly holistic effort, backed by an integrative science dedicated to

uncovering the pathways to a sustainable society.

372 Emilio F. Moran



Glossary

actor Any unit that makes decisions with respect to a particular land use (e.g., a company
that makes decisions about what to do on its land, a household that makes decisions about
its land use).

afforestation (vs. reforestation) Ecologists often do not differentiate between afforestation
and reforestation. Afforestation refers to increasing forest lands in the absence of human ef-
fort. Reforestation refers to increasing forest lands primarily by means of human effort such
as tree planting.

agent-based model A disaggregated simulation model in which decision-making actors, such
as landowners or institutional actors, are represented as autonomous objects. Simulation out-
comes are determined through sequenced interactions between these autonomous agents and
their environment. In contrast to analytical mathematical models, outcomes emerge through
individual decisions and interactions between agents, rather than being imposed as a set of
equilibrium conditions.

agricultural intensification The process of increasing the agricultural inputs (labor, fertilizer,
insecticide, herbicide) or shortening the fallow length to increase the yield on a given piece of
land. This is in contrast to agricultural extensification, in which previously uncultivated lands
are brought into cultivation to increase production for a given group of people.

alfisols Moderately leached forest soils that have relatively high native fertility. These soils
are well developed and contain a subsurface horizon in which clays have accumulated. They
are mostly found in temperate humid and subhumid regions of the world. The combination of
generally favorable climate and high native fertility allows alfisols to be very productive soils
for both agriculture and silviculture. Patches are found also in the humid tropics, such as the
Amazon basin.

allometric equation An equation that uses known size or mass measurements to estimate re-
lated unknown measurements; for example, an estimation of the biomass of a tree using an
equation based on the dbh (q.v.) and height of that tree.

basal area of a stand The sum of the basal area of each of the tree species occurring in the
stand. Units typically are square meters of stem area per hectare.

basal area of a tree species The sum of the cross-sectional area, measured at dbh (q.v.), of all
stems of a tree species within a given stand. Units typically are square meters of stem area per
hectare.



behavioral economics A contemporary approach in economics that examines individual
behavior in a variety of exchange, coordination, bargaining, trust, and dilemma situations,
frequently in experimental laboratories, rather than relying exclusively on analytical models
based on a single model of short-term maximization of utility.

biomass The mass of living and nonliving biological tissues, usually measured per unit area.
Total biomass includes the aboveground and belowground mass, such as trees, shrubs, vines,
roots, dead plants, and leaf litter.

broad-scale In terms of space, broad-scale processes (or datasets) encompass geographically
large spatial extents (or coarser resolutions). In terms of time, broad-scale processes (or data-
sets) designate long-lived phenomena (or long sampling intervals). For example, the cutting of
the primary forest in the eastern United States is a fine-scale phenomenon, but it may eventu-
ally affect half a continent and take several hundred years.

caboclo The native non-Indian population of the Brazilian Amazon.

calibration The process of comparing an instrument’s measurements with a standard or
known input.

change detection The process of identifying differences in the state of an object or phenom-
enon by observing it at different times.

change detection image A difference image generated by digitally comparing images
acquired at different times.

collective action The process of obtaining an outcome that requires the inputs of two or
more actors.

collective-choice rules Rules that define who is eligible and the decision rules that will be
used in making policy-level choices in legislative, administrative, or judicial settings.

common-pool resources Resources that are subject to depletion and for which exclusion of
users is difficult.

common-property regimes A form of property in which joint owners share governance and
management decisions and rights of access to a resource.

community (1) Social scientists refer to a community as the relationships between a group of
individuals who interact on a regular basis and the meanings associated with these relation-
ships. Thus, a sociology department is a community with shared ideas and values composed
of individuals interacting regularly. Or we can refer to a virtual community of individuals
interacting on the Internet. (2) Natural scientists refer to a community as a group of living
things that occupy the same space at the same time. Community is often prefixed by a name
that describes the major biota (e.g., temperate forest community, desert shrub community,
benthic invertebrate community, etc.).

dbh Diameter at breast height. The diameter of a tree stem (the bole) measured at 137 cm
above ground level.

digital elevation model (DEM) A raster set of elevations, usually spaced in a uniform hori-
zontal grid.

duration The length or period of time (either short or long) that some process operates or
state exists, or the length of time during which a dataset is collected. For example, ‘‘the
drought lasted for eighteen months,’’ or ‘‘the Landsat image series had a duration of thirty-
one years.’’
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dynamic simulation model A systems modeling approach with explicit representations of
the dynamic interactions among entities.

economically rational In contemporary economics, rational behavior means choices made
by an individual in light of complete information about the situation the individual is in
and the likely choices of others made to achieve the highest level of utility feasible in that
situation.

economies of scale In production processes that require a substantial initial investment in
factories, equipment, and other physical infrastructure, the marginal costs of producing out-
puts is reduced, the larger the scale of operations (the more product produced with a fixed
investment) up to some limit.

ecosystem product In the economic sense, a ‘‘good’’ is anything that anyone wants or needs.
Ecosystems products are goods produced by natural, rather than human, means such as food,
fiber, building materials, oxygen, clean water, and so on.

ecosystem service Processes involved in producing ecosystem products, including photosyn-
thesis, decomposition, pollination, filtration, weather processes, flood control, erosion protec-
tion, and so on.

emergent property A property of a system which is evident at one level of inquiry but not
evident at lower levels of organization. Single cells are not capable of thought, but if they or-
ganize into a nervous system and combine with other cells organized into other systems,
thought becomes possible at the level of the whole organism.

endogenous Information or conditions that are determined within the system under study;
the output of a modeling effort. For example, land-use choices are generally a key endogenous
output of land-use models.

equilibrium (1) In ecology, a static equilibrium refers to a constant state in which a particu-
lar condition would persist indefinitely unless disturbed. This definition regards disturbance as
exogenous to this system. As our understanding of disturbance has improved, ecologists now
use the concept of dynamic equilibrium in which the proportions of different biota may be
somewhat constant but change over time as disturbances disrupt biotic communities, chang-
ing structure and composition to some new arrangement which may then, over time, return to
an earlier configuration. (2) In economics, an equilibrium is the outcome, if one exists, that
occurs when all participants choose their best strategies in a market or other institutional
arrangement.

evapotranspiration The annual sum of the water evaporated to the atmosphere from the soil
and other surfaces plus the water transpired by plants.

exogenous Information or conditions that are determined outside the system under study.
For example, climate change is considered to be exogenous in most fine-scale land-use
studies.

extent The total geographic area covered by a certain land cover, process, or dataset.
For example, ‘‘the forest extent was over 100 ha,’’ or ‘‘half the extent of the forest was
cleared.’’

externality A positive or negative outcome from transactions that affect individuals other
than those directly involved in the transaction. Examples: pollution is a negative externality
from the production and exchange of private goods; economic productivity is a positive exter-
nality from private investments in education.
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fine-scale In terms of space, fine-scale processes (or datasets) encompass geographically
small areas of analysis, that is, small extents (or finer-image resolutions). In terms of time,
fine-scale processes (or datasets) designate short-lived phenomena (or short sampling inter-
vals). For example, an individual farmer cutting a single tree is a fine-scale phenomenon; it
may affect an area of less than 100 m2 and may take only an hour.

gazetted forests Forests owned by the government of Uganda that are not designated as na-
tional parks.

general equilibrium model (GEM) A macromodel that focuses on the broad properties of a
national economic system at equilibrium.

geographic information system (GIS) A computer-based system to aid in the collection,
maintenance, storage, analysis, output, and distribution of spatial data and information.

geometric rectification The process whereby an image is ‘‘warped’’ to fit a grid or map pro-
jection. Ground control points with known geographic coordinates are found on both a map
and in the raw sensor data and submitted to the computer for processing. The transformation
embeds the geographic coordinates onto the satellite data and converts the data to overlay a
known grid.

global positioning system (GPS) A satellite-based system used to find the locational coordi-
nates of a receiver unit on Earth’s surface in a specified coordinate system. GPS applications
include navigation, field data collection, and route finding.

institutional analysis Methods and approaches for analyzing institutional arrangements,
including their characteristics and processes of development and change.

Institutional Analysis and Development (IAD) framework An approach for analyzing the
major dimensions and interrelationships that shape institutional functions and processes. It
presents a set of elements that are common to any type of institutional analysis at multiple
levels.

institutions The formal and informal (unwritten) rules that specify the actions that an indi-
vidual in a particular situation may, must, or must not undertake. Rules encompass the infor-
mation available and the likely consequences of the actions, as well as specifying who is
responsible for monitoring conformance.

International Forest Resources and Institutions (IFRI) research program An interdisciplin-
ary, comparative methodology for investigating the social and biophysical factors that influ-
ence forest conditions, and shape resource use and management through time. The program
incorporates ten protocols that address socioeconomic, demographic, and biophysical vari-
ables, as well as institutional dimensions that may influence relationships among people, for-
ests, and institutions.

landscape trajectory The direction (deforestation or reforestation) that a landscape takes
over time.

land tenure system The system of rules about rights to use land, ownership of land, and
rights to the products of the land.

liana A woody climbing plant with a stem diameter of 2 to 10 cm.

location quotient (LQ) A commonly used statistic to measure regional concentration,
defined as the ratio of shares of employment in a given sector of the regional economy to em-
ployment in that sector of the state or national economy.
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maximum-likelihood classifier A classification decision rule based on the probability that a
pixel belongs to a particular class. The basic equation assumes that these probabilities are
equal for all classes, and that the input bands have normal distributions.

metadata ‘‘Data about data.’’ They describe the content, quality, condition, and other char-
acteristics of data. Metadata help a person to locate and understand data.

minimum mapping unit (MMU) The size of the smallest feature represented in a spatial
dataset for a particular feature class. An example is a land-cover dataset where a minimum
threshold size for a forest polygon is defined at the time of image interpretation.

norms Culturally specific ideas about behavior that is appropriate in a particular situation.

open access A resource or area that has no effective owner or rules-in-use to control access.
This may include areas such as ‘‘paper parks’’ for which legislation is written and ownership
is designated, but which are not recognized in practice.

open source A system of software licensing in which software code is made available to a
broader community with rights to modify and further distribute the code.

oxisols Very highly weathered soils that are found primarily in the intertropical regions of
the world. Most of these soils are characterized by extremely low native fertility, resulting
from very low nutrient reserves, high phosphorus retention by oxide minerals, and low cation
exchange capacity. Most nutrients in oxisol ecosystems are contained in the standing vegeta-
tion and decomposing plant material.

parcel A tract or area of land usually identified by an organization as being owned by a sin-
gle entity (e.g., individual or household) and identifiable by distinct spatial boundaries.

patch A relatively homogeneous area of vegetation. The degree of homogeneity required
will vary with the scale of interest and the nature of the interested party. A mountain lion
hunting deer will likely regard a meadow as homogeneous, whereas the deer will regard it as
being composed of edible and inedible plants which may, themselves, constitute patches with-
in the meadow.

raster A two- or three-dimensional data matrix. One of two main data structures used in GIS
and remote sensing (see also vector). Raster data structures use a gridded set of cells to repre-
sent spatial features. Cells are of uniform dimensions, and each cell has a specific value. Cell
values can represent the existence of a water feature (0 or 1), surface elevation (in meters), or
population density (people/km2).

relative dominance The basal area of a tree species divided by the total basal area of the
stand. Often used as an estimate of the proportion of biomass that a species contributes to
stand structure, measured as a percentage of the basal area represented by a species relative
to the total basal area of all species in a stand.

resilience In ecology, the ability of an ecosystem to undergo disturbance and return to its
predisturbance condition. Most grasslands are resilient to fire because although aboveground
foliage is burned, undamaged belowground vegetation allows these communities to recover.

resolution The smallest spatial unit (area) that makes up a dataset. Usually defined as the
length of one side of a cell in a raster representation of a dataset, each unit or cell, or picture
element (pixel). Usually the cells are square, arranged in a rectilinear grid, and of a constant
size. For example, ‘‘the image had a resolution of 29.5 m.’’
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robustness The maintenance of some desired system characteristics despite fluctuations in
the behavior of its component parts or its environment.

rules-in-use Rules that are recognized and practiced. These may include both formal rules
that are written, and informal or customary rules that are known and may have evolved
over time.

sampling frequency The smallest temporal unit at which a dataset was acquired. Also called
sampling interval, time step, or rate of occurrence. For example, ‘‘the sampling frequency of
the IFRI study was five years.’’

spatial metrics Measurements that quantify the spatial pattern and composition of geo-
graphic areas.

spatial reference system The datum, coordinate system, and map projection of a spatial
dataset.

stand A group of trees growing in a specific locale and having sufficient uniformity in species
composition, area, density, and other spatial arrangements to be distinguishable from adja-
cent stands.

strategic actor An actor that evaluates all of the strategies available and chooses the one that
is judged most likely to get the outcome preferred by the actor.

structure The relationships between individuals and between organizations created by
humans. For example, the transportation network that links various places in a country is a
structure, as is the set of social relationships linking the members of a government.

swidden agriculture Shifting agriculture in which users change the fields they cultivate fre-
quently, with more land fallow than in cultivation at any one time.

textural analysis of soil Measurement of the particle size distribution of a soil as percents of
sand, silt, and clay. These properties influence soil characteristics such as soil structure, bulk
density, infiltration rate, water-holding capacity, and cation exchange capacity.

texture The pattern of intensity variations in an image.

texture measure An approach or formula used to calculate texture.

time-series analysis An approach using remote sensing to analyze change over time by layer-
ing satellite images taken at different times. Also referred to as multitemporal analysis.

topology In GIS, the spatial relationships between objects. Topological properties include
adjacency, connectivity, contiguity, and containment.

training sample A field observation used to refer to (1) a selected cluster of pixels represen-
tative of a specific land cover in a remotely sensed image and (2) the actual land cover
observed on the ground for that location.

traverse A prescribed, repeatable method for locating sampling points in field research.

ultisols Strongly leached, acid forest soils with relatively low native fertility. These soils have
a subsurface horizon in which clays have accumulated, often with strong yellowish or reddish
colors resulting from the presence of iron oxides. They are found primarily in humid temper-
ate and tropical areas of the world, typically on older, stable landscapes. Because of the favor-
able climate regimes in which they are typically found, ultisols often support productive
forests but are poorly suited for continuous agriculture without the use of fertilizer and lime.
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vector One of two main data structures used in GIS and remote sensing (see also raster).
Vector data structures represent spatial objects as points, lines, and polygons constructed
from sets of x,y-coordinates.

vegetation composition Usually, the species composition of the vegetation of a particular
community or at a particular site.

vegetation structure Usually, the layers of vegetation (e.g., understory, shrub, understory
tree, canopy tree) or the plant growth forms (herbaceous, shrub, single-stem tree, multistem
tree) of a particular community or at a particular site.

window size The size of a moving window, which is often used in texture analysis or spatial
filtering. Processing is done by mathematic calculation using the pixels in a moving window.
When selecting the size, odd numbers are often used. Common window sizes are 3� 3, 5� 5,
and 7� 7.
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nia: An agricultural frontier after 20 years). Belém, Brazil: Edicoes CEJUP.

Levin, S. A. 1998. Ecosystem and the Biosphere as a Complex Adaptive Systems. Ecosystems
1(5):431–436.

Libecap, G. 1989. Contracting for Property Rights. New York: Cambridge University Press.

———. 1995. The Conditions for Successful Collective Action. In Local Commons and
Global Interdependence: Heterogeneity and Cooperation in Two Domains, ed. R. O. Keo-
hane and E. Ostrom, 161–190. London: Sage.

Lim, K., P. Deadman, E. Moran, E. Brondı́zio, and S. McCracken. 2002. Agent-Based
Simulations of Household Decision Making and Land Use Change near Altamira, Brazil.
In Integrating Geographic Information Systems and Agent-Based Modeling Techniques for
Understanding Social and Ecological Processes, ed. H. R. Gimblett, 277–310. Oxford, UK:
Oxford University Press.

Lisle, D. de. 1978. Effects of Distance Internal to the Farm: A Challenging Subject for North
American Geographers. Professional Geographer 30:278–288.

Livi Bacci, M. 2001. A Concise History of World Population. Malden, MA: Blackwell.

Lo, C. P., and A. Yeung. 2002. Concepts and Techniques of Geographic Information Sys-
tems. Upper Saddle River, NJ: Prentice-Hall.

Loucks, O. L. 1992. Forest Response Research in NAPAP: Potentially Successful Linkage of
Policy and Science. Ecological Applications 2:117–123.

Lu, D. 2001. Estimation of forest stand parameters and application in classification and
change detection of forest cover types in the Brazilian Amazon basin. Ph.D. diss., Indiana
State University, Terre Haute.

Lu, D., P. Mausel, E. S. Brondı́zio, and E. Moran. 2002a. Above-Ground Biomass Estimation
of Successional and Mature Forests Using TM Images in the Amazon Basin. In Advances
in Spatial Data Handling, ed. D. Richardson and P. van Oosterom, 183–196. New York:
Springer-Verlag.

———. 2002b. Assessment of Atmospheric Correction Methods for Landsat TM Data Appli-
cable to Amazon Basin LBA Research. International Journal of Remote Sensing 23(13):2651–
2671.

Lu, D., E. Moran, and P. Mausel. 2002c. Linking Amazonian Secondary Succession Forest
Growth to Soil Properties. Land Degradation and Development 13:331–343.

Ludwig, D., B. Walker, and C. S. Holling. 1997. Sustainability, Stability, and Resilience. Con-
servation Ecology 1(1):article 7 [online]. URL: http://www.consecol.org/vol1/iss1/art7/.

Lugo, A. E. 1988. Estimating Reductions in the Diversity of Tropical Forest Species. In
Biodiversity, ed. E. O. Wilson, 58–70. Washington, DC: National Academy Press.

Lundquist, J. E., and J. S. Beatty. 1999. A Conceptual Model for Defining and Assessing Con-
dition of Forest Stands. Environmental Management 23:519–525.

Lutz, W., W. C. Sanderson, and A. Wils. 2002. Conclusions: Toward Comprehensive
Population-Environment Studies. Population and Development Review 28(Suppl.):225–250.

Lynam, T., F. Bousquet, C. Le Page, P. d’Aquino, O. Barreteau, F. Chinembiri, and B. Mom-
beshora. 2002. Adapting Science to Adaptive Managers: Spidergrams, Belief Models, and

402 References



Multi-Agent Systems Modeling. Conservation Ecology 5(2):article 24 [online]. URL: http://
www.consecol.org/vol5/iss2/art24.

Maass, A., and R. L. Anderson. 1986. . . . And the Desert Shall Rejoice: Conflict, Growth and
Justice in Arid Environments. Malabar, FL: R. E. Krieger.

Macleod, R., and R. Congalton. 1998. A Quantitative Comparison of Change Detection
Algorithms for Monitoring Eelgrass from Remotely Sensed Data. Photogrammetric Engineer-
ing and Remote Sensing 64(3):207–216.

Mahar, D. J. 1988. Government Policies and Deforestation in the Brazilian Amazon Region.
Washington, DC: World Bank.

Malthus, T. R. [1803] 1989. An Essay on the Principle of Population. Reprint with the
variorums of 1806, 1807, 1817, and 1826. Ed. P. James. Cambridge, UK: Cambridge Univer-
sity Press.

March, J. G., and J. P. Olsen. 1984. The New Institutionalism: Organizational Factors in
Political Life. American Political Science Review 78:734–749.

Markham, B. L., and J. L. Barker. 1986. Landsat MSS and TM Post-Calibration Dy-
namic Ranges, Exoatmospheric Reflectances and At-Satellite Temperatures. EOSAT Techni-
cal Notes 1:3–8.

Marquette, C. 1998. Land Use Patterns among Small Farmer Settlers in the Northeastern
Ecuadorian Amazon. Human Ecology 26(4):573–598.

Mason, K. O. 1997. Explaining Fertility Transitions. Demography 34:443–454.

Massey, D. S., J. Arango, G. Hugo, A. Kouaouci, A. Pellegrino, and J. E. Taylor. 1993.
Theories of International Migration: A Review and Appraisal. Population and Development
Review 19:431–466.

Matson, P., R. Naylor, and I. Ortiz-Monasterio. 1998. Integration of Environmental, Agro-
nomic, and Economic Aspects of Fertilization Management. Science 280:112–115.

Matthews, S. A., G. P. Shivakoti, and N. Chhetri. 2000. Population Forces and Environ-
mental Change: Observations from Western Chitwan, Nepal. Society and Natural Resources
13:763–775.

Mauldin, T. E., A. J. Plantinga, and R. J. Alig. 1999. Determinants of Land Use in Maine
with Projections to 2050. Northern Journal of Applied Forestry 16:82–88.

Mausel, P., Y. Wu, E. Moran, and E. Brondı́zio. 1993. Spectral Identification of Succession
Stages Following Deforestation in the Amazon. Geocarto International 8:61–72.

Maxwell, D., W. O. Larbi, G. M. Lamptey, S. Zakariah, and M. Armar-Klemesu. 1999.
Farming in the Shadow of the City: Changes in Land Rights and Livelihoods in Peri-Urban
Accra. Third World Planning Review 21(4):373–391.

Mayr, E. 1982. The Growth of Biological Thought: Diversity, Evolution, and Inheritance.
Cambridge, MA: Harvard University Press.

McCann, J. C. 1997. The Plow and the Forest: Narratives of Deforestation in Ethiopia,
1840–1992. Environmental History 2(2):138–159.

McCay, B. J., and J. M. Acheson. 1987. Human Ecology of the Commons. In The Question
of the Commons: The Culture and Ecology of Communal Resources, ed. B. J. McCay, and
J. M. Acheson, 1–36. Tucson: University of Arizona Press.

References 403



McConnell, W. J. 2001. Why and How People and Institutions Matter beyond Economy.
International Geosphere-Biosphere Programme Newsletter 47:20–22.

———. 2002a. Madagascar: Emerald Isle or Paradise Lost? Environment 44(8):10–22.

———. 2002b. Misconstrued Land Use in Vohibazaha: Participatory Planning in the Periph-
ery of Madagascar’s Mantadia National Park. Land Use Policy 19(3):217–230.

McConnell, W. J., and E. F. Moran, eds. 2001. Meeting in the Middle: The Challenge of
Meso-Level Integration. LUCC Report Series, no. 5. Bloomington, IN: Land Use and Cover
Change (LUCC) Focus 1 Office of the International Geosphere-Biosphere Programme.

McConnell, W. J., S. P. Sweeney, and B. Mulley. 2004. Physical and Social Access to Land:
Spatio-Temporal Patterns of Agricultural Expansion in Madagascar. Agriculture, Ecosystems,
and Environment 101(2–3):171–184.

McCracken, J., J. Pretty, G. Conway. 1988. An Introduction to Rapid Rural Appraisal
for Agricultural Development. London: International Institute for Environment and
Development.

McCracken, S., B. Boucek, and E. Moran. 2002a. Deforestation Trajectories in a Frontier Re-
gion of the Brazilian Amazon. In Linking People, Place, and Policy: A GIScience Approach,
ed. S. Walsh and K. Crews-Meyer, 215–234. Dordrecht, the Netherlands: Kluwer.

McCracken, S., E. S. Brondı́zio, D. Nelson, E. F. Moran, A. D. Siqueira, and C. Rodriguez-
Pedraza. 1999. Remote Sensing and GIS at the Farm Property Level: Demography and De-
forestation in the Brazilian Amazon. Photogrammetric Engineering and Remote Sensing
65(11):1311–1320.

McCracken, S. D., C. A. M. Safar, and G. M. Green. 1997. Deforestation and Forest
Regrowth in Indiana, 1860–1990. Presented at the Annual Meeting of the Population Associ-
ation of America, Washington, DC, March 26–28.

McCracken, S. D., A. D. Siqueira, E. F. Moran, and E. S. Brondı́zio. 2002b. Land Use
Patterns on an Agricultural Frontier in Brazil: Insights and Examples from a Demographic
Perspective. In Deforestation and Land Use in the Amazon, ed. C. H. Wood and R. Porro,
162–192. Gainesville: University Press of Florida.

McGinnis, M., ed. 1999. Polycentric Governance and Development: Readings from the
Workshop in Political Theory and Policy Analysis. Ann Arbor: University of Michigan Press.

McGregor, J. 1994. Climate Change and Involuntary Migration: Implications for Food Secu-
rity. Food Policy 19(2):120–132.

McKean, M. A. 1982. The Japanese Experience with Scarcity: Management of Traditional
Common Lands. Environmental Review 6:63–88.

———. 1992a. Management of Traditional Commons Lands (iriaichi) in Japan. In Making
the Commons Work: Theory, Practice, and Policy, ed. D. W. Bromley, D. Feeny, M.
McKean, P. Peters, J. Gilles, R. Oakerson, C. F. Runge, and J. Thomson, 63–98. San Fran-
cisco: ICS Press.

———. 1992b. Success on the Commons: A Comparative Examination of Institutions for
Common Property Resource Management. Journal of Theoretical Politics 4(3):247–282.

———. 2000. Common Property: What is it, what is it good for, what makes it work?
In People and Forests: Communities, Institutions and Governance, ed. C. C. Gibson, M. A.
McKean, and E. Ostrom, 27–56. Cambridge, MA: MIT Press.

404 References



McKean, M. A., and E. Ostrom. 1995. Common Property Regimes in the Forest: Just a Relic
from the Past? Unasylva 46(1):3–15.

McLaughlin, S., and K. Percy. 1999. Forest Health in North America: Some Perspectives on
Actual and Potential Roles of Climate and Air Pollution. Water, Air, and Soil Pollution
116:151–197.

Meffe, G. K., and C. R. Carroll. 1997. Principles of Conservation Biology. Sunderland, MA:
Sinauer.

Mensing, D. M., S. M. Galatowitsch, and J. R. Tester. 1998. Anthropogenic Effects on the
Biodiversity of Riparian Wetlands of a Northern Temperate Landscape. Journal of Environ-
mental Management 53(4):349–377.

Merino, L. 1999. Reserva Especial de la Biósfera Mariposa Monarca: Problemática general de
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