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Preface

Conflict is ubiquitous, and this ubiquity is accompanied by unlimited variety. Literature on conflict ranges from 
historical descriptions and explanations of particular conflicts to attempts to introduce order into the variety by 
providing an overall structure. This book is in the latter category. 

A theory that attempts to bring order to the chaotic variety of conflict usually begins by distinguishing types of 
conflict and formulating general explanatory principles that relate and integrate them. Such an approach is more 
familiar to the theoretician and academician than to the practicing negotiator, but a theory that neglects the 
practical problems of resolving conflict would be of little value. 

In this book, we describe and explore some structural aspects of conflict. We believe that this framework points 
up some significant similarities between apparently unrelated conflicts and has important implications for both 
the choice of methods for resolving a conflict and the ease of achieving that resolution. We discuss some of 
these implications in detail, and we sketch proposals for empirical investigations of a few of them, but it is not 
our intention to give instructions on how to resolve any particular conflict. Instead, we hope that the framework 
we  describe  will  provide  useful  insights  for  practitioners  and  stimulate  further  theoretical  and  empirical 
investigation. 

Our introductory chapter discusses some of the classifications that have been proposed and introduces our own 
classification of conflict into three types. The remainder of the book is divided into three parts, one for each of 
the three types of conflict. Each part begins with an abstract that serves as a preview of the chapters in that part. 

Part I is concerned with Type I conflict. This is conflict within an individual because he or she has to choose 
between options, each of which may be better than any other in some respect. An individual may be deciding 
which car to buy, where to go on a vacation, which university to apply to, or, indeed, whether to buy a new car, 
go on a trip, or help a relative go to a university. In each case, these are options and each option that is better 
than another in some respect satisfies some goal better than that other option. In making a choice, the individual 
resolves a conflict. 

In the three chapters of Part I, we develop a theory of individual choice that describes a set of conditions under 
which  an  optimal  choice  is  most  easily  arrived  at.  We  present  and  discuss  the  behavioral  principles  and 
mathematical assumptions and make the important point that the simple case of "single peakedness" over a set 
of ordered options is sufficient for our purposes. 

In  Chapter  3,  we  discuss  approach  and  avoidance  processes  and their  use  in  the  classification  of  Type  I 
conflicts.  We also consider  the effects  of  framing (i.e.,  changes  in  the descriptions  of  formally equivalent 



options)  on  the  difficulty  of  resolving  conflicts  within  an  individual  or  between  individuals.  Chapter  4 
concludes Part I. It is wholly concerned with the relative difficulty of resolving different Type I conflicts, and 
contains a number of suggestions for empirical investigation. 

Part II consists of eight chapters all concerned with conflict between individuals because they want different 
things but must settle for the same thing, what we call Type II conflict. Examples might include a husband and 
wife buying a house, labor and management negotiating an agreement, or two sovereign countries disputing a 
boundary. 

These chapters proceed from the simplest possible conflict of this type, from a structural point of view, through 
increasingly  more complex  conflicts.  From this  point  of  view, complexity  of a  conflict  increases  with the 
complexity of the options and the number of parties involved in the dispute. 

Although the structure of Type II conflict has much in common with Type I, problems arise which do not arise 
in Type I. The original intent of the Type I theory was descriptive but some aspects of the model, such as 
optimization, have a normative flavor, and when the theory is used to model the structure of Type II conflict, 
the normative flavor is intensified. Some of the normative issues lend themselves to convincing and generally 
acceptable rational solutions. In Chapter 9, for example, we show that there is a rational procedure for screening 
options of any complexity that will yield a set of options that are totally ordered and are optimal in a particular 
and precise sense of minimizing concession. We call this set the frontier of preference. 

The normative principles on which procedures for choosing an option are based may be contradictory,  and 
consensus does not provide an answer. We have made a point of making such considerations visible. Because of 
this lack of consensus, and because the actual choice of an option is highly dependent on the details of the 
particular case, we make no attempt to offer any general solution. 

The eight chapters of Part II constitute the largest part of the book, and a variety of issues are discussed in them, 
including some pros and cons of debate in seeking a resolution to a Type II conflict, the negotiation process, 
and the relation of this structure of conflict to game theory. Other topics include the extension of the concept of 
the frontier of preference to Type I conflict and to Type II conflicts involving more than two parties, the relative 
difficulty of resolving the variety of Type II conflicts, and a measure of the distance between adversaries. Part II 
concludes with a chapter that relates Type II conflict to Type I, on the one hand, and to Type III, on the other. 

Part III consists of two chapters. The first describes the nature of Type III conflict, which is defined as conflict 
between individuals because they want the same thing but must settle for different  things. Such conflict  is 
typified at one extreme by professional sports and by disputes between sovereign states at the other. From a 
structural point of view, these examples differ in the degree to which escalation is controlled. The matter of 
controlling  escalation  occupies  much  of  our  attention  in  Part  III.  Problems  here  are  associated  with  the 
availability of courses of action and with the selection of a particular one. We discuss higher game theory in this 



context and then go into the matter of transformation of the type of conflict in some detail, emphasizing what is 
gained and the price paid. 

The final chapter provides an integrative perspective on the three types of conflict and a final section concludes 
the book with some more personal observations on the subject of conflict, which are not intrinsic to the theory 
developed here. 

In  our  study  of  conflict  we  have  come  to  recognize  that  there  are  two  facets  that  must  be  looked  at 
independently,  but  whose  interrelation  must  be  understood.  One  facet  is  the  individuals  involved  and  the 
behavioral  principles  that  govern them,  and the  other  facet  is  the  existence  of  options  and their  structural 
relation. In any particular instance the relative importance of either facet may range from negligible to decisive. 
Understanding  their  separate  but  interacting  roles  is  a  major  goal  of  this  book,  and  we  suggest  research 
problems along with discussing some findings already reported in the literature. 

Where there is structure there is order, and where there is order there is mathematics. In most instances, the 
logical arguments are both elementary and helpful and so they are included in the text. Technical notes, used to 
pursue the exposition of some issues more deeply, are segregated in the text and may be skipped by the casual 
reader. More intensive mathematical developments are contained in the appendices. A glossary of terms used 
with very particular meanings, more circumscribed than in ordinary discourse, is provided. 

We have undoubtedly missed some important literature, but we have tracked down a good deal more than we 
have made use of here. If we have missed something particularly important, or not given credit to contributions 
that anticipated ours, we can only apologize and hope that we can remedy the oversight in the future. Needless 
to say, we have benefited from suggestions and criticisms over a number of years of many students, friends, and 
colleagues whom it is not feasible to list and acknowledge as they deserve. There are some, however, to whom 
we are especially indebted and we wish to express our appreciation for their comments and assistance. These 
include the following: Jack W. Atkinson, Robert Axelrod, Thom Bezimbinder, Edward Bordin, Bruce Carlson, 
Roger  Cramton,  Hubert  Feger,  Robben  Fleming,  Daniel  Katz,  Samuel  Komorita,  David  Messick,  John 
Miyamoto, John Palmer, Perry Shapiro, Karin M. Skadden, Barbara Smuts, and Eric Stein. None of these, of 
course, is responsible for the use we made of his or her suggestions. 

In addition to the above,  we owe a very special  note of appreciation to Lolagene Coombs, Robyn Dawes, 
William Goldstein, and Alexander MacRae who argued, criticized, contributed, and endured draft after draft. 

Finally, we wish to recognize the support by the National Science Foundation of part of the research on which 
this book is based through grants BNS 78-09101 and BNS 81-20299. 



Chapter 1
Introduction

Choice and conflict are coexistent. It is our thesis that, under appropriate circumstances, there is an efficient and 
effective process by which an individual can arrive at an optimal choice when choosing among a variety of 
options. After an analysis of this mechanism and of the conditions which permit it to operate, we model the 
structure of conflict between individuals on it. 

There is a vast literature on the subject of conflict,  not because so much is known in a scientific sense but 
because it is so important a topic. Much of this literature is concerned with violent conflicts, particularly wars 
and revolutions. Neither time nor inclination permits us to review all of this literature, but, on a very selective 
basis, we will refer to some of the existing literature in which the ideas made use of here, or related ones, were 
introduced. 

For  our  purposes  a  very  general  definition  of  conflict  is  the  most  appropriate:  the  opposition  of  response 
(behavioral)  tendencies  (English  &  English,  1958),  which  may  be  within  an  individual  or  in  different 
individuals. Such a general definition includes conflicts such as that of an individual facing a choice between 
two job offers, or a conflict between the engineers and the stylists in planning a new car, or that between two 
sovereign states quarreling over fishing rights or one seeking hegemony over the other. 

Some conflicts may not be very dramatic and are often resolved with little difficulty, but some have potential 
for escalation. We propose to show that there are systematic structural properties running through the spectrum 
of all conflicts and that these abstractions are relevant to the process of resolving conflict. 

This is not a new idea. A good deal of scholarly literature has been directed at the problem of a theory of 
conflict. For example, J. Bernard wrote critically in 1950 about sociological approaches to conflict. She referred 
to invention and change on the dynamic side, and class and caste on the structural side, as having become the 
fashionable explanatory and analytic tools in sociology. She felt that interactional processes had been neglected 
in sociological theory and so the theory of conflict had been neglected in favor of the theory of culture. 

"The culture  concept exonerates individuals as human beings.  The culture concept emphasizes nonpersonal 
processes. Human beings play the role almost of puppets. Cultural analysis, as a matter of fact, could dispense 
with human beings entirely. Human will -- free or determined n'importe -- can be ignored. Even more so the 
conflict of human wills" ( Bernard, 1950 p. 14). 

Some  theories  and  explanations  are  stated  in  terms  of  particular  sociological  structures  involving  the 
distribution  of  power  and authority  between  religious  groups,  or  minorities,  or  some class  structure  (e.g., 
Dahrendorf, 1958). Some explanations are "hot-blooded" -- involving tension, sentiment, or frustration -- or 
"cold-blooded" -- involving strategic considerations and self-interest (e.g., Bernard, 1957; Boasson, 1958). 

Substantive descriptions and contextual explanations of particular events may be insightful and satisfying, but 
their particularity may at the same time interfere with detecting and recognizing the more abstract features that 



are  common  to  all  of  them.  Conflicts  between  spouses,  between  management  and  labor,  or  between  two 
sovereign states are enormously different on psychological, economic, sociological, and political levels, but on 
an abstract level, have, as we propose to show, a common underlying structure. 

The essence of social conflict is interaction. We propose that this interaction has an abstract structure, and that 
concern for the peaceful resolution of social conflict may be more effectively implemented when this structure 
is understood in a way independent of a specific context. On an abstract structural level we will see similarities 
and  differences  of  a  more  formal  nature  which  are  simple  conceptually  and  valuable  for  adapting  and 
transforming methods of resolution.  The process of abstraction is critical  for developing new methods and 
techniques and for the construction of general theory. 

There are many different ways to organize and classify conflicts and there need be nothing incompatible or 
contradictory among them. Scholars with different purposes find it convenient to organize conflicts in terms 
most  conducive  to  those  purposes.  Deutsch  (  1973),  for  example,  was  interested  in  explicating  social-
psychological similarities and differences among conflicts, and classified them accordingly. 

For example, one classification is in terms of the relationship between the objective state of affairs and the state 
of  affairs  as  perceived  by  the  conflicting  parties  while  another  distinguishes  between  destructive  and 
constructive conflicts. Anatol Rapoport ( 1960), in contrast, took a more formal view of conflicts and classified 
them into three types: fights, games, and debates. Dahrendorf ( 1962) offered a very complex taxonomy which 
Angell ( 1965) reduced to six types. 

These distinctions are structural in the sense of referring to social structure, but they are discrete taxonomies and 
do not clarify the continuity or relations between types. Conflicts of different types may be more or less difficult 
to  resolve,  and the continuity  can be useful  in understanding the implications  of transforming one type of 
conflict into another. 

We will  propose a relatively formal logical structure into which one may map any particular conflict.  The 
perspective taken in this analysis of the structure of conflict is what Schellenberg ( 1982) refers to as a social 
psychological one, a conflict of interest between individuals, motivated by self-interest and bounded by moral 
and  ethical  limits.  This  is  an  approach  he  identifies  with  Adam Smith  Wealth  of  Nations (  1776)  and  is 
distinguished from a biological perspective and a sociological perspective; it is also distinguished from "hot-
blooded" explanations of the origins of conflict. 

The structure developed here provides a classification into types that are relevant to the selection of appropriate 
methods of conflict resolution. The interrelations of these types control the transfer and adaptability of methods 
of conflict resolution from one to another. 



We are not primarily concerned here with the sequential programming of the interactions of the parties involved 
in the course of seeking to resolve a conflict. A very considerable literature already exists with this aspect as its 
main concern. Some of it is in a popular vein and some of it is serious scholarship (see, for example, Calero, 
1979; Douglas , 1957; Oliva, Peters, & Murthy, 1981; Raiffa, 1982; and Schelling, 1960). Most of these provide 
descriptions of the bargaining or negotiation process and how to be effective at it. In Chapters 9 and 13 we will 
discuss the relation of some of this work, particularly game theory, to the structure developed here. 

This monograph is directed at understanding conditions that ensure the selection of an optimal resolution and 
how these conditions might be approximated in the most complex conflict situations. Negotiation is perhaps the 
most familiar procedure for resolving conflict, but it is not equally successful in all conflicts. Other procedures 
are available, are used, and may be more or less effective. We are interested in the properties of conflict which 
make different procedures effective. We seek to characterize the varieties of conflict in ways most useful in the 
selection of a procedure for resolving particular conflicts and in identifying some of the problem areas most 
amenable to empirical study. 

In the course of developing the structural relations that characterize and distinguish conflicts, some old and 
familiar  concepts  and  problems  arise  which  sometimes  require  elaboration,  redefinition,  and  new 
interpretations. We will see that a given conflict may seem to be of one type, yet from another perspective 
appear to be of another type. Different categorizations may sometimes be a matter of framing, which is just as 
important in its effect on conflict between individuals as Tversky and Kahneman ( 1981) have shown it to be in 
individual  decision  making.  We shall  discuss the advantages  and disadvantages  of  the transformation  of a 
conflict from one type to another. We will see that something is gained and something is lost because such 
transformations involve a tradeoff between ease of finding a resolution and the power necessary to impose it. 

As a first step we will distinguish between three types of conflict; the first is conflict within an individual, and 
the other two are types of social conflict. For lack of adequate descriptive terms we will simply call them Types 
I, II, and III. 

Briefly, the three types of conflict are characterized as follows. Type I is conflict within an individual because 
he or she is torn between incompatible goals. An example is the individual faced with a choice between two 
vacation  intervals,  where one has  more pleasurable  activities  available  and the  other  is  less  expensive.  Or 
consider a student choosing between two majors, one of which is less interesting but offers better job prospects. 
In each case the individual is pulled in conflicting directions by goals that are incompatible because no option 
exists which satisfies both goals maximally. 

Types II and III are conflicts between individuals. Type II is conflict between individuals because they want 
different things and must settle for the same thing. An example would be a conflict between husband and wife 
who disagree on whether to buy a new house or a new car; or disagreement between labor and management on a 
wage scale; or two superpowers in disagreement over arms control. In each case a decision is sought that both 
parties will accept. 



Type III is conflict between individuals because they want the same thing and must settle for different things. 
An example would be that of two men courting the same woman or two governments who want the same island. 
Only one, at most, can achieve the goal; the other party must settle for something different. 

We shall  use the Type I conflict  as a paradigm because there is some substantial  theory about the optimal 
resolution of such a conflict. We will expand on that theory and examine the more complex problems of social 
conflict, Types II and III, in that framework.



Part I
Type I Conflict

conflict that arises within individuals because they are torn between incompatible goals

Preview 

In the case of a Type I conflict there is, under certain conditions an effective process that leads to an optimal 
resolution.  The formal theory and a full exposition of it  are contained in two papers (Coombs & Avrunin, 
1977a, 1977b), which are summarized in Chapter 2. In Chapter 3 we elaborate on certain aspects of this theory 
that are sufficient and particularly relevant for its extension to conflict between individuals. These include the 
emphasis on an ordinal scale of options, the motivational processes involved, a discussion of framing and its 
effects, and the classification of Type I conflicts. Chapter 4 offers empirical suggestions for the study of the 
difficulty of resolving various Type I conflicts and for reducing that difficulty, and some concluding remarks 
relating  to  rational  choice  theory  in  economics  and  to  the  psychological  considerations  that  emerge  in 
alternative framing of options. 

Chapter 2
The Theory of Individual Preference: Type I Conflict Resolution

2.1 Introduction 

The conflict  between incompatible goals felt  by an individual  who must make a difficult  choice is usually 
regarded as something quite distinct from conflict between individuals, and it may seem unreasonable to expect 
such intraindividual  conflict  to  serve as a model  for understanding interindividual  conflict.  We will  show, 
however, that a theory of individual preference that describes conditions under which an optimal decision is 
most easily reached has important applications to conflicts between individuals. Most of this book is devoted to 
exploring these applications. 

Our purpose in this chapter is to introduce some ideas from the theory of individual preferential choice that 
underlie most of our subsequent development of the structure of conflict. These ideas are concerned with the 
very special situation in which the individual is choosing a single option from an ordered set and preference is 
described by a "single peaked" function. 

Our interest in individual preference theory is restricted to such a special case because this case is all that is 
needed for modeling certain conflicts between individuals. The reason that this case is sufficient is not that the 
options and preferences in such conflicts between individuals are simple -- on the contrary, they are at least as 
complex as those involved in individual choice. Rather, it is sufficient because the options in a conflict between 
two parties may be screened to reduce them to an ordered set. Furthermore, this ordered set consists of the best 
options available, in the sense that any otherchoice would involve unnecessary concession by one or both of the 
parties, and the preference of each party is single peaked over this set. 



This book is intended not just for academicians but also for experienced practitioners of conflict resolution 
whose formal mathematical training may be slight or far in the past. Our focus is on the ideas behind the formal 
theory  and  technical  foundations.  Detailed  mathematical  treatment  is  set  apart  in  technical  notes  and  the 
appendices and is not necessary for a working understanding of the structure we propose. This part of our 
discussion is, however, necessarily somewhat general and abstract. Our hope is that the generality will make 
previously unnoticed relationships visible and lead to increasing effectiveness in practice. 

2.2 Single Peaked Functions 

With simple stimuli  as options -- like the amount  of sugar in coffee or the temperature of a shower -- an 
individual's preference may often be described by a single peaked function (SPF) ( J. Priestley, 1775; Wundt, 
1874). That is, when simple options have a natural underlying ordering, preference generally increases up to 
some point in the ordering and then decreases. If the options are more complex, as in choosing a college or 
where to go for a vacation, preference is less often described by a single peaked function. This is true even 
when there is  a natural  ordering of the options based on some aspect  such as cost.  In general,  preference 
functions over the ordering of these complex options may have several peaks with valleys between them. 

The significance of SPFs is that they allow a simple search process that converges on the optimal decision. (The 
term "optimal" in this context means what is best for the individual from that individual's point of view.) 

This search is illustrated in Figure 1(a) with an SPF over a scale of options, x. Starting at any point, moving in 
one direction decreases preference and moving in the other direction increases preference, except at the optimal 
point where a change in any direction decreases preference. With a preference function having several peaks, as 
illustrated in Figure 1(b), the search process can be trapped at a local maximum or be divergent. An exhaustive 
search is the only way to ensure that the optimal choice is found in such a situation, and such a search may be 
stressful, more costly than it's worth, or even impossible. 

(a) Convergence



(b) Nonconvergence

Figure 1: Search for optimality

A homely example of such a search process is that of adjusting the temperature of a shower. If turning a handle 
one way increases the temperature of the water and turning it the other way decreases it, finding a particular 
temperature is a simple procedure. But if turning the handle changes the temperature inconsistently, it may be 
necessary to try all the possible positions of the handle to find the desired temperature. 

We point out that the single peakedness of the preference function depends on the order in which the options are 
listed -- there has to be a sense of "direction" in moving among the options. Indeed, given any set of options and 
any preference order, there are many ways in which the options might be ordered so that preference would be 
single peaked. When we say that preference is described by a single peaked function, then, we always mean 
with respect to some particular  ordering of the options. The question of when there is a unique (or nearly 
unique) "natural" order is one that we will discuss in the next section, when we consider the conditions that 
might produce single peaked preference functions. 

Here, however, we want to raise some issues concerning the measurement of options. In some cases, even when 
there is a natural ordering of the options, it may not be possible to assign numbers to them in a way that does 
more than reflect the ordering. It may be easy to say that one color is greener than another, or that one policy is 
more liberal than another, but not that one color is twice as green or one policy twice as liberal. 

In other cases, however, the options may be easily characterized by a single number which does describe some 
important relationship between the options. Familiar examples might include the temperature of bowls of soup, 
the speed at which one drives on the highway, and the price of a commodity. In these cases, the numerical 
representation of the options has more significance than simple order: driving a certain distance at 60 miles per 
hour will take half the time that driving it at 30 miles per hour would. 

When we represent an ordered set of options as points along a line, as we did in Figure 1, we are implicitly 
assigning numbers to the options as coordinates, or distances along the line. Such an assignment of numbers is 
called a "scale," and the distinction we have just drawn between different sorts of options corresponds to a 
distinction between different sorts of scales. This distinction between scales can be best phrased in terms of 
their  degree  of  uniqueness:  in  what  ways  can  the  scale's  numerical  assignments  be  changed  while  still 
conveying exactly the same information about the options? 

If the only information the scale conveys about the options is their order, the given scale values can be replaced 
by any other numbers in the same order. A scale with this degree of uniqueness is called an ordinal scale (see 
glossary). In the case of driving speed, however, the scale conveys information about ratios -- we could change 
the numbers themselves by changing the units, but we must retain the information that one speed is twice as fast 
as another. In this case, we could replace the scale values by new ones obtained by multiplying by any positive 
constant.  A  scale  with  this  degree  of  uniqueness  is  called  a  ratio  scale.  Scales  with  higher  degrees  of 
uniqueness, that is, scales whose information is preserved by fewer kinds of transformations, are said to be 



stronger. For example, a ratio scale is stronger than an interval scale, which allows addition of a constant as well 
as multiplication by a positive constant. Our familiar temperature scales are interval scales (see glossary). 

Mathematically, the transformations that exactly preserve the information represented by a scale are used to 
characterize that information. So the types of scales that can be used to represent a collection of options depend 
on properties of the options. If it doesn't make sense to say that one color is twice as green as another, then it 
doesn't make sense to represent the "greenness" of colors with a ratio scale. There is a well-developed theory of 
measurement analyzing those properties of options that determine how they can be represented. 

The type of the scale also controls the sorts of mathematical operations that can reasonably be performed on the 
scale values representing options. Suppose that "greenness" can only be represented on an ordinal scale. We 
could then replace the scale values representing a particular set of shades of green by any other numbers so long 
as we maintain their order, and this new scale would be just as valid a representation as the original one. But the 
sum or the ratio of the scale values corresponding to two colors will be different for the new scale, so the sum or 
ratio of scale values is not meaningful for ordinal scales. If our options are represented on a ratio scale, then, to 
preserve  exactly  the  same  information,  the  new  scale  values  must  be  obtained  from  the  old  ones  by 
multiplication by a constant. In this case, the sum of two scale values can change, but their ratio cannot, so 
dividing one scale value by another is a meaningful operation for ratio scales. 

As a general principle, it is best to use the strongest scale that can be justified by the properties of the options 
being represented. But if there is reason to suspect that a substantial proportion of instances in a domain like 
conflict would not justify measurement at the level of a particular type of scale, such as a ratio scale, then theory 
based on such quantification is not appropriate to a large part of the domain. Such theory is either vacuous or 
wrong. If, on the other hand, a substantial proportion of instances in the domain would justify quantification at 
the level of, say, an ordinal scale, then theory based on that level of quantification will be appropriate for that 
portion of the domain, and also all instances in which stronger levels of measurement are also justified. 

Throughout this book, we will assume that the options, and preference over them, are represented by ordinal 
scales (but further strengthened in one respect, discussed below and in more detail in Section 6.1). We believe 
that requiring a stronger scale will reduce the domain covered to trivial instances. Essentially, using the weaker 
measurement model results in saying less about more instances and the stronger model permits saying more 
about fewer instances. Although precisely what is meant here by "more" and "less" remains an open question in 
the absence of a great deal of new knowledge about the domain of conflict (see Coombs, 1983, for a more 
extended discussion of these issues), we hope to show here that significant things can be said about a large 
domain. 

Even in cases where it would seem that options can be represented on a scale stronger than ordinal, we are not 
convinced that such a representation would be useful. Without an extended digression, we will say only that the 
apparent usefulness of many stronger scales is destroyed by a number of factors, and mention here only two of 
the most significant. 

First, even when numbers can be objectively assigned to options, these numbers may not accurately represent an 
individual's  assessment  of  them.  The  difference  between  having  no  children  and  having  one  child  is  not 
necessarily the same as the difference between having 3 children and 4 children. 

Second,  the  existence  of  a  numerical  scale  for  options  that  is  both  stronger  than  ordinal  and  shared  by 
adversaries in a conflict is extremely doubtful. Indeed, any attempt to determine an individual's scale in such a 
setting requires behavioral observations in a hostile environment in which it may benefit the parties to disguise 
their preferences. These objections, and others we will not discuss here, are sufficient to severely reduce the 
generality of any theory of conflict that depends on scales stronger than ordinal ones. 



We will show that a common ordinal scale of options for two adversaries does exist, and that it consists of 
options which are best,  in a certain  precise sense.  The algorithm for constructing such a scale is  certainly 
dependent on knowledge of the preference orderings of each adversary over the available options, but only the 
orderings, not any additional information. Without knowledge of the preferences of adversaries in a conflict, 
there is little of substance to work with. One cannot hope to resolve a conflict to anyone's satisfaction when 
nothing is known of what anyone wants. 

Even so, this aspect of a conflict -- access to preference orderings -- can be a serious obstacle to progress in 
resolving it.  Preferences may be unclear to an individual,  unstable,  or just plain unknown. Furthermore,  in 
conflict  between  individuals,  what  the  parties  want  may  be  deliberately  disguised  or  misrepresented,  and 
preferences  may  be  shaped  by  the  options  available.  So  volatility  of  expressed  preference  is  a  pervasive 
condition. However, this problem lies outside the scope of this book. We will assume that an individual has 
preferences and that knowledge of them exists. 

We conclude this section with an account of certain implications of the existence of a single peaked preference 
function over an ordinal scale of options. 

The peak of an SPF, representing the greatest level of preference, occurs over some point on the scale of options 
which we call the individual's ideal point. Because the options may be discrete, the ideal point may or may not 
correspond to an option. For example, consider a student seeking a course of a suitable level of difficulty in 
some particular subject. There may be several courses available, and none may be exactly what the student is 
looking for. 

We assume that the courses are ordered in their level of difficulty, as assessed by the student. To say that the 
student's preference is represented by an SPF (with respect to the ordering by difficulty of the courses) is to say 
that the level of preference falls off steadily from that of an ideal course in both directions on the scale of 
difficulty. Thus, a course that is easier or more difficult than the ideal is less preferred, and the more the level of 
difficulty departs from the ideal, the less the course is preferred. 

We assume that the difficulty of the courses may reach a level that is unacceptable to the individual, being too 
easy or too difficult. It is important to identify this level of preference as a zero point on the preference scale, 
and to say that options more preferred than this (courses having an acceptable level of difficulty) have positive 
preference,  while  those  less  preferred  (courses  having  an  unacceptable  level  of  difficulty)  have  negative 
preference. The measurement properties of this type of scale are discussed in more detail in Section 6.1. 

In Figure 2(a) ,  we illustrate this hypothetical  case. The scale of options is drawn as a continuous line for 
convenience and clarity, as will be the case in all subsequent figures, but we remind the reader that we do not 
require that it be more than an ordinal scale. The scale is shown with five options, drawn at equally spaced 
points and labeled a, b, c, d, and e in order of increasing difficulty. The order of preference, c d b a e, is given 
by the height of the preference function above the scale, and, for purposes of illustration, we have drawn the 
preference function as a continuous curve even though only preferences for the options might be known. 

The preference function is seen to cross the scale, corresponding to the zero level of preference, at a point 
between a and b to the left of the ideal and at a point between d and e to the right of the ideal. This indicates that 
options a and e are unacceptable; a is too easy and e is too difficult. Because the scale of options is only ordinal, 
the shape of the preference function is arbitrary except for certain invariances. These are the locus of the peak, 
between c and d, the monotonicity (see glossary) of the descending branches on each side, 



(a) An ordinal scale of options with preference order cdbae

(b) Imposing a linearly symmetric SPF with same preference order

Figure 2: Relation beween shape of SPF and the measurement level of the scale of optionsand the loci of the 
intersections with the scale, between a and b and between d and e. 

We illustrate the arbitrariness of the shape of the SPF with Figure 2(b) , in which the scale of options has been 
stretched so that the SPF descends linearly and symmetrically on both sides of the peak. The preference order 
again,  of course,  is  c d b a e.  This preference order may be obtained from Figure 2(b) by picking up the 
stretched scale at the ideal point and folding it, as shown in Figure 3. The rank order of the options on the folded 
scale is the preference order, the one nearest the ideal point being the most preferred and the one farthest from 
the ideal point being the least preferred. For obvious reasons, the name unfolding theory has been given to the 
analysis of 



Figure 3:  Preference order by folding a symmetric SPF preferential choice data using this model ( Coombs, 
1964/ 1976). 

Two points here are important for subsequent purposes. First, the preference order obtained by folding Figure 
2(b) at the ideal would be the same if the SPF had any shape that was symmetric and preserved the loci of the 
ideal and the intercepts. This is obvious if we observe that the monotonicity of the two branches required for 
single peakedness necessarily preserves the rank order of all pairs of options on the same side of the ideal 
(unilateral pairs) and symmetry preserves the rank order of all pairs of options in which the members lie on 
opposite sides of the ideal (bilateral pairs). We assume only that the preference order, including the locus of the 
point with zero preference, is known. Our conclusions are therefore weaker than if the shape of the SPF were 
specified, but we can have more confidence that they will be confirmed empirically. 

The second point is the following. When a preference order is unfolded, the zero point of preference unfolds to 
become two points on the scale of options, one to the left of the ideal point and the other to the right. The full 
significance of this will not be clear until we begin the study of interpersonal conflict of Type II in Chapter 5, 
but it is so important that a few preliminary words here are in order. 

We will identify the zero point of preference with the status quo, when the status quo is an option, and assume 
that  an  individual  is  motivated  both  to  improve  it  and  to  avoid  worsening  it.  This  will  be  the  basis  for 
identifying positive preference with approach processes and negative preference with avoidance processes in 
Section  3.1, and will then provide a framework for classifying varieties of conflict within Type I and, later, 
Type II. We will refer to these two zero points as initial positions in any negotiation, and now merely point out 
that their loci on the scale of options are affected by what are called "background" variables, variables that 
affect the preference values of all options. So we note that changing the status quo can change the loci of both 
initial positions. 

For example, the initial positions for the student choosing a course may be changed by receiving a scholarship 
that frees up more time for studying. An easy course may become less attractive and a more difficult course 
may become more attractive. The ideal point may or may not change. The ordinal scale of options, based on 
their difficulty, remains unchanged, but the preference ordering, and especially the zero points, might change. 

The initial positions, corresponding to the status quo and its unfolded image, are essentially reference points 
with respect to which the individual judges the acceptability of options. Of course, the status quo may itself be 
an option on the scale of options. For example, an individual may have an SPF for preference over number of 
children in a family, and the status quo would be the number of children the family already has. The individual's 



preference function will reflect background variables such as the health of the spouse, financial status, and so 
on. Such variables do not change the locus of the status quo on the scale of options, but may drastically affect 
the other initial position obtained by unfolding the preference order, and hence the acceptability of options. 

2.2.1 Summary 

These first two sections were intended to introduce a special case of individual preferential choice, that of an 
ordinal scale of options with a single peaked preference function over that scale, that has important implications 
for interindividual conflict. We have presented and illustrated these concepts in narrative form. 

We have emphasized the generality of ordinal scales, pointing out that adversaries in a conflict may well share 
an ordinal scale of options, but not a stronger scale. A theory requiring a stronger scale would have a severely 
limited domain of application. 

We have stressed the invariant  properties  of a single  peaked preference function,  the loci  of the peak and 
intercepts (initial positions), and the monotonic decay of preference in both directions from the peak. These 
permit  distinguishing between positive  and negative preference and corresponding approach and avoidance 
processes, and will subsequently provide a basis for classifying varieties of Type I and Type II conflicts. We 
have also pointed out the distinctive roles of background variables and the status quo, and their relation to the 
initial positions on the scale of options. 

Although we know that these brief notes cannot be completely adequate or convincing, we hope that they have 
provided a  framework for discussing these aspects  of  individual  preference.  We therefore turn now to the 
problem of single peakedness of preferential choice and ask why it should occur and how it might come about. 

2.3 A Behavioral Basis for Single Peaked Preference Functions 

The roots of the notion of single peaked preference functions lie in Epicurean philosophy of the 4th century 
B.C. Epicurus identified seeking pleasure and avoiding pain as the primary impulses of living creatures and the 
foundations of ethics ( Long, 1973). These primary impulses inevitably lead to conflict within an individual 
except in the circumstance that one of the available options is better than all the others in every respect. 

More commonly, each option involves several aspects of pleasure and pain, or, in modern terms, benefit and 
cost, and no option is superior to all others in every aspect. A student, for example, may be offered a summer 
job or have the opportunity to travel abroad with friends. Tension is generated by the pull of the different 
options in the directions they favor, as perceived by the student. Choosing an option corresponds to deciding 
whether the gain in choosing a over b vis-à-vis the loss is more favorable than the gain in choosing b over a vis-
à-vis its consequent loss. The choice resolves the conflict by accepting the tradeoff in one direction rather than 
the other. 



When there are more than two options, and the options have a natural underlying order, then, as we have seen, a 
single peaked preference function describes an effective and efficient process for seeking an optimal resolution 
to the conflict within the individual. The emphasis in our discussion here will be placed on the conditions that 
ensure single peakedness because these conditions control the applicability  of this notion to the process of 
resolving social conflict. 

The theory of SPFs is a mathematical theory based on behavioral principles. In this section we introduce the 
theory by providing a brief narrative summary of its main characteristics. In the next section,  we review the 
mathematical formulation of the theory. 

It is important to distinguish two facets of the Type I decision problem, one consisting of what is brought to the 
decision situation by the individual and the other being the options from among which a choice is to be made. 
One facet has to do with the individual decision maker and the other has to do with the environment in which 
the decision is made. 

We will  think of options as possessing elemental  components (see glossary), which are either  increasingly 
desirable or increasingly undesirable. Consider, for example,  choosing a new car. If increasing reliability is 
increasingly  desirable  and  increasing  cost  is  increasingly  undesirable,  then  there  may  be  two  elemental 
components.  The  individual  is  assumed  to  perceive  and  assess  the  options  in  terms  of  these  elemental 
components, and we will assume for our immediate purposes that each of these components can be measured on 
at least an interval scale. This last assumption, which is stronger than that which we require for the options 
themselves, is necessary in order to talk about the slope and acceleration of utility and preference functions. 

We find it useful to think of the individual as associating a utility function to each of these components, and to 
think of preference as arising from a combination of these utility functions. These functions are useful fictions -- 
they play no mathematical role in the theory and serve purely as heuristic devices -- but they help illustrate and 
motivate some of the ideas. 

The utility function associated with an increasingly desirable elemental component is an increasing function 
(i.e., more is better) and the utility function associated with an increasingly undesirable one is decreasing (i.e., 
more is worse). The shape of these utility functions is governed by two psychological principles: (a) good things 
satiate, and (b) bad things escalate. So we assume that the utility functions for the two kinds of components 
have positive or negative slope, respectively, and that in both cases they have negative acceleration and so are 
concave down (i.e., good things satiate increasingly slowly and bad things escalate increasingly rapidly). These 
are illustrated in Figure 4. 



Consider, for example, foreign travel. At first, the strange sights and exotic foods are exciting and stimulating, 
but with repetition the novelty wears off. The good things satiate. At the same time costs are accumulating and 
affairs  at  home,  both  personal  and  professional,  are  deteriorating,  slowly  at  first,  but  increasingly  with 
increasing neglect. The bad things escalate. People like to travel but also like to return 

Figure 4: Two kinds of elemental utility functions home. 

We will assume nothing more about these utility functions than these general properties of positive or negative 
slope and negative acceleration, and we will refer to such functions as proper utility functions. 

The fact that some attribute of options is increasingly desirable or increasingly undesirable does not ensure that 
it is an elemental component, but only that it is not immediately distinguishable from an elemental component 
over the observed range. However, monotonicity of preference over some range may be sufficient to justify 
regarding an attribute as elemental for some practical purposes such as experimentation or negotiation. 

Options may have any number of perceived and relevant elemental components. For now, we will assume that 
an individual's preference function for options is obtained by aggregating the utility functions for the elemental 
components of the options. The most familiar and simplest way to combine the utility functions is simply to add 
them, and we will occasionally point out special aspects of this case. In the next section we will introduce a 
more  general  type  of  preference  function,  called  a  proper  preference  function,  that  is  independent  of  the 
existence of utility functions for components. 

We turn now to the second of the two broad facets of the Type I decision problem, the structure of the available 
options. In general, of course, there is no suitable natural ordering on the options if they have two or more 
elemental  components  and  must  be  represented  in  a  space  of  two  or  more  dimensions.  If  an  individual's 
preference over such a space of options has a maximum and diminishes in all directions like an umbrella, it 
would  correctly  be  called  a  single  peaked  preference  function  over  a  multidimensional  space.  But,  as  we 
indicated  earlier,  it  is  sufficient  for  our  purposes  to  deal  only  with  single  peaked  functions  over  a  one-
dimensional set of options, such as those on an arc in a multidimensional space. We are concerned, then, with 
conditions that ensure that a preference function will be single peaked 



Figure  5:  The  domain  of  options  over  a  one-dimensional  set  of  options,  which  may  lie  in  a  larger, 
multidimensional space. 

In this connection, we introduce a third psychological principle. An option which is inferior in every respect to 
another option -- it has less of the increasingly desirable elemental components and more of the increasingly 
undesirable ones -- is said to be dominated by that other option. Our third principle is a rationality principle and 
asserts that dominated options are ignored. This ensures that the options actively considered are the best of 
those available, in at least the crude sense of not being worse in every respect than some other option, but this 
principle is not enough to ensure that the set of options actively considered will be totally ordered if there are 
more than two elemental components. 

To illustrate this, consider an individual interested in investing and seeking to maximize yield and minimize 
risk. If there is no single option that is at least as good in all respects and better in at least one than all others, 
then the two goals are incompatible and the individual must make a tradeoff (i.e., resolve a conflict). In this 
case, the options available in the market place might appear to the individual as points in a two-dimensional 
space, as shown in Figure 5. 

Any option that has less risk and at least as much yield as another or has more yield with no more risk than 
another, dominates the other and the latter is neglected. The process is illustrated in Figure 6. The option labeled 
a, for example, dominates all options to the left and above it, bounded by the vertical and horizontal dotted 
lines. There is a similar pair of lines for each of the options labeled b and c. Those are the only three options 
that survive. Every other option is dominated by one or more of these three options and none of them 

Figure  6:  Construction  of  a  Pareto  optimal  setis  dominated.  Note  that  the  line  between  a and  b is  the 
hypotenuse of a right triangle. If there were an option in that triangle it would not be dominated by either a or b 
and so would survive the  screening  also.  There  is  a  similar  triangle  with the  line  between  b and  c as  its 
hypotenuse. 

We call such a set of options, in which each is better  than any other in some respect,  Pareto optimal (see 
glossary); c, for example, has more yield than a but a has less risk. Note that the options that have survived the 
screening are ordered because they are ordered the same on both components. 

If the options varied in three or more dimensions, then application of this rationality principle would not ensure 
that  the options be ordered.  For example,  suppose in choosing a place to go for a vacation,  the individual 
considered price, facilities, and location as the relevant components (not necessarily elemental), and suppose 
further that there were three options,  d,  e, and  f. Let these three options be ordered on each component from 



most to least desirable as follows: price d e f; facilities e f d; location f d e. We see that d has the best price, e 
has the best facilities, and f has the best location, so they constitute a Pareto optimal set because each is better 
than  any other  in  some respect.  Note,  however,  that  they  are  not  ordered the  same (or  reversed)  on each 
component. This is most easily seen by observing that more than two different options appear as the worst 
element in the preference orderings. This cannot occur if they are same ordered (or reversed) on the components 
of the option space. 

Figure 7: A set that is Pareto optimal but not efficient

Suppose instead that the orderings on the three components from most to least desirable were as follows: price 
d e f; location f e d; facilities d e f Each is still better than any other in some respect: d has the best price (and the 
best facilities), f has the best location, and e is better than f in price and better than d in location. We note that 
they are now ordered the same (or reversed) on all three components; the three preference orderings end in 
either d or f and the ordering is d e f (or reversed) and the preference functions are single peaked. 

In general, a set of Pareto optimal options is ordered if and only if they are ordered the same (or reversed) on all 
relevant components. In particular, if the options have only two relevant components, then a Pareto optimal set 
is ordered, and is ordered the same (or reversed) on both components. 

An ordered Pareto optimal set of options is a necessary condition for a single peaked preference function, but it 
is not sufficient. A stronger condition for the structure on the options is required to ensure that any and all 
proper preference functions will be single peaked. We can bring out the need for the stronger condition with the 
following illustration. 

Consider  an individual  assessing the Pareto  optimal  set  of investments  in  Figure 7.  Individuals  comparing 
options a and b observe that by giving up some yield a disproportionate amount of risk can be avoided, and they 
will be tempted to prefer a to b. Also, comparing options c and b, they observe that by taking a little more risk a 
disproportionate amount of yield can be obtained, and they will be tempted to prefer c to b. 

The definition of a single peaked preference ordering is that the 



Figure 8: An efficient set

intermediate option of an ordered triple cannot be least preferred. In this example, the ordered triple is a b c and 
we have seen how the intermediate option, b, can come to be least preferred. We assure the reader that this may 
happen even if the preference function is proper. 

The stronger condition required on the structure of the options is a property we call efficiency (see glossary) and 
is illustrated in Figure 8. An efficient set is Pareto optimal but is more than that. As one proceeds from one 
option to another in the ordering, some components get better and some get worse. To be an efficient set, those 
components that get worse must get worse faster than the others get better. This relation must hold between all 
appropriate pairs of components, which means that the component that gets worse the slowest must do so faster 
than the component that gets better the fastest. This relation must hold between all successive pairs of options in 
the ordering. It is easy to show that the condition that a set be efficient is both necessary and sufficient to ensure 
that all individuals with proper preference functions have single peaked preferences on that set (Appendix A). 

There is,  unfortunately,  no obvious principle  in behavioral  science,  within or external  to the individual,  to 
guarantee  that  the  strong  property  of  efficiency  is  satisfied,  and  this  may  explain  why  some  individual's 
preference functions are not necessarily single peaked. 

To review the critical points here, the first facet of the choice process, what the individual brings to the decision, 
may include a principle of rationality for screening the options to ensure Pareto optimality. 

But this cannot ensure efficiency and, indeed, cannot ensure that the set be ordered unless the options have only 
two components, as we have seen. So the second facet of the choice process, the structure on the options, is not 
within the power of the individual to control except in rare circumstances. 

It is, in our opinion, the failure of a set of options to satisfy efficiency that accounts for the relative infrequency 
of single peakedness in individual choice behavior. 

It may be to the advantage of the reader if we look ahead, briefly, at this point, while this discussion is clearly in 
mind,  and  indicate  its  importance  to  resolving  Type  II  conflict.  It  will  be  shown that  among  the  options 
available  in  certain  social  conflicts  there  exists  a  subset  we  call  the  frontier  of  preference,  over  which 
negotiation and concession may take place in resolving a Type II conflict between two parties. It is Pareto 
optimal in two dimensions and so is totally ordered, regardless of the number of components or the qualitative 
complexity of the options. This is because the coordinates of the two dimensions are the respective preference 
rankings of the two parties. There is, however, no way in Type II conflict,  either, to ensure that this set of 
options, constituting the frontier  of preference,  is efficient.  But the preference functions of both parties are 
monotone, one with positive slope and one with negative slope. We will see, then, that it is possible to ensure a 
better structure on the options for Type II conflict resolution between individuals than it is for Type I conflict 



within an individual. This is why we made the point at the beginning of this chapter, that the simple case of 
single peakedness over a set of ordered options in Part I is sufficient for our purposes in Part II. 

Single peakedness may occur, of course, for other reasons. For example, Aschenbrenner's work, discussed in 
Section  9.2,  gives  another  set  of conditions  ensuring single  peakedness.  But there  also,  an efficient  set  of 
options is required. Single peakedness may occur even in the absence of an efficient set of options, of course, 
but that  is merely a fortunate  occurrence for the decision maker and not to be depended on. What we are 
seeking is sufficient understanding of these conditions so that, insofar as possible, we may take advantage of 
them in extending the structure to interpersonal conflict in ways that could ensure a better resolution and one 
easier to achieve. 

This section is intended to provide an overall orientation to the more precise formulation of the structure of 
Type I conflict resolution presented in the next section. We would like to interpolate two parenthetical remarks 
here to assist the reader. First, the measurement theoretic conditions provided to ensure the existence of SPFs 
are  stronger  than  can  always be assured,  as  has  been pointed  out  in  the  preceding  discussion,  but  on the 
behavioral  level  only  ordinal  preferences  are  needed.  The  theory  is  simple  and,  as  descriptive  theory,  is 
falsifiable.  We  will  at  no  point  need  to  construct  numerical  representations  of  utilities  from  behavioral 
observations  for purposes of experimentation or application.  We do,  however,  from time to  time construct 
numerical examples to simplify exposition and to construct figures that make the arguments easier to follow. 

Secondly, and by way of explaining the need for the mathematical foundation given in the next section, we 
would add that the domain of all  conflicts  is  not simple and for such a  broad domain the theory is  more 
complex,  particularly  in its extension to social  conflict.  Although conflicts  may appear simple in particular 
instances and on a superficial level, the more deeply one probes the structure of conflict and the greater the 
variety  of  conflicts  included  in  the  domain  that  one seeks  to  understand and to  encompass  in  a  common 
framework, the more complexities appear. The analysis we make here of such a framework, although it may 
strain one's patience, is still only a dent in the surface. In the following section only definitions and results are 
presented and interpreted; mathematical details are contained in Appendix A. 

2.4 Technical Note: A Mathematical Basis for Single Peaked Preference Functions 

We now summarize  the  more  technical  aspects  of  the  theory  of  Type I  conflict.  The  less  mathematically 
inclined reader may safely skip this section. 

2.4.1 Proper Preference Functions 

The proper utility  functions we have introduced are the classical  marginally  decreasing utility  functions of 
economics. But the utility of an elemental component may be a function of values of other components as well. 
The (negative) utility of the cost of a new car depends not only on the price but on the financial condition of the 
individual choosing the car. There is no way to isolate a component and get a single utility function for it, 
independent of the values of other components and what we have called background variables. Although we 
find it useful to discuss preference in terms of a simple 

(perhaps additive) combination of utility functions, a more general notion is necessary. We assume that each 
elemental component of the options that is relevant to the decision can be represented on an interval scale. So 



each option may be regarded as a point in n-dimensional space, and we may regard a set S of options as a subset 
of n-dimensional Euclidean space, Rn. 

Definition. We say that a function F: Rn → R is a proper preference function for a set of options S ⊆ Rn if and 
only if 

i. all its first-order partial derivatives, F i, exist, 
ii. if the i-th elemental component is increasingly desirable,  x j  ≤ y j  for all  j and x i  < y i  implies that  F i  (x 

1, . . ., x n ) > F i (y 1, . . ., y n ) > 0, and 
iii. if the i-th elemental component is increasingly undesirable, x j ≤ y j for all j and x i < y i implies that 0 ∾ F i 

(x 1, . . ., x n ) > F i (y 1, . . ., y n ). 

The  conditions  on  the  partial  derivatives  correspond  to  our  requirements  that  proper  utility  functions  be 
monotone  and  negatively  accelerated.  An  additive  combination  of  proper  utility  functions,  one  for  each 
elemental  component, is a proper preference function, but the notion of proper preference function is more 
general. In particular, a proper preference function does not depend on the specification of a utility function for 
each component, independent of the values of the other components. 

We also give a formal definition of single peakedness. 

Definition. A function F is single peaked with respect to an ordering, ≺, if, for every ordered triple a ≺ b ≺ c, 
not both F(b) < F(a) and F(b) < F(c) are true. 

A preference function is single peaked, then, if an intermediate option is never least preferred. This definition is 
a broad one, allowing ties in preference. 

2.4.2 Pareto Optimal Sets and Efficient Sets 

The second facet of Type II involves the set of available options. Here we discuss the notions of Pareto optimal 
sets and efficient sets. 

Pareto  optimal  sets  are  those  generated  by  an  individual  considering  options  according  to  our  third 
psychological principle, that dominated options are neglected. A formal definition is 

Definition.  Let  S be a set of options, regarded as a subset of Rn by scaling each elemental component.  S is 
Pareto optimal if, for any pair of elements (x 1, . . ., x n  ) and (y 1, . . ., y n  ) of S, at least one of the following 
holds: 



The definition says that,  given any two options, each must be better  than the other in some way, either by 
having more of an increasingly desirable component or less of an increasingly undesirable component. Thus, 
neither  option dominates  the other.  With a  Pareto optimal  set  of options,  any choice between two options 
requires a tradeoff (i.e., the resolution of a conflict). 

If  there  are  only  two  elemental  components  and  both  are  increasingly  desirable  or  both  are  increasingly 
undesirable, the condition for Pareto optimality requires that the order of the options on one component be the 
reverse of the order on the other component. In this case, it is natural to consider the single peakedness of 
preference with respect to either of these orders, which are equivalent in the sense that preference is single 
peaked with respect to one if and only if it is single peaked with respect to the other. If there are only two 
elemental components, one being increasingly desirable and the other increasingly undesirable, the condition 
for Pareto optimality requires that the options be ordered the same on both components, and it is natural to 
consider  single  peakedness  with  respect  to  this  order.  If  there  are  more  than  two  elemental  components, 
however, the orderings of options on different components need not be related and there may be no natural 
order to use. 

We therefore introduce a stronger mathematical condition. The motivation for this definition has been presented 
in Section 2.3. 

Definition.  An efficient set in  n dimensions (n ≥ 2) is a subset  S of Rn, together with a partition of the set 
{1, . . ., n} into two nonempty subsets I 1 and I 2 such that the following conditions are satisfied: 

i. for any pair (x 1, . . ., x n ) and (y 1, . . ., y n ) in S, x i < y i for some i if and only if x j < y j for all j, and x i < y i 

for some i in I 1 if and only if x j < y j for some j in I 2, and 
ii. for each triple (x 1, . . ., x n ), (y i, . . ., y n ), (z 1, . . ., z n ) of points in S with x 1 < y 1 < z 1, there exists a c > 0 

such that 

c(y i - x i ) ≥ z i - y i for all i in I 1, and c(y j - x j ) ≤ z j - y j for all j in I 2. 

The definition of an efficient set presented here is slightly modified from that in our original paper ( Coombs & 
Avrunin, 1977b) to facilitate generalization to social conflict. The definition requires that an efficient set of 
options be ordered the same way on each elemental component, so there is a unique natural ordering on the 
options. In our applications, the set  I 1  will consist of the dimensions corresponding to increasingly desirable 
components and 1 2 will consist of those dimensions corresponding to increasingly undesirable ones. (The cases 
in which all components are increasingly desirable or all are increasingly undesirable will be discussed in the 
next chapter.) 

The first  condition in the definition of an efficient  set  ensures that every option in an efficient set will be 
nondominated (i.e., the set is Pareto optimal). If the options are Pareto optimal in two dimensions, they are 
ordered the same (or reversed) on both components and so either may be used to define the ordering on the 
options. Condition (i) goes further. It extends the concept of Pareto optimality to any number of dimensions in 



such a way as to ensure that the ordering on all components is the same (i.e., if one option is better than another 
option on some increasingly desirable component,  then it  is  also worse than the other on any increasingly 
undesirable component). 

The  second condition  of  the  definition  of  an  efficient  set  ensures  that  the  largest  proportionate  increment 
between two options on any increasingly desirable component will be no greater than the smallest proportionate 
increment on any increasingly undesirable component (i.e., the slopes of the line segments between successive 
options cannot decrease). 

2.4.3 Existence of Single Peaked Functions 

We state a theorem here on the existence of single peaked functions. A proof is given in Appendix A. 

Theorem.  Suppose that E = (S,  I 1,  I 2  )  is an efficient  set in n dimensions with I 1  the set  of components  
representing the increasinglydesirable attributes of the options of S and with I 2  representing the increasingly  
undesirable attributes. If G: Rn → R is a function such that, for some strictly increasing g: R → R, F = g o G is 
a proper preference function for S, then G is single peaked on E with respect to the ordering by values on the  
components of either I 1 or I 2. 

This theorem summarizes our analysis of individual preferential choice behavior. An alternative theorem could 
be  proven for  the  case  in  which  utility  functions  with  negative  slope  had positive  acceleration  instead  of 
negative (or, more generally, for the case in which the partial derivatives of the preference function in directions 
corresponding to increasingly undesirable components were increasing rather than decreasing). This would be 
the case in which "bad things" adapted instead of escalated.  However,  proof of the theorem would further 
require that the positive acceleration be less than the absolute value of the negative acceleration of any proper 
utility function with positive slope. In psychological terms, these assumptions would be supported if bad things 
adapted  instead  of  escalated  and  adapted  more  slowly  than  good  things  satiated.  In  the  next  section  we 
summarize the cases that arise when bad things adapt rather than escalate. 

2.5 If Bad Things Adapt 

In the previous sections of this chapter we have considered conditions under which single peaked preference 
functions must occur if good components satiate and bad ones escalate. There is no question, however, that bad 
components exist to which the psychological response is adaptive. A case in point is the subjective response to 
catastrophes. The subjective response to 100 deaths in an accident is not 100 times that of the response to one, 
nor is the response to 1000 deaths an order of magnitude greater than that to 100. 

There  are  only  two  cases  to  consider,  depending  on  whether  adaptation  decelerates  slower  or  faster  than 
satiation over the set of options. Both cases may be quickly disposed of. 



If  the bad components  adapt  more slowly than the good components satiate,  everything said in  the earlier 
sections of the chapter, where the assumption was made that bad things escalate, goes through. The preference 
function will be single peaked on an efficient set. 

If the bad components adapt more rapidly than the good satiate, nothing can be said in general about the shape 
of  the  preference  function,  even  on an efficient  set.  The shape  of  the preference  function  depends on the 
particular values of the good and bad components of the options. Essentially, the bad components matter less 
and less; they just generate irregularities in the shape of the preference function. 

An understanding of these factors  that  affect  the shape of the preference function is  desirable  because the 
difficulty  of  the  process  of  finding  and  accepting  a  resolution  to  a  conflict,  whether  within  or  between 
individuals, is dependent on the structure on the options. Intelligent manipulation can control the difficulty of 
resolving a conflict in ways discussed in later chapters in Part I and Part II. 

2.6 Summary 

According to this theory of single peaked preference functions for resolving Type I conflict,  the individual 
brings  to  the  conflict  situation  proper  utility  functions  (or,  more  generally,  a  proper  preference  function), 
supported by the psychological principles that good things satiate and bad things escalate. The environment 
contains the options. In order that a single peaked preference function always exists to ensure optimal resolution 
of  the  conflict,  the  options  must  constitute  an  efficient  set.  We  are  aware  of  no  principle,  behavioral  or 
otherwise, that will ensure that this condition be met in a natural environment. 

But the individual may also bring to the decision situation a rationality principle, that dominated options are 
neglected. Exercise of this principle ensures that the options form a Pareto optimal set. If there are exactly two 
dimensions then a Pareto optimal set is totally ordered with the options in reverse order on the components, in 
the sense that as they get better on one they get worse on the other. In the absence of an efficient set, individual 
preference functions may not all be single peaked. 

The distinction between the two facets, that which the individual brings to the choice situation and that which is 
external,  a part  of the environment,  has much in common with Simon's notion that behavioral  systems are 
essentially simple but responding to a complex environment is what makes behavior look complicated: 

A man, viewed as a behaving system, is quite simple. The apparent complexity of his behavior over time is 
largely a reflection of the complexity of the environment in which he finds himself. (Simon, 1969, p. 52) 



Parenthetically, we remark that single peaked functions tend to induce moderation in preferential choice in that 
as the desirable aspects of the ordered options increase, the undesirable aspects increase more rapidly and the 
cost will ultimately dominate the benefit. 

Of course a single peaked preference function may exist even though all these conditions are not satisfied. For 
example, for any set of totally ordered options and any arbitrary utility function over them, there will exist 
another utility function such that their sum will be single peaked. Such a theory is so general that it is worthless. 
We have reduced the generality  to  a degree defensible  by behavioral  principles  and,  as we hope to show, 
increased the power to a level useful in the analysis of the structure of conflict. 

This theory provides sufficient conditions but single peaked preference functions can arise in other ways. We 
remarked previously that Aschenbrenner (1981), for example, has shown that there is a class of models not 
involving proper preference functions which yield single peaked preferences on any efficient set. In Section 
9.2.1 we review his contribution  and examine some instances  of this  class  of  models  as possible  decision 
functions for resolving interpersonal conflicts. 

We will refer to the theory presented in this chapter as the structure of Type I conflict and in the next chapter 
expand on this theory in order to introduce some concepts that are particularly important for understanding the 
structure of Type II conflict. 



Chapter 3
Motivational Processes, Framing Effects and the Classification of Type I Conflicts

In this chapter, we discuss the behavioral implications of the formal structure of Type I conflicts, particularly as 
they bear on the variety of such conflicts and the difficulty of resolving them. 

3.1 Motivational Processes and the Concept of Ambience 

In Section 2.3, we used investments differing in yield and risk to illustrate Pareto optimality. The individual is 
attracted  by  more  yield  but  wishes  to  avoid  more  risk.  This  example  is  commonly  regarded  as  an 
approach/avoidance conflict. 

The terms approach and avoidance refer to motivational processes which are outgrowths of basic concepts in 
Kurt Lewin's field theory in social science (Deutsch, 1954; Lewin, 1931, 1935, 1951). Lewin observed that 
behavior in some circumstances could be described as either goal seeking or withdrawal and used the terms 
approach and avoidance processes to describe them. That such processes might play a significant role in the 
resolution of conflict seems inevitable. Consequently, we will need to give definitions of them in terms that will 
be transferable to the context of Type II conflict. 

In Lewinian theory an approach/avoidance conflict is one in which there exist tendencies both to approach and 
to avoid some goal. An approach/approach conflict  is one in which there exist tendencies to approach two 
different goals. An avoidance/avoidance conflict is one in which there exist tendencies to avoid two distinct 
goals. These concepts have been useful in a good deal of experimental research on decision making within 
organisms, animal and human. (See Miller, 1944, for an early review of this literature.) 

We see that an approach/approach conflict, as Lewin used the term, is one in which an individual is faced with a 
choice between two options each of which is  desired,  presumably because any negative characteristics  are 
outweighed by the positive ones. In the avoidance/avoidance conflict the avoidance tendencies for each option 
predominate. In either case, the conflict is resolved by comparing the aggregate tendency for each option. 

The approach/avoidance conflict, as Lewin used the term, implies a different behavior mode from the other two. 
In this case there is only one proffered goal or option and it is regarded as having both kinds of tendencies, and 
these are in conflict. An example is the ambivalence of a squirrel approaching a peanut held out by a child. The 
resolution requires the aggregation of the approach and avoidance tendencies to determine which predominates. 
Thus, we may view the Lewinian approach/avoidance conflict as an accept/reject decision, a go/no-go, yes/no 
mode. 

In contrast,  the approach/approach and avoidance/avoidance conflicts are choices between options in which 
each option must first be processed as in an approach/avoidance conflict to determine its aggregate and then 
these total preferences must be compared to resolve the conflict, a comparative mode. 

This difference in the mode of the approach/avoidance conflict  compared to the approach/approach and the 
avoidance/avoidance  conflicts  gives  rise  to  difficulties  and complexities  when we turn  to  conflict  between 
individuals.  These  may  be  avoided,  however,  by  conceptualizing  the  approach/avoidance  conflict  as  a 
comparative choice, in the following manner. 

We may regard the decision to accept or reject an option in Lewin's approach/avoidance conflict as a choice 
between the proffered option and the status quo. Both the proffered option and the status quo have approach and 
avoidance tendencies associated with them. We assign the value zero to the status quo; the aggregate for the 
proffered goal may then be positive or negative relative to this threshold for acceptance or rejection, approach 
or  avoidance,  respectively.  The  decision  in  the  approach/avoidance  conflict,  then,  becomes  a  comparative 
choice, the same mode as the approach/approach and avoidance/avoidance conflicts (see glossary). 



What we have done here is to require that preference (utility) be measured on what we have called a signed 
ordinal scale (see glossary). A signed ordinal scale is an ordinal scale whose elements have positive or negative 
sign, and is subject to any arbitrary strictly monotone transformation which preserves sign. We have defined the 
status quo to have zero utility; all options preferred to the status quo are defined to have positive sign, and those 
to which the status quo is preferred are defined to have negative sign. 

We have further assumed that an individual is motivated to improve the status quo and to avoid worsening it. 
This is a behavioral regularity we offer as our fourth behavioral principle and establishes the correspondence 
between  the  signed ordinal  scale  of  the  model  and  the  behavioral  (observable)  concepts  of  approach  and 
avoidance and of acceptance and rejection: positive sign is associated with approach processes, negative sign 
with avoidance processes. Furthermore, where individuals may be said to have preference, options will be said 
to have ambience. An option toward which an individual exhibits an approach process is said to have positive 
ambience and, correspondingly, an option toward which an individual exhibits an avoidance process is said to 
have negative  ambience.  The terms  "good" and "bad",  used with reference  to  options,  reflect  positive  and 
negative ambience, respectively (see glossary). 

3.2 The Effect of Framing 

In  the  previous  section,  we  have  presented  a  classification  of  Type  I  conflicts  as  approach/approach, 
approach/avoidance, and avoidance/avoidance. As we will see later, there is a corresponding classification of 
the variety of Type II conflicts. This correspondence is important in part because it suggests that experimental 
research on the relative difficulty  of resolving the different Type I conflicts  may have implications for the 
difficulty of resolving those of Type II. The existence of such implications is, of course, an empirical question 
and remains to be investigated, but the conceptual correspondence provides a lead. 

There are some things, however, that the formal modeling leaves unspecified but are demonstrably of great 
importance  in  partially  explaining  and  predicting  both  the  volatility  and  inconsistency  of  an  individual's 
preferential choices and the vast range of individual differences. Among these is the freedom of the individual 
to determine which elemental components of an option will be considered to be relevant to the choice, or even 
what the elemental components might be. 

The elemental components of an option relevant to a choice may well be different from one context to another. 
For example, a person's sex may be irrelevant when that person is being considered as a possible research 
assistant but not when he or she is being considered as a possible companion on an excursion. Furthermore, all 
the parameters of the utility function for such components are idiosyncratic, even the sign of the slope of the 
function. What one individual regards as a "good," or increasingly desirable, component may be regarded as a 
"bad," or increasingly undesirable, component by someone else. An example would be the price of a used car 
from the points of view of the seller and the buyer. So both the elemental components considered in making the 
decision and their roles in the decision will vary from individual to individual and from context to context. 

These  are  rational  factors  in  individual  choice  behavior.  The  work  of  Tversky  and  Kahneman  (1986)  on 
framing,  however,  has  shown that  the  manner  in  which  the  options  are  described  has  effects  that  violate 
universally accepted principles of rational behavior. The term, framing, refers to changes in the descriptions of 
formally equivalent options that evoke quite different preferences. (Most of the studies have been on verbal 
descriptions, but changes in visual presentation can also produce the effects.) The following is an example of 
the effect, taken from an earlier study but reported again in the reference above (p. S260). 

Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 
people. Two alternative programs to combat the disease have been proposed. Assume that the exact scientific 
estimates of the consequences of the programs are as follows: If Program A is adopted, 200 people will be 



saved. If Program B is adopted, there is a 1/3 probability that 600 people will be saved, and 2/3 probability that 
no people will be saved. 

Out of 152 respondents, 72% preferred A and 28% preferred B. Tversky and Kahneman's report continues: 

In [this] problem, the outcomes are stated in positive terms (lives saved), and the majority choice is accordingly 
risk averse. The prospect of certainly saving 200 lives is more attractive than a risky prospect of equal expected 
value. A second group of respondents was given the same cover story with the following descriptions of the 
alternative programs. ... If Program C is adopted, 400 people will die. If Program D is adopted, there is a 1/3 
probability that nobody will die and a 2/3 probability that 600 people will die. 

Out of 155 respondents, 22% preferred C and 78% preferred D. The report continues: 

In [this] problem the outcomes are stated in negative terms (lives lost), and the majority choice is accordingly 
risk seeking. The certain death of 400 people is less acceptable than a two-thirds chance that 600 people will 
die. [These] problems, however, are essentially identical. They differ only in that the former is framed in terms 
of the number of lives saved (relative to an expected loss of 600 lives if no action is taken), whereas the latter is 
framed in terms of the number of lives lost. 

These results, and many more that confirm them, suggest that interchanging positive and negative frames may 
generate contradictory preference orderings, an outcome that violates a basic consistency principle of rational 
decision making. 

To seek some understanding of these effects,  we explore conditions  that reframing would have to meet  to 
preserve the efficiency of a set of options and to preserve proper preference functions. A deeper understanding 
of the reasons for the effects of framing on preference could have significant implications for the resolution of 
conflict between individuals. 

We briefly consider some of the consequences of a particularly simple kind of reframing. In Section 2.4, we 
gave definitions of proper preference functions, and we stated a theorem (proved in Appendix A) about the 
single peakedness of proper preference functions on efficient sets of options. That discussion depended on the 
representation of options as points in n-dimensional Euclidean space using interval scales for the elemental 
components of the options. Here, we consider the effects of a particular kind of transformation of those interval 
scales, corresponding to a simple sort of reframing of the options. 

In the definition of a proper preference function, a distinction is made between those indices corresponding to 
increasingly desirable elemental components of the options and those corresponding to increasingly undesirable 
elemental components. Our definition of an efficient set involves an arbitrary partition of the indices into two 
classes, but the case of interest is where this partition also corresponds to the division between increasingly 
desirable and increasingly undesirable components. The theorem tells us that, in this case, any proper preference 
function will be single peaked on the efficient set. 

We have assumed that each elemental component of the options can be measured on an interval scale. The 
information conveyed by such a scale is preserved by any transformation of the scale of the form f (x) = ax + b, 
where  a > 0. A familiar  example is the transformation between centigrade and fahrenheit  temperature:  F = 
(9/5)C  +  32.  Such  a  transformation  preserves  order,  so  if  higher  values  of  the  original  scale  were  more 
desirable, so are higher values of the transformed scale. Thus, rescaling of the sort allowed for interval scales 
cannot change an elemental component from increasingly desirable to increasingly undesirable, or vice versa. 

Such a  change can,  however,  be  accomplished  by reframing the options.  Although the  reframing  used by 
Tversky and Kahneman in the examples discussed previously involves things that are probably too complex to 
be regarded as elemental components, it provides a good illustration of this process. In those examples, options 



are first characterized in terms of the number of lives saved from an expected death toll of 600, and higher 
numbers of lives saved are certainly preferred. The options are then reframed by presenting them in terms of the 
number  of  deaths  due  to  the  epidemic,  and  lower  numbers  of  deaths  are  preferred.  Mathematically,  the 
transformation  here is  number of deaths  = (-1)(number of lives  saved) + 600, where we have chosen this 
slightly awkward form to indicate  the connections with the allowed transformations of interval  scales.  The 
difference here, of course, is that the original scale value, number of lives saved, is multiplied by a negative 
number, and so the scale order is reversed. 

We now examine some of the effects on efficient sets and proper preference functions of this sort of reframing 
of elemental components. Mathematically, such a reframing corresponds to a change of coordinates in which 
the original coordinate, say x i, is replaced by 

, where a i  and b i  are real numbers with ai positive. We note that this kind of transformation, which we call an 
affine reframing, is very special and that reframing can be enormously more complicated, but the effects of 
even this special sort of reframing indicate some of the issues involved.

Since  such  a  change  of  coordinates  reverses  order  (because  -a  i  < 0),  reframing  in  this  way  converts  an 
increasingly desirable component into an increasingly undesirable one, and vice versa. If the components are to 
be partitioned according to whether they are increasingly desirable or increasingly undesirable, such a reframing 
must move the affected component to the other part of the partition. We first consider the implications of this 
for efficiency. 

Our definition of efficient set requires that the options be ordered the same way on each component. Since an 
affine reframing of a component reverses the order,  an affine reframing of a single component necessarily 
destroys the efficiency of a  set.  However,  if  all  the components of an efficient  set  are  subjected to affine 
reframing, and the two parts of the associated partition are interchanged, the set remains efficient. 

Affine reframing converts increasingly desirable components to increasingly undesirable ones, and increasingly 
undesirable  components  to  increasingly  desirable  one.  It  therefore  provides  the  mathematical  framework 
necessary to handle options in which all the components are increasingly desirable or all the components are 
increasingly undesirable. By performing affine reframing of a subset of the components in such a case, we 
convert  it  to  one  in  which  some of  the  components  are  increasingly  desirable  and some are  increasingly 
undesirable. Using this method, with affine reframings of the especially simple form  x′ i  = -x  i, we can give 
appropriate  definitions  of  efficient  sets  and  proper  preference  functions  for  these  cases  in  terms  of  the 
definitions already discussed. 

This raises some interesting and important, if somewhat technical, issues. If some of the elemental components 
of the options are increasingly desirable and some are increasingly undesirable, there is a natural partition of the 
components into two classes. But if all the components are, say, increasingly desirable, as could be achieved by 
reframing, there is no such natural partition and any given partition has a certain arbitrariness to it. We might 
ask for conditions under which a set is efficient or a preference function proper with respect to any partition, but 
it turns out that such conditions are extremely strong. 

Consider a set of two-component options that is efficient with respect to either of the two possible non-trivial 
partitions. If we take  I 1  = {1} and  I 2  = {2}, the definition of efficiency tells us that the ratio of change in 
component 2 to change in component 1 cannot decrease as we move from option to option in the direction in 
which the components  increase.  (This just  says that  the slopes of the line segments connecting successive 
options do not decrease.) On the other hand, if we take I 1 = {2} and I 2 = {1}, the definition of efficiency says 
that the ratio of change in component 1 to change in component 2 does not decrease, so the slopes of the line 
segments do not increase. This argument extends to the case of options with more than two components, and 
tells us that a set that is efficient with respect to any partition consist of points lying on a straight line. 



The case of proper preference functions is a little more complicated, because we need to use affine reframing 
and the machinery of the calculus, but the result is just as restrictive. If we are willing to slightly strengthen the 
differentiability condition and weaken a couple of inequalities in the definition of proper preference function, 
we can show that a preference function that is proper with respect to any partition is an additive combination of 
proper utility functions. (This can be seen by working in the case in which all the first-order partial derivatives 
are positive and looking at the information on secondorder partial derivatives we get by switching a component 
from one partition to another. We need to assume that the second-order derivatives are continuous.) 

Framing effects may thus be regarded as inevitable, particularly in view of the fact that the changes we have 
considered are of an especially simple form. Such considerations indicate some of the complexities involved in 
reframing, even of the extremely simple type discussed here. 

Fortunately, these problems are not critical for our applications of the theory of individual preference to the 
structure of conflict, although the effects of reframing on individual preferences may be extremely important in 
resolving particular conflicts. As we will see later, our applications are mainly concerned with the case where 
there are only two components of the options, so that there are no serious problems with different partitions. 

Before leaving the discussion of framing, we would like to highlight another subtlety of the empirical example 
just cited, and another aspect of the complexity of framing. In that example, each outcome of the programs to 
combat the disease may be characterized by a single number, the number of lives saved out of the 600 expected 
deaths. The reframing in the example consists of replacing this number by the number of deaths, or 600 minus 
the number of lives saved. As we have indicated,  even this kind of simple change of coordinates can have 
significant implications for many aspects of preference. 

But we suggest that  what actually happens in this case is even more complicated.  As we noted before, we 
believe that "the number of lives saved out of 600 expected deaths" is not an elemental component. It seems 
reasonable that there are at least two elemental components here, number of lives saved and number of deaths 
caused by the disease, and that the options can be characterized by a single number only because there is an 
expectation of a fixed number of deaths. When the options are framed positively or negatively, in terms of lives 
saved or deaths due to the disease, only one of these components is used to label the options. If this change in 
the salience of the components affects the relative influence of the two components on preference, then the 
effect  of framing is to change the preference function in ways very much more complicated than a simple 
change of coordinates. It would have been interesting to compare the A and D options and, especially, the B and 
C options. The problem is probably not sufficiently well-defined to draw any general conclusions. 

Since it may not be obvious why we dwell on the interpretation of these mathematical results on individual 
decision making when we are concerned with the structure of conflict, particularly between individuals, a word 
of explanation is called for here. It should already be apparent that what individuals bring to the problem of 
making a choice (e.g., a proper preference function and some rationality) is only one side of the coin; the other 
side is the structure that exists on the options: (e.g., order, Pareto optimality, efficiency). When we get to the 
problem of resolving conflict between individuals, in Part II in particular, this facet of the problem is just as 
relevant,  and  the  framing  of  options  can  play  a  very  significant  role.  An  understanding  of  some abstract 
considerations that affect  the acceptability of options can be of help in creatively meeting the challenge of 
constructing options over which adversaries can reach agreement.  This is  an area of research in individual 
decision making that has potential significance for the resolution of certain social conflicts. 

3.3 The Classification of Type I Conflicts 

Under single peakedness, the preference ordering is obtained by folding the scale of options (cf. Section 2.2). 
When the preference ordering is unfolded, the individual's indifference point becomes two points on the scale of 
options. The status quo is at one of these points and the other point is another (possibly hypothetical) option, 
one that is equivalent in preference to the status quo (see Section 2.1). 



As mentioned in Chapter 2, we will use the term initial positions to refer to the points on the scale of options 
which correspond to the status quo or, more generally, correspond to the intersections of the SPF with the scale 
of options (see the points labeled i p in Figure 9). 

Figure 9: Effect of peak and initial positions on approach and avoidance processes

Figure 9 displays an SPF intersecting a scale of options at two points, both labeled ip. The vertical dotted line in 
the figure bisects the SPF at its peak, dividing it into right and left branches, and bisects the scale of options. 
Each branch is monotone over its portion of the scale of options. The bisection of the SPF together with the 
initial positions partitions the scale of options into four segments labeled (1) to (4). There are eight options 
shown, labeled a to h, two in each segment. 

The options in segments (1) and (4) have negative ambience and hence induce avoidance processes; the options 
in segments (2) and (3) all have positive ambience and hence induce approach processes. 

Any option in segment (2) or (3) represents an improvement on the status quo and would be accepted,  by 
definition, if it were the only one available. Any option in segments (1) and (4) represents a worsening of the 
status quo and is unacceptable in the absence of coercion from some external source. 

It seems likely that differences in the ambience of options would be reflected in differences in the difficulty of 
choosing between them. We speculate briefly on this topic here, and in detail in Section 4.1, because it merits 
empirical investigation; the particular outcome of such empirical research, although not at all central to our 
discussion here, may be significant for understanding differences in the difficulty of resolving Type II conflicts. 

One might anticipate  that  the decision to accept or reject  an isolated option should be one of the simplest 
decisions to make. What is required in principle is the relative assessment of the advantages and disadvantages 
(i.e.,  the  improvement  versus  the  worsening  of  the  individual's  status  quo)  and,  according  to  whichever 
dominates, the effect is to accept or reject, respectively. 

The proffered option may represent an improvement on the status quo in certain respects and a decrement in 
other respects. The conflict, then, in an accept/reject decision is an approach/avoidance conflict, whether the 
gain is worth the cost. 

The conflict engendered by a choice between a pair of options may be classified by the corresponding pair of 
ambiences. If the options are from segments (2) and/or (3), the conflict is an approach/approach conflict. Both 
options have positive ambience, both represent an improvement on the status quo. But they represent different 
improvements in that each exceeds the other in qualitatively different ways; the conflict is essentially a tradeoff 
as to which is the greater good. 

If the options are from segments (1) and/or (4), the conflict is an avoidance/avoidance conflict. Both options 
have  negative  ambience,  both  represent  a  worsening of  the  status  quo.  But  they  represent  a  worsening in 
qualitatively different ways; the conflict is essentially a tradeoff as to which is the lesser evil. If the pair of 



options includes one with positive ambience and one with negative ambience, or if either of them is the status 
quo, it is an approach/avoidance conflict. 

The  logical  simplicity  and  psychological  meaningfulness  of  the  definitions  of  the  motivational  processes, 
approach and avoidance,  based on the sign of the preference  function  are  particularly  well  adapted  to  the 
classification of Type II conflicts as we shall see later and again in detail in Chapter 10. 

Different Type I conflicts may be expected to differ in the difficulty of resolving them, some hardly deserving 
the name of conflict, others perhaps requiring outside intervention to resolve. 

In the next chapter we discuss the possible implications that the structure of Type I conflicts may have for the 
relative difficulty of resolving them and suggest lines of research on Type I which could be fruitful in resolving 
Type II conflicts. 



Chapter 4
The Difficulty of Resolving Type I Conflicts: Research Suggestions and Conjectures

An individual, in making a choice between options, is resolving a conflict. When there is some structure on the 
options -- an ordering -- and some structure on the preference function -- a single peaked function -- then we 
may anticipate that some of the structural characteristics will affect the difficulty of making the decision that 
resolves a conflict, quite aside from substantive considerations. Some of these structural characteristics are the 
ambience of the options and the slope and intercepts of the preference function. The ambience of the options 
distinguishes  the  three  varieties  of  Type  I  conflict,  approach/approach,  approach/avoidance,  and 
avoidance/avoidance. 

If the role of these structural factors in determining the relative difficulty of resolving these varieties of Type I 
conflict was understood, then further research could be intelligently directed at controlling such factors with the 
intent of reducing the difficulty of resolving serious Type I conflicts. Furthermore, the possibility that such 
results would generalize to certain conflicts between individuals increases their importance. Structural effects 
on the difficulty of resolving conflict  are of interest  only if there are invariances in these effects  from one 
context to another. For example, it would be interesting to know that an individual choosing where to go for a 
vacation finds an approach/approach conflict easier to resolve than an approach/avoidance conflict. But it would 
be far more interesting if this were also true when deciding what car to buy. In the face of the infinite variety of 
such contexts in which conflicts may arise, it is only invariances that permit abstraction, the construction of 
theory,  and  the  emergence  of  a  science.  To  carry  this  a  step  further,  looking  ahead,  the  most  important 
invariances are those that would transfer from Type I to Type II and hold for a conflict between husband and 
wife and also between labor and management. 

In brief, our remarks that follow about possible structural effects on the difficulty of resolving Type I conflicts 
are intended to be independent of context (the absence of any formal well-defined structure on the infinite 
variety of contexts precludes our consideration of it). 

In  the following two sections  we propose such research.  In  the  first  section,  the role  of  ambience  and its 
possible relation to. other structural aspects is discussed, and, in the second section, the research is directed at 
controlling  ambience.  Research  is  sometimes  more  interesting  when results  are  anticipated  and even more 
interesting  when such expectations  fail  to materialize.  Partly  for that  reason and partly  because we find it 
irresistible, we anticipate some results and provide the reasons for expecting them. These conjectures are not 
logical consequences of this theory of the structure of conflict but must stand or fall on their own. They add 
spice. We offer them here in the hope of stimulating the empirical research that will sustain or reject them. 

The objective of such research is to seek systematic effects on the difficulty of resolving Type I conflicts that 
are attributable to the sign of the preference function and the sign of its slope at the locus of the option, and the 
interaction of these factors on the difficulty of choosing between pairs of options. 

4.1 The Effect of Ambience 

This discussion will be abstract and general, but we shall parallel it with a concrete example. For this purpose 
we shall let the eight options labeled a to h in Figure 9 from the previous chapter represent an efficient set of 
gambles ordered from left to right on two components, one with a proper utility function with positive slope and 
one with a proper utility function with negative slope. For simplicity let these be the only components on which 
the options differ. For example, let the options be monetary gambles and let the amount to win be increasing 
from a to h and the amount to lose worsening from a to h, with probabilities fixed. 



Any other two components could be chosen, for example amount to win as before and probability of winning 
decreasing from a to h. This could be done experimentally by fixing the probability of losing and the amount to 
lose and having a  third outcome of  zero which absorbed the residual  probability.  Clearly,  there  are  many 
experimental manipulations possible involving good things getting better and bad things getting worse or good 
things getting worse and bad things getting better. Good and bad options are essentially changes relative to the 
reference point of zero (i.e., the status quo) and so are not only relative but also variable due to the volatility of 
the status quo. For concreteness and rhetorical convenience in the examples to follow we will refer to the two 
components as yield and risk, or, as appropriate, gain and loss, both increasing from a to  h, and with utility 
functions  having  positive  slope  and  negative  slope,  respectively.  Neither  is  elemental  as  each  may  be 
compounded of outcomes and their probabilities in this context; but preference for each will be assumed to be 
monotone over the relevant interval for illustrative purposes. There is no loss of generality and the terms are 
simple and convenient. As mentioned earlier, we are going to discuss the relative difficulty of making a choice 
between pairs of options with same and different ambience. For convenience, we will designate the various 
kinds of pairs  with lower case Roman numerals,  which will  also identify  the paragraphs in  which each is 
discussed. 

a. Consider a pair of options under the same branch of the SPF but from different segments, for example, 
one from segment (1) and one from segment (2), or one from segment (3) and one from segment (4). We 
call such a pair of options a unilateral pair in that both options are under the same branch of the SPF 
(i.e., on the same side of the peak). 
An option with positive ambience  will  dominate  (in  preference)  an option with negative ambience. 
These choices might even be easier than those of whether to accept or reject an isolated option because 
the latter require comparison with the status quo, set at zero, whereas one option with positive ambience 
and one with negative ambience are more different from each other than either is from the status quo, 
making discrimination easier. There may also be some inertia making it difficult to abandon the status 
quo, further reinforced by the uncertainty usually associated with change.

b. An example of such a conflict would be the choice between options a and c (see Figure 9). Option a is 
one in which the low yield does not justify even the low risk, so a has negative ambience. Option c is 
one in which the greater yield does justify taking the somewhat larger risk than in a. So c has positive 
ambience. In a the risk is dominant and in c the yield is dominant. (It is understood, of course, that this is 
all  in the mind of the individual according to the assessment and aggregation of the components as 
reflected in the SPF.) 
A parallel scenario could be written for options e and g as another example of this class (i). 

c. Consider a unilateral pair of options drawn from the same segment, and with positive ambience, for 
example c and d from segment (2) or e and f from segment (3). 
In general, choice between options drawn from the same segment essentially requires discrimination in 
the sense that the tradeoff between the components is dominated by one of them, and it is the same one 
in both options. In this case the yield has dominated the risk because the ambience is positive for both 
options, more so for d than for c and more so for e than for f. The decision requires discriminating the 
relative dominance in the two options. We have here in c and d a pair of two acceptable options and one 
dominates the other in preference, so it would seem that the conflict would be a pleasure to face and 
resolve. The same would hold, of course, for the pair of options e and f from segment (3). 

d. Consider  a  unilateral  pair  of  options  drawn from the  same  segment,  but  a  segment  with  negative 
ambience, for example  a and  b from segment (1) or  g and  h from segment (4). Here again these are 
unilateral pairs from the same segment but the risk component dominates the yield component because 
they have negative ambience, so neither member of a pair is acceptable. 
We might anticipate that choice between options in such segments will be made with resistance and 
accepted with reluctance compared with choice between options in segment (2) or (3). 
l.  We turn now to consider bilateral pairs of options in which one member of the pair is under one 
branch of the SPF and the other member is under the other branch. We would anticipate that the simplest 
of these is that in which the ambience of the two options is different, one positive and one negative.



This is a situation much like that of class (i) except that  a complication has been added in that the 
options are under different branches of the SPF instead of the same branch. The example used in class (i) 
was between a and c. Now we will replace c with f. 
As pointed out before, a is an option with negative ambience because the low yield does not justify even 
its low level of risk. In the case of option f we have an option with high yield and high risk, somewhat 
beyond the individual's preferred level of exchange but still one in which the positive contribution of the 
high yield justifies the high risk. In a the risk is dominant. In f the yield is dominant, just as it was in c, 
but in c the individual is willing to take more risk to obtain more yield. In f the individual would prefer 
to take less yield in order to be exposed to less risk. 
We  anticipate  that  bilaterality  in  general  would  be  a  more  difficult  conflict  to  resolve  than  its 
corresponding unilateral match. There is some experimental evidence which supports such an inference 
in  that  bilateral  choices  tend  to  have  a  longer  latency  (  Greenberg,  1961),  and  tend  to  be  more 
inconsistent ( Coombs, 1958).

e. Consider next a bilateral pair of options with positive ambience, for example, one option from segment 
(2) and one from segment (3). We would anticipate a significant degree of conflict here compared with 
(iv). The conflict, for example could involve the choice between c and e, or between c and f, or d and e, 
or d and f. In each case the yield is sufficient to overcome the risk, as all options have positive ambience. 
But from c to e, for example, there is a comparatively large increment in yield and a large increment in 
risk. In the case of c the individual is motivated to take more risk for more yield if such an option were 
available, and in the case of e, the individual is motivated to take less yield if the risk were diminished 
sufficiently. So from c the individual is driven toward e and from e the individual is driven toward c. We 
would classify this as an approach/ approach conflict because both options have positive ambience. 
We anticipate that this conflict would be more difficult to resolve than case (ii) because in the latter 
case, in the options c and d, yield dominates risk in both and the comparison requires judging whether 
the increment in yield from c to d is worth the increment in risk. Indeed, because the peak is to the right 
of d in the figure, the individual would have preferred more yield with more risk, if not disproportionate 
(i.e., if not past the peak). The monotonicity makes this decision easier. 
But in the case of c versus e the increment in yield and the increment in risk bracket the ideal level and 
the conflict is between whether to go too far, e, or whether to not go far enough, c. Of course, c and e are 
more discriminable  than  c and  d on the scale  of options but  not  necessarily  more discriminable  in 
preference. 
All in all, however, it is a happy situation, no choice is bad, it's just a matter of which is best among 
desirable options (i.e., all options are good).

f. In contrast to case (v) consider a bilateral pair of options in which both options have negative ambience, 
for example, one from segment (1) and one from segment (4), say options b and h. In option b the very 
low level of risk is still too high for the very low level of yield and the option is unacceptable. In the 
case  of  option  h the  very  high  level  of  risk  dominates  the  very  high  level  of  yield  and  h also  is 
unacceptable. 
The increments in yield and in risk from b to h also bracket the ideal level of tradeoff in this efficient set. 
So one has nonmonotonicity and negative ambience. This conflict is an avoidance/avoidance conflict. 
Like case (iii), such a choice is apt to be made with resistance and accepted with reluctance but not 
necessarily; consider a parent faced with a demand for a ransom to free a kidnapped child.

In summary, our anticipations reflect the effect of three factors on the difficulty of resolving a Type I conflict. 
Difficulty is expected to increase with: 

1. options from the same segment rather than different segments 
2. negative ambience rather than positive 
3. nonmonotonicity rather than monotonicity. 

So  cases  (i),  (ii),  and  (iii)  should  be  increasingly  difficult  to  resolve;  cases  (iv),  (v),  and  (vi)  should  be 
increasingly difficult to resolve. Also, (iv) should be more difficult than (i), (v) more than 



Figure  10:  Conjoint  design  for  testing  power  requirements  (ii),  and  (vi)  more  than  (iii.).  All  of  these 
speculations are in need of experimental research. 

These three factors may be viewed as being generated by two general factors, the sign of the ambience and the 
laterality of the pair of options. These relations are portrayed in Figure 10 in a 3 × 2 experimental design. There 
are three levels of ambience as indicated and two levels of laterality. Each of the six cells corresponds to one of 
the six cases and the arrows indicate the direction of increasing difficulty according to our speculations. 

The figure reveals that the expectations are based on the hypothesis that under an SPF the difficulty of resolving 
Type  I  conflict,  other  things  being  equal  or  irrelevant,  can  be  decomposed  into  two  independent  factors, 
ambience  and  laterality,  because  all  parallel  arrows  point  in  the  same  direction  (Krantz,  Luce,  Suppes  & 
Tversky, 1971). 

Whether  these two factors  have additive  effects  or  interact  can only be partially  tested from these ordinal 
relations alone. A 3 × 3 design would be better. This is possible if we go beyond SPFs and include multipeaked 
preference functions. The latter are the rule in Type I conflict resolution and would introduce another column in 
Figure 10 that might be expected to be more difficult to resolve from the point of view of structure. This column 
would be generated by the dip between two successive peaks and would have pairs in all three rows of the 
figure. It would be generated by deliberately constructing a Pareto optimal but inefficient set of options such as 
illustrated in Figure 7. Speculation on the relative difficulty among these pairs is even more hazardous and will 
not be discussed further here. 

There are other comparisons between the cells of Figure 10 that are possible; these would reflect  tradeoffs 
between the two factors that would be interesting. Another question of interest is whether these relations are 
context bound and, if so, what characteristics distinguish the contexts. 

An unanswered question, of course, is what response measure should be used to indicate difficulty of decision: 
decision time, choice probabilities, ratings, galvanic skin responses, etc. That these might not agree is to be 
expected, an approach/ approach conflict may be a pleasure to prolong compared with an avoidance/ avoidance 
conflict and yet be rated easier. 



All of these considerations are empirical  issues and not crucial  to the theory of the structure of conflict  as 
developed here, so we refrain from further speculation. Hopefully, these expectations will prove to be wrong 
when tested because they seem commonsensical and so don't become interesting unless they are wrong. Another 
way of putting it is that if common sense is sustained empirically then any theory must satisfy it. And then the 
theories don't do any work. Theories are only discriminable  when they go beyond common sense or when 
common sense is contradicted. 

4.2 On Changing Ambience 

If it is correct that ambience is related to the difficulty of resolving Type I conflicts, then it would be useful to 
know not only what this relation might be but how to take advantage of it  by changing the ambience. Our 
expectation is that such knowledge will be at least as useful in reducing the difficulty of resolving Type II 
conflicts as well. 

There are two obvious points of attack to change the ambience of a conflict. These two points of attack are a 
consequence of the relation between the locus of the options on the scale of options, on the one hand, and 
certain characteristics of the preference function on the other, as illustrated in Figure 9. One point of attack is to 
manipulate the locus of the options vis-à-vis the SPF, the other is to change the "shape" of the preference 
function. 

The most important characteristics of a preference function, given that it is single peaked, are the location of the 
peak and the location of the zero points (initial positions) on the scale of options. The fact that the scale of 
options is only ordinal means that the shape of the SPF between peak and initial positions is arbitrary within the 
limits of preserving monotonicity. 

BLOOM COUNTY (Copyright 1987, Washington Post Writers Group. Reprinted with permission.) 
Figure 11: Effect of background variables

All the options between the initial positions represent an improvement on the status quo, and the peak indicates 
the best option. There are an unknown number of factors that enter into determining the locus of the peak and 
the initial positions. The status quo, for example, may include not only an option as part of one of the initial 
positions but also the effect of many other variables that are not, strictly speaking, unique to any option. We will 
call such variables background variables. 

As an example, consider an individual's utility functions for the yield and risk of a prospective investment. The 
individual's financial status and family responsibilities are background variables. An inheritance could change 
the parameters of the component utility functions, or, more precisely, the preference function, and hence the 
acceptability of a prospective investment. 

As  another  illustration  consider  an  individual  contemplating  having  a  child  or  having  another  child.  The 
individual has a status quo which includes not only the current number of children but background variables 
like health and attitudes of the spouse, economic status and prospects, etc. A change in health or financial 
position could change the locus of the peak but not the initial position that includes the status quo, the current 
number of children. Changes in the background variables could, however, change the locus of the other initial 
position, the unfolded image of the status quo, because such changes might also alter the assessment of the zero 



point.  The  important  thing  about  background variables  is  that  they  are  susceptible  to  outside  intervention 
independently of any option. The cartoon strip reproduced in Figure 11 is very apropos. 

Another  lever  by  which  the  preference  functions  can  be  changed  is  by  modifying  or  creating  options.  In 
principle, many efficient sets are possible in a domain and changing the set has the effect of changing the shape 
of the SPF without any change in the background variables. 

Figure 12: Tampering with the status quo

For example, introducing a new option that dominates one or more existing options, changes the apparent shape 
of the SPF. We will illustrate, shortly, how some of these effects have been or may be studied experimentally. 

In any specific instance the effect of a particular manipulation on an individual's preference function is a matter 
of that individual's taste and only someone intimately acquainted with the individual may hope to predict it 
accurately. For example, the effect of an inheritance may cause some individuals to become more conservative 
in  their  choice  of  investments  and  others  to  become  more  aggressive.  Consequently,  we  discuss  certain 
manipulations in abstract terms and the reader is warned that our illustrations, though hopefully reasonable, are 
precarious and not part of our central argument. 

A builder may choose to bid or not to bid on a contract but as his status quo deteriorates, almost any proposition 
is increasingly attractive. In general, it seems reasonable to anticipate that as the status quo degenerates, the 
initial positions become farther apart on the scale of options in the sense that options which had previously been 
unacceptable because of negative ambience may now find favor. We have illustrated such a possible effect with 
Figure 12. 

Two SPFs are shown in the figure, the dotted one suggesting the effect of a deterioration of the status quo that 
had no effect on the locus of the peak. In such a case the preference ordering could remain unchanged but the 
accept/reject threshold for the options would have shifted. If the change in the status quo affected one of the 
component utility functions more than the other, then the locus of the peak and the preference order would also 
be changed. 

Uncertainties about these effects reflect the lack of sufficient experimental study directed at isolating empirical 
regularities. There has been some related experimental work comparing unpaid volunteer subjects with subjects 
paid to participate in a gambling experiment. This might be interpreted as a manipulation of the status quo but 
the experiments don't analyze individual preference orderings and accept/reject data under the two conditions.



Figure 13: Tampering with the options

An  alternative  manipulation  is  a  change  in  the  options  instead  of  the  status  quo  of  the  individual.  The 
experimenter could add a positive increment to the outcomes in every gamble (i.e., "sweeten" the options). A 
possible effect of such a tampering is illustrated in Figure 13. Here the figure describes the effect as a vertical 
translation of the preference function. 

If this were the effect, the preference ordering would remain unchanged over the transformed options but every 
original option would be dominated by its transform, and the initial positions would be further apart. If the 
effect  of  the  increment  were relative  to  the  amount  to  win then  the  shape  of  the  SPF would be  changed 
systematically with respect to any fixed scale of options. 

Different experimental treatments like, perhaps, manipulating the status quo and manipulating the options, can 
be designed to be mathematically identical  in final outcomes, for example,  by paying the subject to play a 
gamble instead of sweetening the outcomes, but their effect on behavior may not be identical. If they are not the 
same in  their  effects  on preference  and acceptability,  then  regularities  in  their  differences  could  lead  to  a 
theoretical understanding that would be important for effective outside intervention. These manipulations are 
tools in the hands of a third party seeking a resolution to a Type II conflict, and predictability of their different 
effects can be advanced by experimental study of Type I conflict. 

Tversky and Kahneman (1986) refer to studies in which changes in prices may be framed as discounts or as 
surcharges. While rational economic considerations would consider them equivalent, psychological tendencies 
would not. Referring to work by Thaler (1980), they make the point that it is easier to forego a discount than to 
accept a surcharge because the same price difference is valued as a gain in the former case and as a loss in the 
latter. The credit card lobby is said to insist that any price difference between cash and credit card purchases 
should be labeled a cash discount rather than a credit surcharge. 

The empirical  study of preference reversals is an example of research in individual decision making which 
directly attacks issues potentially relevant to conflict resolution between individuals. It is not clear whether the 
empirical manipulations change the locus of the peak or the initial positions or whether there is some other 
explanation. But theoretical understanding of behavioral regularities are of importance because peaceful conflict 
resolution is dependent upon preference reversals. 

In this section on Type I conflict we have tried to make three points: one, that not a great deal is known about 
the shaping of preference functions beyond a phenomenological level, two, that there is sufficient structure and 
understanding of preferential choice to support systematic experimental study, and three, that such study would 
be of value to those social scientists, statesmen, and professionals concerned with conflict resolution. 

4.3 Concluding Remarks on Type I Theory 

The impetus for building this theory of single peaked preference functions was to provide a descriptive theory 
of a phenomenon that is sometimes characteristic of individual choice behavior. The behavioral  system we 
describe is compatible with prevailing views of such behavior and is well supported empirically; the mystery, 
then, is why is the phenomenon, single peakedness, so rare? 

Somewhat to our surprise, the answer we obtained was that the difficulty lay in the structure on the options. To 
ensure that  all preference functions were single peaked, given this  very simple description of a behavioral 
system, requires that the options satisfy certain conditions that in general can only be said to be unreasonable. 

Although the applicability of single peaked functions as a descriptive theory of individual preferential choice is 
limited, it is very suitable as normative theory for a certain type of conflict between individuals, as will shortly 
become apparent.  This remark does not imply that the environment of conflicts  between individuals is less 



complex than that within individuals. Rather, as will be seen, it is easy in principle to approximate, in certain 
essential  respects,  the  conditions  required  for  single  peakedness  in  a  conflict  between  two  parties,  an 
approximation that may be much more difficult to achieve in a Type I conflict. 

The best known normative model for preferential choice is the economic model for maximizing expected utility 
developed by von Neumann and Morgenstern ( 1947). This preference function does not satisfy the conditions 
for a proper preference function, and so would not necessarily yield a single peaked preference function in the 
presence of an efficient set. 

This is illustrated by the following example. Let p be the probability of winning and 1 - p be the probability of 
losing in a two-outcome gamble. Let  w be the amount to win and  I be the amount to lose. So  p and  w are 
attractive components, and  I is an unattractive component.  Let  I 1  = {p,  w} and let  I 2  = {l}. Consider the 
following points in pwl-space: x = (0, 0, 0), y = (1/3, 3, 3), z = (2/3, 6, 8). 

The set {x, y, z} is efficient with respect to the given partition, so a proper preference function would be single 
peaked on it. But E(x) = 0, E(y) = 1- 2 < 0, and E(z) = 4 - 8/3 > 0. So y has the smallest expected value of the 
three points and single peakedness is violated. This is not to say, of course that the existence of an SPF over an 
efficient set of risky options implies that maximizing an expectation is not the preference function. 

Maximizing an expectation, however, is unacceptable as a descriptive theory of individual preferential choice 
(see Schoemaker, 1982, for an extensive review of literature and, more recently, Tversky & Kahneman, 1986). 
Tversky and Kahneman demonstrate, with representative instances from a substantial body of research, that all 
the basic principles on which expectation maximization theories are based are violated by experiments on the 
formatting of options, for example, between positive and negative framing, (see Section 3.2.1 for an example). 
They make the point that their theory is "unabashedly" descriptive. 

It is clear from research on framing that the preferences of individuals for options that are formulated verbally 
can be biased in direction, such as risk averse versus risk seeking. Differential visual framing, sometimes called 
display effects, can also effect choice, but this has not been systematized as well as Tversky and Kahneman 
have done for verbal framing. A deeper understanding of these psychological considerations, and the factors 
that favor and inhibit their occurrence, would be very useful to those involved in seeking resolution of Type II 
conflicts. 

A suggested experimental paradigm for the study of such effects would be to construct an efficient set in one 
frame, say positive, and its corresponding set in a negative frame. Peaks and intercepts for an individual's SPF 
are readily parameterized (ordinally) and the effects of differential framing could be quantified without making 
questionable and untestable assumptions. The extension of Type I theory to Type II conflict involves screening 
for an optimal set of options and the outcome of the algorithm might depend on the framing of the options. 
Understanding of the factors inducing biases is of immense value in the construction of options in the first place 
and in the conduct of the negotiation itself.



Part II
Type II Conflict

conflict that arises between individuals because they want different things and have to settle for 
the same thing

Preview 

We begin in Chapter 5 with an example of the simplest case of a Type II conflict from the point of view of 
structure: the case in which a husband and wife are in conflict over the number of children they will have. This 
example is used to bring out the essential  correspondence between Type I and Type II conflict  in that  the 
opposing utility functions in a Type I conflict are in one head and in a Type II conflict they are in different 
heads. Then in Chapter 6 we discuss some of the problems that arise because the opposing utility functions are 
in different heads. 

We turn in Chapter 7 to a more complex Type II conflict, Edgeworth's economical calculus where the options 
can differ on two independent variables, and we use wages and amount of work as an example, as he did. In 
Chapter  8  very  complex  options  are  discussed  and  some  literature  on  the  problem of  contriving  them is 
surveyed. 

In Chapter 9 the construction of a totally ordered scale of options called the frontier of preference is described 
for  any  two-party  Type  II  conflict.  The  procedure  is  based  on  the  theory  of  single  peaked  functions  and 
minimizing compromise in a certain  precise sense.  We treat  two problems separately:  screening options to 
isolate an optimal set and selecting an option from that set.  The first lends itself to a rational solution; the 
second is for the most part a normative problem sensitive to judgment and opinion. Three aspects of the second 
problem, selecting an option, are discussed: the effect of multipeakedness on negotiation, some of the pros and 
cons of debate as a means of reaching a decision, and the process of negotiation itself. 

The frontier of preference is shown to converge on Edgeworth's contract curve and is a generalization of that 
notion to more complex options. We offer an ad hoc procedure for the extension and application of the frontier 
of preference to Type I conflict that might be useful in complex and difficult decision problems faced by an 
individual. We compare this structural approach to conflict resolution through the construction of the frontier of 
preference with the approach of classical game theory. 

Chapter  10 takes  up the classification  of  Type II  conflicts  based only on ordinal  structural  characteristics, 
extends the classification to as many as nine varieties, and discusses the relative difficulty of resolving them. In 
that chapter, we introduce a metric for the distance between adversaries in a Type II conflict. 

In Chapter 11, we discuss multiparty Type II conflicts in the context of election systems, one of the principal 
methods for resolving such conflicts. We review the jury system as a special form of an  election system and 
explore empirically an ad hoc extension of the frontier of preference to elections. 



Chapter  12  summarizes  Part  II,  reviews  the  correspondences  between  Type  I  and  Type  II  conflicts,  and 
discusses the basic characteristic that distinguishes Type II and Type III conflict. 



Chapter 5
Basic Concepts

5.1 Introduction to Type II Conflict 

Some conflicts arise between individuals because they want different things but must settle for the same thing, 
for example, a conflict between husband and wife over where to go for a vacation, between business partners 
over a new product, between tenant and landlord, between an employee and the boss, between heads of state at 
a summit meeting. The latter particularly captures attention. 

The early history of summit meetings and how they are distinguished from ordinary meetings between heads of 
state  is  offered by Wernick (  1986) in  an account  that  begins  with the summit  between Richard  the Lion 
Hearted, King of England, and Saladin, the Sultan of Egypt, ending with a treaty sworn to by both, in 1192, 
concluding the Third Crusade. Wernick characterizes a summit as

“. . . a meeting between the leaders of two or more rival or enemy Great Powers trying to satisfy their mutual 
demands and head off future conflict. ... rulers who are capable of making major decisions on the spot and have 
the authority to carry them out. ... In addition, summitteers must have a practical agenda, something agreed 
upon on which they can compromise.” (p. 58) 

Wernick continues 

“Richard and Saladin had separate missions, and the missions were irreconcilable. Richard's was to reconquer 
Palestine,  Saladin's  was  to  rid  it  of  invaders.  ...  But  they  were  realistic  politicians,  capable  of  a  realistic 
assessment of the situation. "Men of ours and yours have died," declared Richard, "the country is in ruins and 
events have entirely escaped anyone's control. Do you not believe that it is enough?... There must be an end to 
all this." 

The fact was, as both leaders had come to see, that neither side could win a decisive victory. (p. 60) 

It may seem lèse majesté to put such a conflict in the same class as that between a tenant and landlord or that 
between a husband and wife, but stripped of personalities, historical context, and the social milieu, the abstract 
structure is the same. And that is what we propose to show, along with the kinship of this type of conflict to that  
of Type I and the implications of that structure for the resolution of such conflicts. 

In  general,  so  long  as  the  parties  to  a  conflict  want  different  things  but  seek  a  single  option  among  the 
possibilities, one that is to hold for both of them, then the conflict is Type II. If, instead, they choose to go their 
own ways, then it either ceases to be a conflict or becomes a conflict of Type III. But that is another story, one 



we take up in Part III. In this chapter, we begin the analysis of Type II conflict by relating its structure to that of 
Type I. 

Understanding the structure of a Type I conflict within an individual gives us a grasp on the structure of conflict 
between  individuals.  The  definition  of  a  Type  I  conflict  is  one  in  which  an  individual  is  torn  between 
incompatible goals. This definition expresses the conception of an individual faced with a totally ordered set of 
options and having two kinds of utility functions over them, one with positive slopes and one with negative 
slopes, and both types concave down. The individual's preference is driven in one direction by one of the kinds 
of utility functions and in the other direction by the other kind of utility function. The individual is torn between 
incompatible goals because there is no single option that maximizes both kinds of utility functions and yet a 
single option must be chosen. 

The translation of this conception to the case of conflict between individuals who want different things and have 
to settle for the same thing is simple and obvious. We put the two kinds of utility functions in different heads 
and require that a single option from the totally ordered set of options be chosen for both of them. 

Figure 14: Family conflict over number of children

5.2 An Example: A Conflict Between Husband and Wife Over Number of Children 

We shall begin the discussion of Type II conflict with an example that is simple from a structural point of view, 
permitting the introduction of basic concepts with few complications.  Consider the conflict  that  may occur 
between a husband and wife on the issue of how many children they will have. The options are the natural 
numbers on the scale of options. In general, individuals have a single peaked preference function over that scale 
when the number of children is not confounded with a sex bias ( Coombs, Coombs, & McClelland, 1975). Two 
such functions are shown in Figure 14, for our example, with a current state of no children as the status quo, set 
at zero utility for both parties. For abstract purposes it matters not which party is the husband and which is the 
wife so we have labeled them A and B. 



The preference functions of the two parties include all background variables such as health, housing, finances, 
etc., as assessed by each party. 

Note that the SPFs have been drawn to the same scale. There is a subtle and complex problem arising here that 
has never been solved, the problem of interpersonal comparability of utility. We will postpone discussion of this 
problem to the next chapter. 

We see from the figure that A has a peak preference for 1 child and B a peak preference for 4 children. A's 
right-hand branch crosses the option scale between options 3 and 4 so that is the initial position equivalent in 
preference  to  the status  quo for  A.  A,  then,  has  positive  ambience  for  from 1 to  3  children  and negative 
ambience for 4 or more. B's right-hand branch crosses the option scale between options 5 and 6 and so has 
positive ambience for 1 to 5 children. 

Both parties prefer 1 child to none and both prefer 4 children to more; hence the conflict is only over the options 
1, 2, 3, or 4 children. Note that these are the options between the two peaks. 

We will call the segment of the scale of options that is bounded by the two peaks the viable options. The "inner" 
branches of the two SPFs, and only the inner branches, are in conflict over the viable options. A's right-hand 
branch has a negative slope and hence is a decreasing preference function over the options from 1 to 4; and B's 
left-hand branch has positive slope and hence is an increasing preference function. The preference orderings of 
the two parties are in agreement over all options on each side of the viable options. To the left of A's peak both 
preference functions have positive slope and to the right of B's peak both preference functions have negative 
slope. 

Over the options from 1 to 3, then, the conflict is an approach/approach conflict and over option 4 it is an 
approach avoidance conflict  in accordance with the classification of conflicts discussed in Section 3.3. The 
conflict  over  1  to  3  children  will  be the  likely  focus  of  negotiation,  perhaps,  being  an approach/approach 
conflict, rather than the conflict over 4 children, an approach/avoidance conflict. 

Consider a possible later development. The family has had its first child so the status quo is changed from zero 
to one child and,  of course,  the shapes of the SPFs may also have been changed by virtue of background 
variables. We suppose the situation to be that displayed in Figure 15. 

We see that A wants no more children -- the status quo is ideal for A and any departure from it has negative 
ambience -- and that B would now most prefer 2 but also regards 3 as an improvement on the status quo (i.e., B 
has positive ambience for 3 children). 



Both parties prefer 2 to more than 2, so the only viable options are the status quo or 2 children (i.e., one more 
child).  We  see  that  the  ambience  is  positive  for  B  but  negative  for  A,  and  so  the  conflict  is  an 
approach/avoidance conflict. 

We don't presume to resolve the conflict. Such a presumption, to know what is best for others, requires answers 
to such general questions as those raised in the next chapter and other issues outside the scope of this analysis. 
We wish merely to use these examples to reveal the basic underlying structure of a Type II conflict. 

Figure 15: Shall we have another? 

5.3 Structural Differences Between Type I and Type II Conflict 

The example we have been discussing brings out clearly the fundamental difference between the structures of 
Type I and Type II conflicts. In the Type II case, there exists a common totally ordered scale of options over 
which each adversary has an SPF. One branch from each of the two adversarial SPFs is taken to form the Type 
II conflict. If the peak of one party, say A, is to the left of the peak of party B, then only the right-hand branch 
of A's SPF and the left-hand branch of B's SPF are relevant, since both parties prefer the nearest peak to any 
option under an "outer" branch. It is convenient to refer to these as the inner branches of the adversarial SPFs. 
These branches, the one from A with negative slope, and the one from B with positive slope, characterize the 
Type II conflict in that the individuals want different things and must settle for the same thing. We see that the 
inner branch of each party's preference function in a Type II conflict plays the role of one of the opposing utility 
functions in a Type I conflict. 



Each inner branch has associated with it an approach or an avoidance tendency depending on the locus of the 
option. If for example, the left-hand branch of the SPF shown in Figure 9 were the inside branch, then the 
options in segment (1) would induce an avoidance process and the options in segment (2) an approach process 
because of their negative and positive ambience, respectively. If the right-hand branch of the SPF shown in 
Figure 9 were the inside branch, then the options in segment (3) would induce an approach process and those in 
segment (4) an avoidance process. 

Each viable option has two inner branches covering it, with an approach or an avoidance tendency associated 
with each. So each option may be classified as approach/approach, approach/avoidance, or avoidance/avoidance 
corresponding to whether its ambience is positive for both parties, positive for one only, or negative for both. 

We shall classify a Type II conflict over a pair of options each of which has approach/approach tendencies 
associated with it as an approach/approach Type II conflict. A Type II conflict over a pair of options each of 
which has avoidance/avoidance tendencies associated with it is an avoidance/avoidance Type II conflict. Any 
Type II conflict involving an option with an approach tendency associated with it from one adversary and an 
avoidance tendency associated with it from the other adversary will be classified as an approach/avoidance 
conflict,  regardless  of  whether  the  other  option  is  an  approach/approach,  an  approach/avoidance,  or  an 
avoidance/avoidance  option.  Further  refinement  of  the  classification  of  Type  II  conflicts  is  possible  and 
discussed in Chapter 10. 

In  Type II  we may not  have proper  utility  functions  but  just  ordinal  versions  of  them given by the inner 
branches.  The problem of  combining  these preference  functions  is  more complicated  because they are  not 
comparable, as they are when they are in the same head, and the combination rule that is available in one head 
is absent in Type II. In brief, the things to be combined are harder to work with and the rule of combination is 
harder to determine. These are the root differences between Type I and Type II and from them other, deeper 
problems emerge which significantly affect the resolution of a Type II conflict. 

These emergent problems are of two general types, one consisting of technical problems that lend themselves to 
acceptable rational answers and the other of normative problems, the answers to which are in part matters of 
opinion and judgment and consensus. These two types of problems will emerge repeatedly in Part II. 

One example of the technical problems is that of approximating an efficient set. In any particular conflict of 
either Type II or Type I, there need be no efficient set, but, as we shall see in Chapter 9, it is much easier to 
approximate one in Type II than in Type I. Another technical problem is due to the status quo in a Type II 
conflict being in two heads in contrast to Type I where it is only in one head. In our example of a conflict 
between husband and wife over number of children (Figure 14) we set the initial status quo at zero children for 
each party. But each party has background variables such as health, financial status, and family pressures which 
each party assesses independently. Hence the status quo of each SPF, unfolded, gives rise to initial positions 
which reflect these assessments. 



What  is  important  about  this  is  that  initial  positions  of  the  two  parties  may  be  subject  to  independent 
manipulation, in that a change in a background variable, for example, may have a positive effect on one party 
and a  negative  effect  on the other.  In a  Type I  conflict  the two initial  positions  are  almost  impossible  to 
manipulate independently. 

An example of normative problems that arise is that of the equitable distribution of gains and/or losses in the 
absence of unambiguous measures of contribution and/or blame. Fundamentally, there are abstract issues of 
fairness and justice which are almost  inevitable  in a Type II conflict  where sharing of gains and losses is 
inevitable, and resisted. 

These distinctions between Type I and Type II structure are reflected in their relative status as descriptive and 
normative theory. Type I theory, the theory of individual preferential choice, is intended as descriptive theory, a 
theory of how single peakedness may come about, and hence is falsifiable. It makes very strong predictions, 
which have been upheld empirically. It is not unreasonable that a good descriptive theory of human behavior 
should also have potential as normative theory, on the grounds that it has evolved under the principle that the 
fitter did survive. In this respect, Type I theory also has some easily recognizable normative characteristics such 
as those discussed in Chapter 2. 

When we seek to transfer the Type I model to Type II conflict, the structure appears to transfer only in certain 
respects. A critical problem is that of the lack of a suitable analogue for the proper preference function in Type I 
theory. The question in Type II theory is how to aggregate the two adversarial arms of SPFs from different 
heads to determine an optimal decision. A solution involves considerations that do not arise in the resolution of 
Type I, such as equity, fairness, justice, and power. Because some of these considerations are normative in 
character, we will distinguish between the rational analysis of the structure of Type II conflicts and what we 
offer as normative principles and procedures. The latter are matters of individual taste, consensus, or policy, are 
in the public domain, and hence are subject to change. 

We turn, now, to a discussion of some of these normative aspects. We regard these problems as unsolvable, in 
the  near  future,  at  least  in  any universally  acceptable  way.  However,  as  a  point  of  fact,  they  are  solved 
implicitly, in every instance in which a Type II conflict is resolved. Inasmuch as these are normative questions, 
answered by what society does in these instances, their study may reveal emerging principles for social ethics.



Chapter 6

Utility, Power, and Fairness

6.1 Utility 

In the case of a Type I conflict, we can think of the individual as having two or more proper utility functions 
which are aggregated into a total preference. If they are aggregated by a proper preference function and the 
scale of options is an efficient  set,  a single peaked preference function results.  An SPF makes possible an 
effective converging search mechanism for selecting the most preferred option, an optimum decision. 

In formally modeling this process, the utility for each component attribute is usually assumed to be measured on 
an interval  scale,  a numerical  representation in  which the zero point  and the unit  of  measurement  may be 
changed.  The  aggregation  of  these  utilities  is  then  accomplished  by  some  arithmetic  operations,  such  as 
addition. (The measurement status of the more general proper preference functions is similar.) 

When we try to transfer this mechanism to the Type II conflict,  two separate problems emerge. One is the 
problem of interpersonal comparability of preference (utility) and the other is the problem of fairness. The first 
problem is the comparability of the opposing preference scales; the second is the problem of aggregating these 
opposing preference scales (i.e., what to optimize). We will refer to this aggregation rule in a Type II conflict as 
a decision function. It plays the role of the preference function in a Type I conflict, that which aggregates the 
individual's  component  utility  functions,  a rule which is the individual's  answer to the question of what to 
optimize. 

Given our heuristic of imagining proper utility functions for elemental components, all other utility functions 
are  composites  or  aggregates  of  elemental  utility  functions,  and  are  the  formal  equivalent  of  empirically 
observed preferences. So the term "preference" is used when emphasis is on the empirical event and the term 
"utility"  is  used  when  the  emphasis  is  on  the  numerical  representation  based  on  formal  principles.  No 
commitment is implied to any particular empirical procedure for observing preferences nor to any particular 
representational model for measuring utility. 

In the case of Type I conflict we assume that neither problem exists. The first problem requires that preference 
be measured on a "difference scale." This is one in which an individual's scales may have different origins but 
the unit of measurement is the same (see Suppes & Zinnes, 1963). Such a scale permits the comparison of 
differences within an individual so that it may be said that an individual prefers a over b twice as much as he or 
she dislikes c more than d. In the case of a Type I conflict, the opposing scales are assumed to be the same 
because they are in one head and so comparability of units of measurement across attributes is a given, though 
in fact the difficulty of such comparisons undoubtedly contributes to the difficulty of making many choices. In a 
Type I conflict  the second problem is the individual's aggregation function, which is unknown but is often 
assumed, for simplicity and in the absence of any evidence to the contrary, to be a weighted additive function of 



the individual's utilities for the components. The individual is presumed to be able to decide for himself or 
herself what is a "fair" weighting of the opposing components in the weighted additive model. 

A psychological quantity like utility or preference may seem intuitively compelling but its logical basis is not 
transparent.  Logical justification is a matter  of constructing a representation theorem from a set of axioms. 
Then, if the axioms are not contradicted empirically and are otherwise acceptable, the numerical representation 
may be regarded as justified. 

No completely satisfactory justification for the measurement of an individual's utility exists. Von Neumann and 
Morgenstern ( 1947) provide a representation theorem that justifies measurement on an interval scale if its 
premises  hold.  Empirical  support  for  the  system  is  lacking;  there  are  systematic  failures  in  testing  the 
implications of the theorem and, indeed, in testing the individual principles on which the theorem depends (see 
Section 4.3). 

The trouble is well hidden. We first make the argument, which is somewhat technical, and then illustrate it with 
an  example.  The  measurement  of  preference  (i.e.,  utility)  is  on  an interval  scale  so  the  zero  point  of  the 
preference scale is arbitrary (and is usually assigned to the status quo). The transformations that preserve the 
meaning of an interval scale are the affine transformations (see glossary) so, if a change occurs in the status quo 
an affine transformation is assumed to accommodate it. If preference and, of course, its formal image, utility, 
are monotone with an ordered scale of options, then a change in the status quo with an affine transformation of 
the utility function preserves monotonicity between the utility function and the preference function and such 
transformations are justified, at least ordinally. 

If, however, preference is not monotone with an ordinal scale of options but, for example, is properly single 
peaked, then a change in the status quo and/or background variables may change the locus of the peak of the 
preference function and the loci of the points on the scale of options that correspond in preference to the status 
quo. If the loci of the peak and/or the intercepts of the preference function change, then the preference ordering 
may be changed nonmonotonically, some pairs of options may remain ordered the same in preference and some 
may become reversed in preference. These changes may occur with either unilateral or bilateral pairs; there is 
no simple correspondence. 

We illustrate this argument with Figure 16. There are two SPFs shown, each linear and symmetric over the 
same scale of options. The SPF on the left is the same as that in Figure 2(b) and the one on the right is obtained 
by a simple translation to the right, as if an improvement in the status quo had changed the preferences for all 
options as indicated in the figure.  The preference order is changed from  c d b a e to  d c e b a,  a  change 
involving three transpositions (i.e., three interchanges of two options). 

Options d and e have risen in the preference order and options c,  b, and a have been reduced in the ordering. 
These  nonmonotone  changes  in  the  preference  order  mean  that  the  change  in  the  status  quo  cannot  be 
represented by any monotone transformation of the utility measures. 



We will note here that not only is the preference order substantially changed but some other strange things 
appear  to have happened.  The most preferred option,  d,  is  less preferred than the previous most  preferred 
option, c, and the range of utility is changed. In view of the fact that all these changes take place in one head, it 
is tempting to infer that the increase in the status quo has made the individual less happy with the set of options 
as a whole, although two, d and e, have improved in preference. 

Such an inference is unsupported by the data however. To make such an inference, one would need, among 
other things, preferences 

(a) Translation of an SPF

(b) Nonmonotone change in the preference order

across the two I scales. (One would need to know, for example, whether option e under the new status quo is 
preferred to option a under the old status quo.) Whether  this  would be a useful question to ask,  however, 



depends on how rapidly the individual adapts to a change in the status quo and the reliability of memory traces 
for preferences. Furthermore, it is of course doubtful that a change in the status quo would translate an SPF so 
systematically as in this example. In any real case, a change in the status quo could be more disruptive, for 
example,  the SPF could lose its symmetry and its linearity with respect to that cardinal scale of options (a 
different cardinal scaling of the options would be required to restore symmetry and linearity, but the ordinal 
scale of options would be preserved if single peakedness is preserved by the change in the status quo). 

So in the presence of proper SPFs (or any preference function that is nonmonotone with a scale of options, or if 
no  total  ordering  of  the  options  exists),  an  affine  transformation  of  the  utility  function  is  inadmissible  in 
response to a change in the status quo and/or any relevant background variables. The utility function needs to be 
reconstructed empirically. 

To summarize the conclusion, if preference is not monotone with a totally ordered scale of options, then an 
affine transformation of the utility function in response to any change in the status quo or background variables 
need not preserve monotonicity between preference and utility. 

This criticism and consequent limitation of utility theory loses much of its force where the preference function 
is monotone with a total ordering of the options, as in the case of elemental components but also in the case of a 
few other more complex attributes. Money is the most common example, and, interestingly enough, it is the 
most common variable used in empirical  tests of the theory. If, furthermore,  the utility of money is linear, 
exponential, or a power function, each of which finds support (Pfanzagl, 1959; but see also, Krantz & Tversky, 
1965; Krantz et. al., 1971), then the ratio of the intervals would be preserved under translation or changes in 
unit, and there would be no evidence of the lack of generality of the theory. 

Preference  is  made  up  of  a  bundle  of  (elemental)  utility  functions,  and  if  the  composite  utility  (i.e.,  the 
preference function) is monotone with the components, all of which are isotonic (same ordered or reversed) 
with each other, then the approximation is close enough to be neglected in most practical cases, and difficult to 
assess experimentally. But if the composite is not isotonic with all components then tradeoffs must occur, and 
preference may be properly single peaked. Then a change in the status quo can shift the peak and destroy 
monotonicity between preference and utility, as we have shown. 

This is the reason we have abandoned the use of cardinal utility scales in Type I conflict, although we admit to 
their  practical  usefulness in certain  special  cases (e.g.,  where preference is monotone with the independent 
variable and where the status quo and background variables are stable over the relevant time span). But for 
theoretical purposes such as analyzing the structure of conflict and generalizing to conflict between individuals, 
an exceedingly dynamic domain, we find the assumption of cardinal utility (preference) scales indefensible. 

In place of cardinal utility (preference) we use ordinal utility (preference) which is very general and sufficiently 
strong for our purposes after we have strengthened it to a signed ordinal scale. Such a scale, incidentally, is an 
important kind of interpersonally comparable utility, discussed next. 



6.1.1 Interpersonal Comparability of Utility 

In the Type II conflict, the seriousness of the first problem, the problem of individual utility scales, escalates 
(like bad things generally) into the problem of interpersonal comparability of utility. That problem has been 
with us at least since the utilitarianism of Jeremy Bentham in the 18th century. His proposal for optimizing 
social decisions required measuring the utility of each member of the society for each alternative decision, and 
then aggregating them for each alternative to determine its social utility. 

This is the second problem, that of the aggregation rule. He proposed to sum up the individual utilities for each 
possible decision over the members of the society, then to choose that decision which would maximize the total 
welfare, on the principle that everyone should contribute equally to the total and on the principle that society 
should maximize the average (total) return. 

It  was  Bentham's  intent  to  weight  each  individual  equally  in  the  aggregation  rule,  but  that  is  somewhat 
ambiguous in that there are at least two meanings. It could mean requiring the same unit of measurement for the 
difference  scales  of  all  individuals  or  it  could  mean  that  individuals  are  to  contribute  equally  to  the  total 
variance of the social values of the options. 

This distinction is clarified here for readers not familiar with the statistical and measurement concepts that are 
involved because these are important for understanding the level of utility measurement we introduce.  It is 
intuitively evident that the greater the differences an individual perceives among a set of options the greater the 
range of that individual's utility scale would tend to be. If an individual saw little reason to prefer one option 
over another the corresponding scale of utility would tend to have a shorter range than if the individual saw 
greater reasons to prefer one option over another. 

But the range is not a very good measure of differences for most purposes. A more useful measure is the 
variance (see glossary), largely because of its algebraic properties. For example one can add the variances of 
individuals' scales to obtain the variance of the sum of their scales but you cannot add their ranges to get a total 
range. Furthermore, if an individual's scale were multiplied by 10, the variance of the scale would be multiplied 
by 10 and that individual would contribute 10 times as much variance to the total variance; that individual 
would, in effect, be weighted 10 times as much as an individual who had one tenth the variance. 

Note that the variance of an individual's scale (like its range) is independent of the origin, the zero point, that is, 
adding a constant (positive or negative) to a scale changes the origin correspondingly, but has no effect on the 
variance of the scale. But multiplying a scale is equivalent to changing the unit of measurement,  as in the 
familiar transformation from kilometers to miles, the numbers get smaller because the unit is larger. 



If weighting individuals equally means that they should contribute equally to the total variance, the distinctions 
made between options, then their scales can easily be transformed to the same variance before adding them. If 
weighting individuals equally means having the same unit of measurement, then we must have interpersonal 
comparability of utility for which there is no justification. 

There is no acceptable way known for individuals to communicate to others their utility for an option in the unit 
of measurement used by another individual. Indeed, the context of a Type II conflict is such that, even if one 
could, it is not in one's interests to do so. In a Type I conflict, any misrepresentation of either utility function 
could only lead to a less than optimal decision, never a better one. Individuals could hurt themselves because 
the peaks of their SPFs would be displaced. So individuals are induced to be truthful to themselves in resolving 
the conflict between their own adversarial utility functions. 

In contrast, in a Type II conflict, if either party truthfully reveals its utility function (the inner branch of the 
preference  function),  that  party  is  vulnerable  to  exploitation  by  the  other  party.  In  a  bargaining  situation 
between buyers and sellers, a typical Type II conflict, it is well known how much of a disadvantage it is to the 
buyers to reveal to the seller how interested they are in a purchase or, vice versa in a sale (i.e., the maximally 
acceptable buying price or minimally acceptable selling price). 

The second interpretation of Bentham's intent to weight each individual equally by contributing equally to the 
total variance of the social values, requires measurement of each individual's utility function on a difference 
scale but does not require interpersonal comparability of utility in the sense of a common unit of measurement--
quite the contrary. 

In this second sense, what is called for is multiplying the difference scale of each individual by an appropriate 
constant so that the variance of each individual's  scale of preferences over the options is the same. This is 
equivalent, of course, to changing the unit of measurement of each individual and hence differential weighting 
of individuals in the first sense. For example, individuals who did not differentiate between options, who said, 
in effect, they didn't care which option was chosen, are neglected in the social welfare because they have zero 
variance under any unit of measurement. 

This  social  welfare  function  has  the  advantage  of  not  requiring  an  interpersonally  comparable  unit  of 
measurement, which an additive rule would. Incidentally, we are not proposing this or any other social welfare 
function but illustrating some of the issues and some pros and cons. A partisan position on a social welfare 
function, aside from technical aspects, is a political issue and not within the province of this book. 

In general, the utilitarian principle of the greatest good for the greatest number may be effective as political 
rhetoric, but it is nearly vacuous as a guide to a social welfare function. This issue is discussed by Rescher 
(1966), who shows just how complex it is. 



In the absence of any empirical support for the logical requirements of interpersonal comparability of utility, a 
decision function dependent on it is not tenable. Hence, we conclude that interpersonal comparability of utility 
is  not useful in a conflict  situation and in this  context  it  is a mythical  problem, a "snare and a delusion," 
although an interesting academic exercise. 

One's everyday experience would seem to run counter to this conclusion; consider, for example, the agreement 
of huband and wife on their interpersonal comparisons of relative likes and dislikes. Narens and Luce (1983) 
examined this intuition formally and demonstrated "the existence of mechanisms that lead to total agreement 
about comparative preference without forcing any true intercomparability of utility" (p. 249). 

They show that  mechanisms  can exist  that,  under  suitable  social  conditions,  would satisfy the intuition  of 
ordinal intercomparability of utility without justifying cardinal intercomparability. Narens and Luce illustrate 
the sort of empirical constraint on ordinal intercomparability that would be required for the existence of true 
intercomparability.  This  constraint  would  require  that  an  individual  be  able  to  predict  the  ordinal 
intercomparability of two other individuals who have never met but with each of whom the first individual has 
ordinal intercomparability. They suggest, with good grounds, that the predicted comparability of our friends' 
preferences is violated. 

We have added to the ordinal scale of an individual's utility, an origin, a zero point, which we assign to the 
individual's status quo and which we identify behaviorally as a threshold between acceptance and rejection (see 
Section 3.1). We equate this threshold across individuals (i.e., we assume comparability of the zero point). The 
behavioral  principle  we  invoked  in  support  of  this  critical  and  strong  assumption  is  that  individuals  are 
motivated  to  improve  on their  status  quo and motivated  to  avoid  worsening  it  (i.e.,  this  is  the  distinction 
between approach and avoidance motivational processes). 

This is not, perhaps, intuitively compelling because we all know that individuals may like or dislike their status 
quo and it  would  seem that  the  utility  measure  assigned should  be  positive  or  negative,  correspondingly. 
Unfortunately, this is inaccessible in any meaningful and useful way. So we have abandoned it but adopted a 
common zero point defined behaviorally, and recognize and accept its volatility in response to the status quo, 
background variables, and strategic usefulness. This is interpersonal comparability of utility not in the sense of a 
common unit of measurement but in the sense of a common origin distinguishing positively and negatively 
signed preference, approach and avoidance behavioral processes, respectively. 

6.2 Power 

Of course Type II conflicts are resolved all the time, and one might wonder how comparability of utility can be 
avoided. From even casual observation, however, it would seem that decisions reflect the relative influence of 



the two parties, which has little to do with a mythical interpersonal comparability of utility but a great deal to do 
with the relative exercise of power. From the courtroom, to the legislature, to a family decision as to where to 
go for a picnic, persuasiveness and willingness to yield are important factors influencing the resolution of the 
conflict. 

To illustrate the difference between comparability of utility and comparability of power, take two examples. 
First, consider the simple Type I conflict of an individual deciding whether to accept an investment opportunity. 
The individual is attracted by the potential yield and repelled by the potential loss. The individual has a positive 
and increasing utility function for yield, which is satiating, and a negative and decreasing utility function for 
loss, which is escalating. Their relative magnitude on the respective utility scales, both in one head, leads to a 
judgment, pro or con the investment. We assume this conflict is resolved on the basis of comparability of the 
utility scales and their relative importance (weights) in the individual's mind. 

Now consider the parallel conflict in a Type II context. Individual A works for B and asks for a raise. Individual 
A has a positive and increasing utility function for the amount of the raise, and it is satiating. Individual B has a 
negative and decreasing utility for a raise, and it is escalating. Comparison of their respective utility functions is 
not the path to resolving this conflict. A is the weaker as B has the power of decision unless A can exercise 
some power, for example, by threatening to quit. The effectiveness of that depends on how seriously B takes the 
threat and its consequences. 

The process of negotiating a raise is the process by which the participants exercise their power to influence the 
decision. When the process is stalemated or threatening to escalate, it is common to turn to a third party, chosen 
to be disinterested and fair, among other attributes. The presumption is that the different utility functions of the 
disputants can be put into the head of one individual (i.e., transforming the conflict from Type II to Type I) and 
that the individual's judgment can be optimal. 

But  even  here,  the  problem of  a  proper  preference  function  still  emerges.  In  a  pure  Type  I  conflict,  the 
individual is motivated to do the best for himself or herself, a single entity. A Type II conflict transformed into a 
Type I involves a different problem, not necessarily to maximize the total utility of the adversaries combined, 
but to achieve a "fair" distribution of utility between them. Even if interpersonal comparability of utility were 
conceptually acceptable and practically available (i.e., operationalizable), this problem would remain. 

To reveal some of the depth and complexity of the problem, we discuss in the next section two simple models 
that might seem at first as reasonable attempts at fairness and yet are quite different in their consequences. 

6.3 Fairness 



It  is evident from even a cursory review of the literature  that  the heart  of the problem of fairness may be 
formulated in terms of how to determine the disparity in distribution if it seems called for. Certainly, if two 
parties are equal in all respects, such as in contribution, need, wealth, power, etc., the consensus is that an equal 
share seems inherently fair. It is when parties differ in these components that differences in shares may appear 
defensible, to one if not the other. 

Fairness is a human concept in the sense that it does not exist in nature. There are no observations that can be 
made of natural phenomena that imply fairness or justice. It is a human concept just like the concept of risk. It is 
in the mind of the beholder, and what is in the mind of one is not necessarily in the mind of another. Fairness 
can be defined in any way one chooses, to mean whatever one wants it to mean. This point of view is illustrated 
in the papers by Pazner ( 1977) and Daniel ( 1978) in which a division is considered fair if the people involved 
agree that it is fair. 

One  way  to  approach  such  a  problem is  to  lay  down some basic  principles  intended  to  be  more  or  less 
acceptable and to derive a rule or model which follows as a logical consequence of the principles. This was the 
pattern in which information theory, signal detectability theory, game theory, and social choice theory were all 
developed;  they are all  normative theories that  have been of immense importance in behavioral  and social 
science. 

Unfortunately,  this  approach  may  run  into  difficulties  in  that  desirable  principles  may  be  found  to  be 
incompatible  (as in social  choice theory,  Arrow, 1963). Consider  the following scenarios in the context of 
fairness as examples. It may be argued that a man and a woman doing the same job should get the same salary 
because their contributions are the same: the principle of equal pay for equal work. It may also be argued that an 
individual who is the sole support of a family should get a higher salary than one whose responsibility is less. 
But we see that the principle of equal pay for equal work is violated by this principle of more pay for the same 
work if responsible for others. 

This approach, from the top down or the general to the specific, proceeding from fundamental principles to a 
solution,  is  particularly  congenial  to  economists,  mathematicians,  and legal  philosophers;  see,  for example, 
Raiffa (1982), Varian (1974, 1976), Rawls (1971), Rescher (1966), Nash (1950), and Daniel (1978). As just 
illustrated,  the  problem  is  difficult  if  principles  which  are  acceptable  in  isolation  are  incompatible. 
Consequently, any solution must favor some principles and require others to yield. Thus, there can be different 
solutions to the same conflict, all defensible by acceptable principles, but incompatible and in violation of other 
acceptable principles. It is easier to agree on principles where the consequences are not all evident than it is to 
agree on solutions when it is clear whose ox is being gored. 

Another approach, which we will refer to as being built from the bottom up, is more pragmatic, and that is to 
study the consensus of fairness judgments on distributions varying in a controlled and systematic manner and 
using subjects  with no vested interest.  This approach is congenial  to psychologists, who are more oriented 
toward descriptive theory than normative, generally speaking, (there are, of course, many exceptions). In this 
approach  the  experimenter  seeks  regularities  in  the  data  which  may,  with  some  insight,  suggest  general 



principles.  (See Walster, Walster,  & Berscheid, 1978, for a review of empirical  literature on equity and an 
attempt in this direction.) 

Nontrivial regularities in the tradeoffs are important for theoretical purposes, and they are usually obscured by 
monotonic effects, which are of little interest for that purpose; thus, it helps to anticipate them and know where 
to look. A priori descriptive models are frequently used for this purpose, and we describe two possibilities. 

Let  there  be  two parties,  A and B,  each  of  whom can claim  a  share  of  some positive  outcome  or  share 
responsibility for some deficit. We consider the case in which there are two factors for claiming a share, and for 
convenience we will refer to them as contribution and need. Let A's relative contribution be p 1 and relative need 
be p 2 where 0 ≤ pi ≤ 1. So the corresponding parameters for B are 1 - p 1 and 1 - p 2. 

The basic problem in fairness may be formulated in terms of how to handle disparity in distribution (and/or 
concession) if it seems called for. There are two obvious simple models, one basically additive and the other 
multiplicative. 

Model 1 is an additive model. The individual gets a share equal to the average of the inputs. This model is one 
possible extension to two factors of the equity principle proposed by Aristotle: the shares of two parties should 
be in the same ratio as their contributions ( Ross, 1966). 

Letting  S(A)  represent  A's  proportionate  share,
S(A) = 1/2(p 1 + p 2 ). 

In this model one's share is proportional to the sum of one's inputs. It is also equivalent to getting a share equal 
to  the  product  of  the  inputs  and  splitting  the  remainder  equally,
S(A) = p 1 p 2 + 1/2(1 - p 1 p 2 - (1 - p 1 )(1 - p 2 )) 

Instead of getting a share equal to the product of one's inputs and then splitting the remainder  equally,  an 
obvious alternative is to split the remainder in the same proportion. In this case one's share is equal to the 
product of one's inputs resealed, and we have Model 2. 

Model 2 is a multiplicative model. The individual's share is a function of the product of the inputs.



Table 1 contains S(A) according to Model 1 for various values of p 1  and p 2. S(B), of course, is 1 - S(A). The 
table is symmetric about the diagonal because of the symmetric treatment of the variables.

p 2 = Need p 1 = Contribution 
0.0 .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00 

0.0 0.0 .05 .10 .15 .20 .25 .30 .35 .40 .45 .50
.1 .10 .15 .20 .25 .30 .35 .40 .45 .50 .55
.2 .20 .25 .30 .35 .40 .45 .50 .55 .60
.3 .30 .35 .40 .45 .50 .55 .60 .65
.4 .40 .45 .50 .55 .60 .65 .70
.5 .50 .55 .60 .65 .70 .75
.6 .60 .65 .70 .75 .80
.7 .70 .75 .80 .85
.8 .80 .85 .90
.9 .90 .95 
1.0 1.00 
Table 1: A's fair share under model 1 

A's share under this model is also displayed in Figure 17. The abscissa is A's relative contribution and the 
ordinate is A's share according to the line representing A's need. 

We see from Table 1 and Figure 17 that the model is linear. Each parameter,  p 1  and p 2, contributes half its 
value to the share. Thus, if individuals make no contribution, they get a share equal to half their relative need. 
And in the absence of any need, the share is half the relative contribution. If only one parameter were relevant, 
say p 1, as in a business venture in which need is disregarded or if the two parameters were equal, p 1 = p 2 = p, 
then A's share is equal to p. If contribution and need are complementary the two parties share equally. 

Table 2 and Figure 18 present S(A) for Model 2 as a function of p 1 and p 2. Figure 18 shows that this model is 
nonlinear in its treatment of disparity in distribution. It is much more sensitive to departures from a norm of 
"equal shares for equal inputs" compared with Model 1. 

Being below .5 has a disproportionately depressing effect and being above .5 has a disproportionately rewarding 
effect; these effects are symmetric. If the departures from .5 are complementary, they balance out and the shares 
are equal. 

As in Model 1, if an individual's contribution and need are complementary, then so are those of the other party 
and they share equally. If only one parameter were relevant, then the share is equal to that parameter, as in 
Model 1. 



Both models are readily generalized to more than two parties and more than two parameters, and more general 
forms could include monotone transformations or weights on the parameters. The parameters were identified 
here as  contribution  and need,  but they could  be given other  interpretations.  Need,  for example,  could be 
interpreted as wealth or power. Deutsch ( 1974) lists nine different inputs to fairness, each of which has been 
used by one or more societies at one time or another, and Reis ( 1984) offers 17. 

Figure 17: A's share under model 1

These models are discussed, not in the expectation that either will reflect consensus, but rather to dramatize the 
differences that can appear from rather modest changes in the conceptualization.  This makes the bottom-up 
approach,  when  it  seeks  a  meaningful  conceptualization  from  empirical  curve  fitting,  very  difficult  and 
precarious. 

Much psychological research has already been done in this area under the rubric of equity theory (Adams, 1965; 
Anderson, 1976; Harris & Joyce, 1980; Mellars, 1982; Messick & Cook, 1983; Walster et al., 1978). Consensus 
among subjects as to what is a fair distribution is not as high when there is more than one factor affecting 
fairness. For example, what is judged as a fair proportionate share not only depends on inputs but on how much 
there is to divide up (Mellars, 1982). Such results are incompatible with models that are form ulated only in 
terms of proportions, such as Models I and II, and do not take absolute quantities into account. 

Need
p 2 

Contribution
p 1 

0.0 .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00 
0.0 0.0 .05 .10 .15 .20 .25 .30 .35 .40 .45 .50
.1 .10 .15 .20 .25 .30 .35 .40 .45 .50 .55
.2 .20 .25 .30 .35 .40 .45 .50 .55 .60
.3 .30 .35 .40 .45 .50 .55 .60 .65
.4 .40 .45 .50 .55 .60 .65 .70
.5 .50 .55 .60 .65 .70 .75
.6 .60 .65 .70 .75 .80



Need
p 2 

Contribution
p 1 

.7 .70 .75 .80 .85

.8 .80 .85 .90

.9 .90 .95 
1.0 1.00 
Table 2: A's fair share under model 2 

There is a metatheoretic principle lurking in the background here which may have relevance to the concept of 
fairness. There are instances in which human judgment is better represented by a "rotation" of variables. The 
simplest example is seen in adjusting the two faucets of a shower, one for cold water and one for hot water. The 
individual manipulates these control variables to achieve a satisfactory volume and temperature, essentially a 
rotation to a sum and a "difference." 

A more complex example is that of a preference for a family of some number of sons and some number of 
daughters. A model based on an SPF over the number of boys plus an SPF over the number of girls  rarely 
accounted for the preference order over family composites in studies in numerous countries around the world. 
An alternative  model  based  on  an  SPF over  the  total  number  of  children  plus  an SPF over  the  algebraic 
difference between the number of boys and girls was overwhelmingly superior to it and to a number of other 
alternative models, and was very satisfactory (Coombs L. C., 1976). This, again, is an instance in which the 
relevant psychological variables are obtained by something like a rotation to a sum and difference, a size of 
family preference and a sex bias (see Coombs, Coombs, & McClelland, 1975). 

When the rotational principle is at work, an experiment which focuses on one (unrotated) variable with the other 
fixed may yield results which are highly context bound. In such a case, interpretation of the experimental results 
is limited to a special case and of no general theoretical import. 



Figure 18: A's share under model 2

Rescher ( 1966), in his book on distributive justice, makes a similar point, as do Walton and McKersie (1965) in 
their analysis of the behavioral processes involved in bargaining. 

All of this discussion is relevant to the problem of fairness and justice, both of which are human concepts. 
Justice, in the narrow sense, is identified with fairness and, in the wider sense, with the general good. The 
former is related to the pattern of distribution and the latter to the total amount to be distributed. 

Rawls treats fairness as the more fundamental conception, and Rescher regards justice as the more fundamental. 
These matters are important to a society if there is a trade-off between them or a cause and effect relation 
between inputs and outputs. The distinction is illustrated in Figure 19. 

The illustration is greatly simplified to bring out the critical distinction they make. We consider only one factor, 
the contribution 



Figure 19: The distinction between fairness and justice

of each party, and neglect how qualitatively different contributions are to be measured on a common scale, as 
well as all other factors like need, power, etc., that might be regarded as relevant. Almost everyone agrees in 
such a case that it is fair for individuals who make equal contributions to share equally, and this is illustrated on 
the left side of the figure. On the right side of the figure we have a situation in which the total is increased by an 
unequal distribution, perhaps by encouraging invention, which brings advantages to all as everyone gets more 
than before. A preference for the society portrayed on the right may be seen as preferring to swim in a bigger 
pond in which one loses relatively but gains in absolute terms (i.e., subordinating envy to cupidity). Again, the 
suggestion is that the relevant variables may be a sum and difference mediating attitudes toward fairness. 

A related framing of this same problem is that of the distribution of wealth in a society if there is a relation 
between the mean and the variance. This relation, of course, may not be monotone but single peaked in the 
sense that at any given level of the total wealth there is an optimum level of variance that encourages growth 
and development or whatever the society values. When put in these terms, other parameters of the distribution 
such as bounds and skewness come to mind. 

Empirical research on fairness is oriented toward seeking regularities in the judgments of people about fairness, 
with a view to formulating descriptive laws. For our immediate purposes, we used models 1 and 2 merely to 
show how reasonable principles can be quite different in their effects. The empirical approach, from the bottom 
up, reveals the sensitivity of the data to context and hence the narrowness of the domain to which any empirical 
generalization applies. An excellent discussion of the limitations of most of the empirical research on equity and 
fairness, one which exposes their conceptual complexity, is contained in Camerer and MacCrimmon (1983). 

With (empirical) consensus low and with principles in conflict, convergence of research on fairness from the 
top down and from the bottom up may be a long time coming. 



The  concept  of  fairness,  being  a  human  conception,  could  emerge  from consensus  based  on  observation, 
experience, and abstraction. For this reason empirical descriptive research such as that just described has value. 
However,  psychological  research  on  the  concept  of  equity  has  been  mostly  confined  to  the  problem  of 
distributing or sharing a divisible product like profit or loss. The concept of fairness (and justice) goes beyond 
that, as we have just seen, and this is one of the reasons why research on normative principles is so important. 

Consider, for example, Type II conflicts such as those between environmentalists and developers, tenants and 
landlords, or refugees and host countries. In such cases the concept of equity may not apply in the sense of 
sharing a product. Instead, as we shall see in Chapter 9, such conflicts may be reduced to a set of options 
ordered in one direction by one party and in the reverse direction by the other party. 

Suppose, for example, that there are three options, x, y, z, and the status quo, sq. Suppose that party A has the 
preference order x, sq, y, z and party B has the preference order z, sq, y, x. The option y has negative ambience 
for both because the status quo is set at zero, but the conflict between x and z is severe as each is the first choice 
of one and the last choice of the other. Obtaining consensus on what is fair, or on whose rights are greater or 
less, or which principles to accede to and which to violate, is not likely. But if the status quo of both parties 
deteriorates enough to give  y positive ambience for both parties it becomes an acceptable resolution. This is 
why the study of reshaping preference functions was introduced (see Section 4.2). 

Conflicts between principles occur in Type I as well as Type II and are, perhaps, the most difficult of all to 
resolve as there is usually no compromise or tradeoff possible. For example,  a surgeon may be faced with 
saving the life of a mother or an unborn child.  Consensus on conventions in such cases can immeasurably 
reduce the pain of such conflicts and make it bearable. 

The problem of distributive justice has been introduced here because of its relevance to the selection of the 
option that resolves a conflict,  the subject of Section 9.2. Any simple formula, such as one finds in equity 
theory,  is  only  possible  when  contributions  entitling  a  party  to  a  share  are  in  the  same  "coinage"  as  the 
outcomes, as in the case of profits and loss in a business venture. But in the case of different inputs, as when 
one partner contributes money and the other partner management, the assessment of relative contribution is 
itself an issue. 

An instance of the empirical work on this problem is a study of van Avermaet (1975) in which subject A works, 
for example, 90 minutes and accomplishes three units; and subject B works 45 minutes and accomplishes six 
units. A (or B) is asked to distribute (divide) the payment. Each does it "equitably" -- but with an egocentric 
bias, emphasizing the dimension that benefits him or her. A number of studies of biases in fairness judgments 
are reviewed in Messick and Sentis (1983). 

When, and if, the problem of measuring relative contributions is resolved, the formula for disbursements is still 
an open question, as we have tried to suggest with models 1 and 2. Broader issues arise in this decision, such as 
the  motivational  implications  and  the  impact  on  society.  A  disproportionate  distribution  is  increasingly 



motivating to venture capital, innovation, and entrepreneurship, but it encourages competition, exploitation, and 
potential  unrest. A tradeoff is inevitable and what is best for a society in the short or long run is an open 
question. The human relations, the economics, the politics, and the ideology of a society are shaped by and 
reflected in such decisions. 

Furby  (1986)  discusses  these  same  issues  and  much  relevant  literature,  pointing  out  that  there  are  two 
orientations to the issues of justice or fairness that have been recognized. One is a view of justice or fairness 
from an impersonal, impartial orientation, and the other is from a more personalized one in terms of an ethic of 
care and responsibility for others. 

These two orientations might also be recognizable when formulated as a social or public orientation on the one 
hand versus a private or self-interest orientation on the other. The first is the greater good of the whole at greater 
cost  to one; the second is  the greater good of one at  slight cost  to the whole.  Dawes points  out (personal 
communication) that these two orientations are polarized in such games as the N-person Prisoner's Dilemma. 

Our own point of view is that this entire domain is rampant with semantic uncertainty and ambiguity; that this 
state reflects the fact that one's concept of justice is an outgrowth of social interaction, a product of experience, 
and whether one is the actor or the observer. Because the social milieu is not static but constantly changing, as 
what is new and valued becomes commonplace, criteria and standards of distributive justice may be expected to 
change, more rapidly, perhaps, in their particularities, more slowly in their universalities. 

We may put the problem of fairness in perspective in another way. When two individuals disagree on which of 
two tones is louder or which of two lights is brighter, one of them is wrong; nature provides an independent 
measure.  When  two individuals  disagree  on  their  preference  between  two  colors  or  between  two  musical 
compositions,  we can believe that neither  is  wrong. Nature does not tell  us which color or which musical 
composition should be preferred. 

Judgments of fairness are of the same kind. A split or division no more has a "fairness" attached to it than a 
color has a "preference" attached to it. 

From such a perspective, a universal measure of fairness is not the problem. Sometimes, in such cases, the 
difficulty should be circumvented rather than met head on. N. R. F. Maier (1952), in his work with employee 
dissatisfaction,  emphasized  the  importance  of  employees'  participation  in  the  decision  process  to  their 
acceptability  of  the  decision.  The  recognition  that  an important  part  of  the  determinant  of  how "just"  the 
resolution  of  a  conflict  is,  actually  lies  in  the  control  of  the  process  by which  a  conflict  is  resolved,  has 
important implications for the peaceful resolution of conflicts (Lind, Lessik, & Conlon, 1983; Rescher, 1966; 
Thibaut  &  Walker,  1975,  1978).  A  distinction  is  made  between  process  control  and  decision  control.  In 
negotiation, for example, both the procedure by which a decision is reached and the decision itself are under the 
control of the disputants. Binding arbitration, in contrast, puts the decision in the hands of a third party, but the 



procedure which controls the input of information and evidence is in the hands of the disputants and affects the 
acceptability of the decision. 

This distinction suggests that research on the role of process control and its effect on the perception of justice 
would have more immediate and useful implications than seeking a formula for selecting a just or equitable 
decision. Our interest in the problem of justice and fairness may be profitably directed toward what makes a 
decision, a compromise, more acceptable. 



Chapter 7
Edgeworth's Economical Calculus

We introduced some basic concepts of Type II conflict with the example of a husband and wife in conflict over 
number of children, an example in which a totally ordered set of options is naturally available. This permitted us 
to direct attention exclusively to the antagonists and contrast what they bring to the Type II conflict situation to 
what the individual brings to Type I conflict. We then discussed in the last chapter some special problems that 
arise which do not arise in a Type I conflict. 

We direct our attention now to the other aspect of the Type II conflict,  the structure on the alternatives or 
options. It is, of course, not to be expected that a totally ordered set of options will be naturally available. A first 
and simple step toward increased complexity is that of a two-dimensional space of options. Edgeworth, part of 
whose work we shall shortly review, made a major contribution over 100 years ago by showing that, under 
certain plausible conditions in this two-dimensional case, there is a one-dimensional, totally ordered subset of 
options from which the final choice should be made. Any option not in this one-dimensional set is worse for at 
least one party, and no better for the other, than another option in the set. 

Edgeworth, an English barrister and economist, introduced in 1882 what he called "economical calculus" using 
the problem of drawing up a contract between two parties exchanging commodities, such as work and wages. 
We will summarize his analysis and draw the parallel between it and Type I conflict within an individual. 



Figure 20: Edgeworth's economical calculus

7.1 Edgeworth's Scale of Options for Negotiation 

Edgeworth proposed two laws, one he called a law of decreasing utility, and the other a law of increasing labor. 
How these come together in an exchange situation is illustrated by the sequence of panels in Figure 20. 

In the panel at the upper left, the exchange situation is portrayed from the point of view of the prospective 
employee. The curves represent indifference curves of the employee. Their shape reflects the assumptions that 
the employee would always prefer to work less for a given wage and would always prefer higher wages for a 
given amount of work, as indicated by the horizontal and vertical arrows, respectively. The law of decreasing 
utility  and  the  law  of  increasing  labor  result  in  the  indifference  curves  being  positively  accelerated.  The 
indifference curve labeled 10 is the curve through "no contract" and all other contracts equivalent to no contract 



in the view of the employee. It is the employee's boundary for making a contract. Any contract to the right of 
that indifference curve would be tantamount to working for nothing. 

In the panel at the upper right, the exchange situation is portrayed from the point of view of the prospective 
employer. For the employer, the situation is reversed, work is "good" and wages are "bad." At any fixed wage 
the employer would always prefer more work to less, and for any fixed amount of work, would prefer to pay 
less rather than more, as indicated by the horizontal and vertical arrows, respectively. The indifference curve 
labeled  m 0  is the employer's boundary for making a contract. Any contract to the left of that curve would be 
tantamount to paying wages for no work. 

When these two sets of indifference curves are superimposed, as in the lower panel, each indifference curve of 
one party is tangent to a unique indifference curve of the other party, and the curve consisting of the points of 
tangency Edgeworth called the contract curve. 

The point where two indifference curves are tangent represents, for each party, the option it prefers among those 
on  the  other  party's  indifference  curve.  This  follows  from the  shapes  of  the  curves  and  the  directions  of 
increasing preference, as determined by the laws of decreasing utility and increasing labor. A point not on the 
contract curve, therefore, corresponds to a contract that could be improved for one party without worsening it 
for the other (i.e., it could be replaced by a contract that is on the same indifference curve of one of the parties 
but  that  is  preferred  by  the  other  party).  Edgeworth  concluded that  the  final  contract  agreed  upon should 
correspond to a point on the contract curve. 

The initial positions of the employer and employee on this contract curve are labeled ip M and ip L, respectively. 
The point ip  M is, for the employer, a contract equivalent in utility to no work, no pay, so the employer would 
prefer any contract on the contract curve to the right of that point. The point ip L is, for the employee, a contract 
equivalent in utility to no work, no pay, so the worker would prefer any contract on the contract curve to the left 
of that point. Note that both parties' preferences are monotone on the contract curve, but in opposite directions. 
Any point on this contract curve between these initial positions would make both parties better off, but each 
party prefers to be nearer the other's initial position. 

The space of options is two-dimensional and the contract curve is a one-dimensional piece of it. There are an 
infinite number of one-dimensional pieces and the contract curve is the optimal one. It is optimal because, for 
the reasons just indicated, the contract at a point of tangency is the most preferred contract by one party from 
among all the contracts on the indifference curve of the other party through it. The contract curve intersects 
each indifference curve of one party at the option the other party likes best. 

Although the contract curve is the optimal set of options, it is not an efficient set. It is not hard to see that the 
laws of decreasing utility and increasing labor imply that the contract curve runs from high wages/low-work to 
low-wages/high-work, with wages decreasing with increasing work along the curve. The employee's preference 
decreases and the employer's preference increases as wages decrease and work increases. This implies that for 



each party there is one option on the contract curve that dominates all the others, in the sense that it is better in 
both wages and work. Hence, the contract curve is not even a Pareto optimal set for either party, and so it 
cannot be an efficient set either. 

For the contract curve to be a Pareto optimal set, it would have to be ordered the same (not reversed) on work 
and wages. If both were increasing, then for each party the set would be Pareto optimal in that, for any pair of 
options each is better than the other in some respect. 

There is another view of the structure, however, and that is to regard the preference orderings of the two parties 
over the contract curve as the two components, and not the amounts of work and wages. Then, from the point of 
view of a third party, the set is Pareto optimal because of any two options, one favors one party while the other 
favors the other party. 

But, even from this point of view the set cannot be efficient in general because this would require that the 
contract curve be convex in the coordinates of Labor's and Management's preference functions. It would only be 
a happy coincidence for the successive ratios of increments and decrements in preference to be monotone in the 
direction required, and this would require some interpersonal comparability of utility. Hence, there is nothing to 
ensure that the decision function will be single peaked. 

Each party's preference function over the contract curve is monotone and they have slopes of opposite sign (i.e., 
Management has increasing preference for any option to the right, Labor has increasing preference for any 
option to the left).  As drawn, all  options have  positive ambience,  so the situation is  an approach/approach 
conflict.  Such conflicts  between management  and labor  are usually  resolved by negotiation,  an exercise  in 
relative power. For an interesting analysis of the course of such negotiation, see Douglas (1957), and for some 
interesting  examples  of  the  dynamic  interaction  of  technological  development  and  occupational  and 
geographical mobility with the contract curve, see Boulding (1965). 

7.2 Type II Representation 

Let us reformulate Edgeworth's problem as a Type II conflict. Each party, Labor and Management, has a utility 
function for work and for money. If Management, for example, has an increasing utility function for amount of 
work which satiates and a decreasing utility function for wages which escalates, the result is a single peaked 
function over any efficient set of options. The same is true for Labor except that Labor's utility function for 
wages is increasing and for amount of work decreasing. These were Edgeworth's assumption's and are instances 
of the more general principles that good things satiate and bad things escalate. 

Although the contract  curve cannot  be an efficient  set  for both parties,  each party's  preference function is 
monotone and that is the way they are displayed in Figure 21. The preference function labeled L is that of Labor 
and the one labeled M is that of Management. Their intercepts with the scale of options are labeled ip L and ip M, 



which are their  respective initial  positions.  The segment of the ordinal scale  of options between the initial 
positions are the optimal options that form the contract curve. 

Negotiation would take place as an approach/approach conflict over the options between ip M and ip L, and when 
a contract is agreed upon the conflict is resolved and a new status quo obtains. 

We see that this conflict between Labor and Management has much the same structure as that between husband 
and wife over number of children, but is somewhat more complicated in ways we may summarize as follows. 

The problem of efficient decision making has two phases: the first is to restrict options to a totally ordered scale 
of viable options and the second is to select an option from that set. In the case of preference for number of 
children, the first step is easy; a one-dimensional scale of options exists naturally. The second step may or may 
not be easy depending on considerations, some of which are normative, see Section 6.3, and some of which are 
structural, see Section 9.2.2. 

Figure 21: Edgeworth's contract curve: Type II representation

In the case of Labor versus Management over amount of work and wages, both problems are difficult.  We 
naturally have a twodimensional set of options and there are many possible one-dimensional subsets. We know 
that there is a best one-dimensional piece, Edgeworth's contract curve, but we don't know where it is. Then, 
given the contract curve, which we don't have, the problem of selecting an option faces the same difficulties, 
structural and normative, as in the previous example. 

Of course, besides these differences, there are great differences in the psychological and social factors in which 
these conflicts are embedded. But such aspects are of infinite variety, specific to each conflict, and beyond the 
scope of this  monograph. It  is  our intent  to examine only abstract  characteristics  so that parallels  between 
structure and procedures can be recognized and made use of. 

7.3 Application of Edgeworth's Model to Changes in Economic Conditions 



Let us first suppose, for clarity of illustration, that a recession has occurred and Management wants to abandon 
the old contract and feels the need for renegotiation before Labor does. We will assume that Management's 
marginal utility for work has decreased but Labor's remains unchanged in this first phase of a dynamic process. 

In such a case the points  of tangency of Management's  new indifference curves with those of Labor's  old 
indifference curves will be shifted nearer the origin, generating a new contract curve as is illustrated in Figure 
22. The (hypothetical) old contract is shown in the figure as a point on the old contract curve between the old 
admissible bounds provided by Management on the left and by Labor on the right. 

Figure 22: Phase 1 of renegotiation in a recession: An Edgeworth representation

Management wants cheaper labor, represented by a new indifference curve through "no contract" and shown as 
a dotted line in Figure 22. The new contract curve is shown bounded on the left by ip M. 

As Labor's indifference curves have not yet changed, the old contract is still Labor's initial position for any 
renegotiation. We see that Labor's indifference curve through the old contract, labeled ip L, does not intersect the 
new contract curve to the right of ip  M. Hence all contracts between ip  M and Labor's initial position, ip  L, have 
negative ambience for both parties and would constitute avoidance/avoidance conflicts. 

Of course Labor's indifference curves change also in response to the recession, albeit more reluctantly, and in 
the same direction as Management's, toward cheaper labor. The slope of Labor's indifference curve through any 
point is decreased and a new contract curve is generated and the situation approaches that displayed in Figure 
21, an approach/approach conflict. 

A Type II schematic representation of the first phase of the same conflict is shown in Figure 23. The scale of 
options is  ordered from left  to right,  increasing in work and decreasing in wages.  The two inner  branches 



labeled L and M are from the respective preference functions of Labor and Management under the assumption 
that only Management's indifference curves have changed up to this point. 

Figure 23: Phase 1 of renegotiation in a recession: Type II representation

Management's preference function has shifted to the right relative to Labor's, so much so that contracts between 
the initial positions are all avoidance/avoidance conflicts, in contrast to Figure 21. The new contract curve from 
Management's point of view should be to the right of  ip  M and these are all approach/avoidance conflicts in 
which Labor's avoidance processes are stronger than for any other segment of the scale of options. 

We are describing renegotiation as a dynamic process involving changes in both parties' indifference curves 
generating new sets of options, and seeking an optimal set that would constitute an approach/approach conflict. 
Certain  obvious implications  of this  description follow. The rapidity  of the response of Management's  and 
Labor's  indifference  curves to changes  in the economy and the rate  of change in the economy control  the 
ambience of the options on the contract curve. The greater the lag between Management and Labor's response, 
or between renegotiations, relative to the change in the economy, the more difficult the resolution process. 

The application to a booming economy provides another scenario which should help to clarify this process. Let 
us assume that in this circumstance Labor wants to abandon the old contract and feels the need for renegotiation 
before Management does. Labor's marginal utility for work has increased, and Labor wants higher wages. 

In this case, Labor's new indifference curves are steeper and will generate a new contract curve as illustrated in 
Figure 24. Labor's new indifference curve through "no contract" (shown as a dotted line in Figure 24 ) is tangent 
to an indifference curve of Management at ip L and forms the right boundary of a new contract curve. 



Figure 24: Phase 1 of renegotiation in a booming economy: An Edgeworth representation

Since Management's indifference curves have not changed yet, the old contract defines the status quo, the initial 
position, for Management, and the indifference curve through the old contract is labeled  ip  M. All contracts 
between  ipL  and ipM have  negative  ambience  for  both  parties  and  would  constitute  avoidance/avoidance 
conflicts. 

In the case of a booming economy one might anticipate that Management's need for increased labor would lead 
to  rapid  adjustment  of  Management's  indifference  curves,  the  lag  between  Labor's  and  Management's 
adjustments would be reduced, and the time of transition from the condition displayed in Figure 25 to that 
displayed in Figure 20 would be relatively short. 

Some of these comparisons are brought out more clearly in the simpler Type II representation of the first phase 
of a booming economy, shown in Figure 25. Note that the only change from Figure 23 is the location of the 
contract curve in this phase. If the conflict over the contract curve in Figure 23 is called an approach/avoidance 
conflict, that in Figure 25 is an avoidance/approach conflict -- a distinction that is very important substantively, 
but structurally insignificant. 

In  Figure  25  the  initial  step  in  this  dynamic  process  shows  Labor's  SPF  shifted  to  the  left  relative  to 
Management's,  so  much so that  the segment  of  the  option scale  between their  initial  positions  is  a  set  of 
avoidance/avoidance conflicts. 



Figure 25: Phase 1 of renegotiation in a booming economy: Type II representation

As Management's indifference curves change in response to the change in the economy and with a need for 
more labor, a new contract curve is generated and the situation would rapidly approach that shown in Figure 20. 

The reader is again reminded that the scale of options is an ordinal scale and the only characteristics of the 
shape of SPFs that are important are the location of the peaks and the intercepts of the inner branches with the 
scale of options. 

7.3.1 Summary on Renegotiation 

In renegotiation, if one party's indifference curves have changed more than the other's, it may be expected to 
more readily abandon an existing contract as a point of departure for renegotiation. Its new initial position may 
exclude the old contract as an acceptable option. In our examples we assumed that in a recession Management 
would more readily  abandon the old contract  and Labor  more reluctantly;  and in  a  booming economy we 
assumed the reverse. These are not meant as serious substantive assumptions but are merely plausible enough to 
serve our purpose of describing a continually changing process. In general, one party would regard the current 
contract more favorably than the other would. 

There  would appear  to  be two possible  routes  to  avoid the emergence  of  negative ambience  for contracts 
between initial positions. One would be to schedule renegotiation sufficiently often so that a segment of the 
contract  curve would consist of approach/approach  options. The other would be to clearly abandon the old 
contract as a point of departure for either adversary. In the latter case the situation is restored to that displayed 
in Figures 20 and 21. Then the entire contract curve consists of approach/approach conflicts. 

In all of this discussion, no procedure has been provided for constructing the contract curve and the discussion 
has been confined to an atypical limiting case of two dimensions, work and wages. The more typical instance 
involves many dimensions of concern to both parties and the generalization of Edgeworth's formal model to 
more complex conflicts is justified only by making unrealistic and unsupportable measurement assumptions. In 
the next chapter we introduce the most structurally complex of two party conflicts, and we will see that the 
structural  complexity  is due to the options.  In Chapter 9 we provide a rational and practical  procedure for 
screening a set of options of any complexity to produce a totally ordered subset which converges on the contract 
curve. 



Chapter 8
On Constructing Options

The conflicts  discussed in Chapters 5 and 7 were characterized by options that were relatively simple and 
numerically precise. Most of the serious and important Type II conflicts are not over such simple options but 
over vastly more complex ones. Examples include the conflict between environmentalists and developers on the 
use  of  park  land,  between  the  proponents  of  nuclear  power  and  those  for  the  development  of  renewable 
resources, between tenants and landlords on improvements, responsibility, and rent, between administration and 
faculty on elimination of a department, and between sides in almost any civil protest. In all these cases each 
party holds an ideal position, but there is no natural or readily available set of options neatly ordered between 
them, and resolution of the conflict still requires that one option be settled on. 

It is clearly desirable that options be constructed between the ideal positions of the parties to serve as candidates 
for compromise. If these options do not naturally exist, and they usually do not, options need to be constructed 
and then screened to form a totally ordered set. 

In most such conflicts the options will be complex, each option an entire portfolio of piecemeal decisions, a 
different subset of interdependent tradeoffs. For example a nuclear freeze agreement needs to specify  which 
systems are covered (there are over 100 nuclear systems deployed in the world), how much verification there is 
to be, and when the agreement is to be effective. Tradeoffs are necessary. Agreement becomes unattainable if 
too much verification is demanded, and it is vacuous if too little is required; an earlier effective date is made 
possible if fewer systems are covered or less verification is required. Clearly, many different agreements are 
possible, each one a package of tradeoffs and each more or less preferred by each party to other packages. 

The construction of options is not the main concern of this monograph, but their existence affects the difficulty 
of resolving a conflict in a particular way that is discussed in Section 10.2. Contriving options is one of the most 
important problems in decision theory, so we wish to enhance its visibility. 

The actual construction of options is context bound and is the proper job of experts, statesmen, politicians, and 
academicians intimately knowledgeable about the origins of the conflict, its history, the current antagonists and 
the  surrounding circumstances.  We briefly  describe  one  of  the  processes  by  which  options  are  created  in 
complex conflicts. This process, used effectively by President Carter at Camp David with Premier Begin of 
Israel and President Sadat of Egypt, is known as the single negotiable text (Raiffa, 1982). A third party, acting 
as negotiator, formulates a proposal and discusses it with one of the adversarial parties, seeking out the areas in 
which willingness to concede may be greater or less and revising the proposal accordingly. The negotiator then 
discusses the revised proposal with the other party and, pursuing the same strategy, adapts the proposal further, 
and then returns to the first party. This is a process of adaptive search for agreement. 

The initial proposal, of course, is not unique. The adaptive process is creative and agreement is not guaranteed. 
Hence, it is possible to construct more than one option as a consequence of beginning with different initial 
proposals or following a different sequence of revisions. The process could lead to a set of options, no one of 
which is preferred by both parties to all the others. Indeed, this is almost inevitably the case. What one party 



concedes  on one issue it  will  seek to make up on another,  and this  balancing  of tradeoffs  can usually  be 
accomplished many ways. 

An analogy from Type I conflict is that of seeking a portfolio of stocks and bonds for an investor. There are 
many  factors  that  bear  on  yield  and risk  in  the  selection  of  a  stock  or  bond.  One  could  begin  with  any 
meritorious  stock or bond and add additional  prospects  to the portfolio,  reaching a final  portfolio  in many 
different ways. Imagine, for example, the different portfolios that different stockbrokers would build for the 
same customer. For the customer, the resulting set of options forms a Type I conflict. 

Pruitt  (1983), writing on achieving integrative agreements,  has suggestions for the creative development of 
options and Bazerman and Neale (1983) discuss biases that affect negotiators. The latter paper, for example, 
discusses the framing of options to shift biases from risk averse to risk seeking on the grounds that individuals 
treat the prospect of gain differently from the prospect of loss (see Section 3.2 also). 

Lockhart  (1979) offers some useful  suggestions in the search for a strategy for bargaining in  international 
conflicts. The suggestions are equally useful for contriving options, which is at the core of resolving conflict. 
He  points  out,  for  example,  that  the  adversary  is  not  usually  a  homogeneous  entity  but  a  composite  of 
conflicting interests, a mixture of personalities with different perceptions and interpretations. Such differences 
mark areas of tradeoff that can be turned to good account in the construction of options. Putnam (see Cooper, 
1985, pp. 28-29) in a study of annual economic summit meetings of the EEC, from 1975 on, found the most 
successful summits occurred when there were substantial disagreements within governments -- not just between 
-- on what ought to be done. Ingroup/outgroup effects are such, however, that a member of one group tends to 
view another group as a single homogeneous entity, which obscures cues to its internal differences and tensions, 
and hence to different possible options. 

Now we turn to the problem of screening options to choose a subset from among which one will be chosen to 
resolve the conflict.  Each option may be a multiattribute bundle of great complexity, and the problem is to 
construct a total ordering of a subset of options that will be optimal in a precise sense. 



Chapter 9
The Frontier of Preference

Given a set of options from whatever source, the process of conflict resolution may be conveniently divided into 
two problems, screening them to select a subset that is optimal in some sense and then selecting one to resolve 
the conflict. The first problem has a simple rational solution, which we call the frontier of preference, and the 
other involves normative issues requiring agreement on matters of policy and principle. We discuss these two 
problems in  turn,  including some aspects  of the process of negotiation.  We then show that  the frontier  of 
preference  converges  on  the  contract  curve  and  we  discuss  its  extension  to  Type  I  conflict.  The  chapter 
concludes with a comparison of this approach to conflict with that of game theory. 

9.1 The First Problem: An Optimal Scale of Options 

We propose a procedure for screening any number of multiattribute options in a two-party Type II conflict to 
arrive at a totally ordered subset that is optimal in a particular sense. We have already seen that the resolution of 
a Type II conflict is a compromise involving concessions from an ideal position on the part of at least one but 
usually both parties. The procedure developed here is optimal in minimizing the concessions of the parties by 
placing a sort of least upper bound on the concession from each. The distribution of the concessions within 
those bounds, is then determined by the exercise of power and/or rules for fairness or justice. 

Let the two parties be A and B and let S be the set of all options, designated a, b, c. . . .. We assume that there 
exist two binary preference relations, ≻ A and ≻ B, associated with the two parties, A and B, respectively, and 
the options a and b are the ideals of the respective parties. The idea is that an option is eliminated if both parties 
agree that some other option is at least as good and one of them prefers it. 

Definition. An option x in S is an element of the frontier of preference if and only if there does not exist a y in S 
such that y ≻ A x and y ≻ B  x or y ≻ A x and y ≻ B  x, where ≻ and ≻ are strong and weak binary preference 
relations, respectively, of one of the two parties, A or B, as indicated by the subscript. 

What remain are only the hard choices, in which what is better for one is worse for the other, the essence of all 
conflict. When an option is on the frontier, there are no options that dominate it, in the sense of making both 
parties at least as well off and one of them better off. 

The definition provides a necessary and sufficient condition for the frontier of preference to be totally ordered 
between the most preferred options of the two parties. 

This definition is constructive in that only a qualitative testable relation is required. Suppose, for example, that 
the set S contains the following options: 



S = {a, b, p, q, r, s, v, w, x, y, z} 

and the respective preference orders of A and B are as follows: 

≻ A : arsxyvzwbpq

≻ B : bpqzyvwxasr. 

The options below b in A's preference order,  p and  q, may be eliminated because A agrees with B that  b is 
better. Similarly, the options below a in B's preference order, s and r, may be eliminated because B agrees with 
A that a is better. 

This leaves: 

≻ A : axyvzwb

≻ B : bzyvwxa

It is readily seen that v and w must be deleted because both parties prefer y to these two options. What remains, 
then, is the frontier of 

Figure 26: The frontier of preference



preference with the options ordered between the two most preferred options as follows:  a x y z b. Preference 
decreases for A from a to b and increases for B from a to b. 

This ordering, a x y z b, is the ordering under the inner branches of the preference functions between the two 
peaks (i.e., the two preference orderings, ≻ A and ≻ B, are monotone but exactly reversed over the frontier of 
preference). 

In Figure 26 we illustrate the example just discussed and introduce approach and avoidance processes. In this 
figure, A's and B's preference orderings define the vertical and horizontal axis, respectively, with the options 
equally spaced on an ordinal scale (i.e., distance between options is arbitrary and meaningless in the absence of 
cardinal interpersonally comparable utility). 

The frontier of preference is indicated by the line connecting the options  a, x, y, z, and  b. A's preference is 
monotone decreasing from upper left to lower right and B's is the exact reverse. 

Note that if the option a were not included in S, options r and s would become part of the frontier, which would 
be a loss to both parties; and if option b were not included in S, option p would become part of the frontier and 
this would also be a loss to both parties. Knowing the ideal options, a and b, defines the peaks and restricts the 
viable options to minimize concessions in a sense defined later. 

Given the two-dimensional  representation of the options,  and the frontier  of preference,  in Figure 26, it  is 
tempting to ask whether the frontier might be an efficient set. But this representation has coordinates given by 
the purely ordinal and incomparable preference scales of the two parties, so the definition of efficient set makes 
no sense in this context. One could still ask whether the options on the frontier form an efficient set (in what 
may be many more than two dimensions) for either party alone. However, we already know that each party's 
preference is monotone along the frontier, so preference is single peaked in any case. 

The conflict over the options on the frontier may involve approach or avoidance processes depending on initial 
positions derived from the status quo and/or background variables. Suppose, for example, that the issue is the 
extent to which recently incorporated land is to be commercially developed or made into a park and its initial 
state is the point w in Figure 26. The projections of the point w on the frontier, labeled ipA and ipB, give the 
initial positions of the antagonists A and B. 

A increasingly prefers all options on the frontier to the left of ipA and B increasingly prefers all options to the 
right of  ipB. Clearly, the options  y and  z, and only these options, constitute an approach / approach conflict 
because both parties are driven toward each other from their respective initial positions. These options represent 
an opportunity for both parties to improve on the status quo. This instance corresponds to what Stagner and 
Rosen (1965) call the bargaining zone and would be part of what Bishop (1963) calls the utility frontier. 

Initial positions may be more or less subject to strategic manipulation, perhaps more so than the preference 
order itself. When an option is part of the status quo, however, as in the example discussed in Chapter 5 on 
preference for number of children, strategic misrepresentation is more difficult than if there is nothing to anchor 
one of the initial positions on the ordinal scale of options. 



If the option  w, representing the status quo in Figure 26, were not dominated it would be on the frontier, in 
which case the conflict would be an approach / avoidance conflict in both directions. For both parties the status 
quo would be better than any change desired by the other party, the same situation as a worker asking the boss 
for a raise. 

This situation also conveniently illustrates how the ambience of the conflict changes with the status quo. In this 
case, the more the status quo deteriorates in the view of one of the parties, the lower it drops in that party's 
preference ordering, further separating the two initial positions and thereby making acceptable some previously 
unacceptable options. For example, in the case of newly incorporated land delay may be crucial.  A lengthy 
delay could convert an approach / avoidance conflict into an approach / approach if the status quo deteriorates 
with time. Rising costs could have that effect on the developers, and soil erosion could have that effect on the 
environmentalists. 

It is not necessary, of course, that a particular change in the status quo will have the effect on the ambience we 
illustrate in this example. In general it can only be said that a change in the status quo may affect the ambience 
of  the  options  for  either  party  independently  of  the  other.  Substantive  changes  like  this  may  change  the 
parameters of the conflict, and so are likely to affect the difficulty of resolving it. The relation between these 
parameters of a conflict and the difficulty of its resolution is the subject of the next chapter. 

A principal advantage of the frontier of preference is that it reduces the complexity of any two party Type II 
conflict to a total ordering of options between the two parties by using the two preference orderings as the 
coordinates. No matter what the dimensionality of the options or the space in which they are embedded, it is 
transformed into a two-dimensional preference space and the frontier of preference is a one-dimensional piece 
of that space. 

A counterargument to the use of the frontier of preference might be made on the following grounds, illustrated 
with Figure 27. In the figure, we see that A's ordering is x y z and B's ordering is y x z. The option z would be 
eliminated from the frontier because both parties prefer x to z (and also y to z). The choice would lie between x 
and y. 

However, party A might argue against the choice of y because B would be getting what B wants and A would 
be doing all the. conceding. A's argument could be that  z is a better choice because then B would be making 
about as much concession as A and this would be more fair. 

Let us examine A's argument. The validity of A's argument is dependent upon all of the following conditions 
holding: (a) that measures of utility, and its concession, are interpersonally comparable by 



Figure 27: A counter argument to the use of the frontier of preference

a demonstrably valid procedure, (b) that the concession already made from A's ideal that would be made by A 
in accepting x is exactly equal to the concession already made from B's ideal that would be made by B in 
accepting y, and (c) that equality of concession should govern fairness to the exclusion of any other principle of 
fairness. Figure 27 has been drawn as A would have us believe. 

We reject the argument by A for retaining z because we reject all of the conditions just given. A discussion of 
interpersonally comparable utility and our reasons for rejecting it as a useful tool in conflict resolution was 
presented in Section 6.1.1. We reject the principle of equality of concession as an exclusive principle of fairness, 
in part because it depends on interpersonally comparable utility and in part because without a constraint on 
concession,  escalation  is  invited,  for  reasons  discussed  shortly.  The  danger  from  escalation  is  that  if  an 
unacceptable  level  of  concession  is  reached  for  either  party,  the  conflict  may  become  violent  or  may  be 
converted into one of Type III, where the parties no longer attempt to reach agreement. 

The fact that we reject the argument by A does not mean that A is convinced. We are not saying that A won't 
argue for the dominated option but that he or she should not. The apparent risk, that A or B might get stuck with 
more concession than necessary, is not the real risk, the real risk is escalation. 

The frontier of preference is optimal in minimizing the concession of each party in the sense that if two parties 
agree on an option not on the frontier there is one on the frontier that would require less concession from at least 
one of them. The proof is trivial. Defining concession as the inverse of preference, it follows immediately that 
an option preferred by both parties to another option requires less concession from each. 

Ideally,  then,  we are proposing a principle of optimally minimizing concession by both parties,  a principle 
which  is  approximated,  in  the absence  of  interpersonally  comparable  utility,  by the  frontier  of  preference. 
Choosing an option not on this frontier requires an unnecessary additional concession from at least one of A and 
B. 

With this principle of minimizing concession as a first principle, it is possible then to approximate a second 
principle of fairness in concession by creatively seeking other options between a and b which would be on the 
frontier and would permit finer ordinally discriminable degrees of concession. 



This principle of optimally minimizing concession does not guarantee that the conflict will not become one of 
Type III. That depends on the restraint of the antagonists and on the creative development of options which 
push out the frontier and thereby lower the required concession to more acceptable levels. 

The danger of failing to impose the first principle for the frontier of preference is that A's insistence on z could 
be  perceived  by  B  as  a  vindictive  choice  or  as  a  threat  to  make  B  accept  x,  and  so  incite  further 
misrepresentation and retaliation, leading to escalation. 

Failing to impose this principle is not a positive step on the path to peaceful and rational conflict resolution. 
Deleting dominated options reduces the threat capability of both participants. Retaining dominated options and 
thereby violating the frontier of preference is perilous to the process of peaceful conflict resolution. It impedes 
rationality by exposing the process to unverifiable utility considerations, misinformation, and distrust. 

The frontier of preference provides a solution to the first problem we just discussed, finding an optimal scale of 
options. The frontier is a total ordering of nondominated options which optimally minimizes the concessions 
that will be required. It focuses attention on the critical tradeoffs. We turn now to the second problem, that of 
selecting an option from this set. 

9.2 The Second Problem: Choosing an Option 

Given an efficient set of options, an individual in a Type I conflict can ensure that a decision function is single 
peaked by applying a proper preference function to make a choice. In a Type II conflict we cannot have an 
efficient set of options but the frontier of preference approximates it in that we have monotonicity of preference 
of each party over a set of options ordered between the ideals of the two parties, and the set of options is Pareto 
optimal from the point of view of the preferences of both parties. 

In the absence of interpersonal conparability of preference (utility),  a proper preference function cannot be 
applied. But there is a class of decision functions that are not proper preference functions but also ensure single 
peakedness in the presence of efficient sets. So they provide another route for approximating the conditions that 
ensure single peakedness of the decision function. In the next subsection we present and discuss the possible use 
of such decision functions in resolving Type II conflicts. 

In  the second subsection  we discuss some of the difficulties  that  arise  when the process  of negotiation  is 
multipeaked,  rather  than  single  peaked.  In  the  succeeding  subsections  we discuss  some aspects  of  a  very 
common solution, the split-the-difference solution; some related literature on the selection of an option; the role 



of debate; and then an analysis of the process of negotiation by a well-known professional and a translation of 
his analysis into the language of the structure of Type II conflicts. 

9.2.1 Some Alternative Composition Rules That Yield Single Peakedness 

Much of this subsection is based on the paper by Aschenbrenner (1981) in which he shows that a wide variety 
of  decision  criteria  -most  of  which  have  been  observed  in  individual  decision  making  (resolving  Type  I 
conflicts) -- lead to SPF's in the presence of an efficient set. We review his paper first and then discuss its 
relevance to the problem of resolving a Type II conflict. 

Aschenbrenner's work is based on a prior contribution by Tversky (1969) identifying two classes of information 
processing models of decision making: processing by option and processing by component (Aschenbrenner uses 
the terms alternative and attribute,  respectively,  which are the more commonly used terms in psychological 
literature, but we adopt these substitutes for greater compatibility with the literature on conflict). 

These terms refer to the process of making a choice from a pair (or larger collection) of options. Processing by 
option refers to a class of models in which the information on each option is processed independently to arrive 
at  a  total  assessment  for  each,  and  then  the  choice  is  made  by  comparing  the  total  assessments  (i.e.,  the 
information is processed an option at a time). 

Processing by component refers to a class of models in which the information on a pair of options is processed a 
component at a time, and then the differences are combined over the components to determine which choice is 
made (i.e., the information is processed component-wise). 

Tversky showed that the class of models by which differences are aggregated over components can lead to 
different choices than the former class. Indeed, it was Tversky's concern with intransitive preferential choice 
that motivated his study. He showed that processing information by options could lead to intransitivity only 
through random error, whereas processing information by component-wise differences could lead to systematic 
intransitivities, which he demonstrated empirically. 

Aschenbrenner makes the point that the proper preference functions in our model of Type I conflict belong to 
the class  of  models  in which information  is  processed by option.  He shows that  under  certain  conditions, 
component-wise information processing that does not satisfy the conditions for a proper preference function (cf. 
Section 2.4) will also lead to SPFs on efficient sets. Consequently, the class of models which lead to SPFs is 
expanded and offers new possibilities for models of equity, for the negotiation process, and for the choice of an 
option on the frontier. Some of these models do not require more than signed ordinal scales of utility, avoiding 
one of the most serious barriers to optimal choice in Type II conflict. 



The component-wise models Tversky defined are called additive difference models (ADMs). 

Aschenbrenner then defines a proper additive difference model (PADM) as one in which the  u i  are either 
increasing or are decreasing, and are not positively accelerated, and the  w i  are functions of the above form. 
Given these conditions, then, an efficient set is a necessary and sufficient condition for all PADM to be single 
peaked (cf. Appendix B). 

This means that single peakedness will be achieved in a Type I conflict if the individual processes information 
about the options in an efficient set by substituting a proper additive difference model for the proper preference 
function defined in Section 2.4. What we are interested in, then, are the implications this may have for the 
process by which an option is chosen from the frontier of preference. 

Here we have only two utility functions, the inner branches of the two opposing SPFs and we would like to 
know how information about the two adversaries'  preferences  could be processed so as not to  prevent  the 
possible existence of an SPF describing the search for an optimal solution. 

Some examples of information processing models which are not proper preference functions but are additive 
difference models that are single peaked on efficient sets include May ( 1954) majority rule, Huber (1979a) 
weighted sets of dimensions rule, the lexicographic rule, and the greatest attractivity difference rule (Huber, 
1979b). 

May (1954) majority rule states that in choosing between two options at a time, one should choose the one that 
is better on more components. This rule was designed by May to explain intransitive preference. However, if 
the options form an efficient set, the rule is single peaked. In the context of the frontier of preference, the most 
plausible generalization would be for each pair of options, x and y, to be compared by assessing the number of 
components in which x is better than y for A and, independently, for B, and the number of components in which 
y is better than x for A and, independently, for B. The choice between x and y would then be given by the sum 
of the number of components on which x exceeded y for either A or B or both. The larger sum determines the 
choice. Note that no cardinal utility measures are required but the prior prescription of components is required. 
In a Type I context this requirement would not be a serious issue, but in a Type II context there would have to 
be prior agreement on the number and definition of components and this might be difficult to achieve. 

Huber (1979a) weighted sets  of dimensions rule calls  for comparing the set  of components  on which  x is 
preferred to y by either A or B or both with the set of components on which y is preferred to x by either A or B 
or both and judging which set is more important. The option chosen is the one preferred on the more important 
subset. As both A and B have contributed to both subsets, it is uncertain what effect this model would have on 
the negotiation process. Certainly it behooves each party to add components to which both parties agree, as 
these get doubly weighted. 



In the lexicographic  rule the components  are ranked in order of importance and the options are  compared 
component-wise, in decreasing order of importance, until a component is reached on which both adversaries 
agree that one option is superior to the other. This model, in the context of Type II conflict, requires agreement 
of the adversaries on the hierarchy of the components in the order of their importance; probably as difficult a 
condition to satisfy as agreement on the options in the first place. So this is not a promising model for this 
purpose in general. 

The greatest  attractivity  difference  model  requires  determining  that  component  on which a  pair  of options 
differs most, and then uses the direction of that difference to decide which option is chosen. 

This is subject to much the same criticism as the lexicographic rule as a potential model for the process of 
resolving a Type II conflict and is also dependent on interpersonally comparable utility. 

There are two aspects of resolving a Type II conflict that make Aschenbrenner's work relevant: One is the fact 
that during some stages of the process of negotiation the interaction between antagonists is over the components 
of  what  will  become  parts  of  "whole"  options.  The  other  is  the  advantage  of  single  peakedness  over 
multipeakedness in all stages of negotiation, whether over components or over "whole" options. 

These aspects  are important  because his analysis reveals  that  there are other ways that components can be 
combined in the course of negotiation than by proper preference functions and still ensuring single peakedness 
over an efficient set. 

The next section clarifies the consequences of violating single peakedness. 

9.2.2 The Problem with Multipeaked Functions in Negotiation 

The importance of the distinction between multipeaked and single peaked decision functions is greater in Type 
II conflicts than in Type I for two reasons. One is that the options on the frontier of preference do not form an 
efficient set (see Section 9.3) and so multipeakedness of the decision function is virtually assured, and the other 
is that the severity of this effect on the search for a solution is greater in a Type II than a Type I. The greater 
severity of this effect is due to the fact that the utility functions are in different heads. When they are in one 
head, as in a Type I conflict, an exhaustive search is relatively feasible because comparing the values of the 
decision  function  appears  to  be  a  simple  process  for  an  individual.  This  process  within  an  individual  is 
popularly known as "soul-searching." We call it "simple" here only in contrast to Type II conflict. When the 
utility functions are in different heads the path to a solution is inherently more difficult, and it is desirable to 
understand just how this purely structural effect comes about over and above any substantive considerations. 



We discuss this  with a numerical  example,  for simplicity,  with given utility  functions and with a decision 
function that is simply the sum of the utilities, but there is no loss of generality in that ordinal relations are what 
are critical. Of course, in the absence of intercomparable utility the numbers used in the example would not be 
known. Furthermore, no third party can be certain such numbers 

Frontier of Preference: a x y z b 
A's inner branch: 100 60 40 20 -10 
B's inner branch: -20 -10 30 40 100 
Decision Function: 80 50 70 60 90 

Figure 28: A multipeaked preference function

represent the truth because the sources are the parties involved and they are motivated to dissemble. But each 
party has a vague and inaccurate notion of the other's value structure and so has a feeling for relative gain and 
concession, and giving up more than one gets is resisted. Our arithmetic simplifies the discussion of these vague 
and inaccurate feelings of the disputants. 

Let the frontier of preference consist of the ordered options a x y z b and let the inner branches of A's and B's 
preference functions have the values shown in Figure 28 with the decision function illustrated. Note that the 
inner  branches  are  both  monotone  preference  functions,  but  the  decision  function  is  multipeaked.  For 
concreteness, we point out that these options could be on a contract curve (cf. Section 9.3). 

The argument that this unhappy situation is a consequence of the particular functions used is valid, but if the 
options do not constitute an efficient set for both parties then this situation can arise. In Figure 28, the cause of 
the multipeakedness of the decision function is that the options on the frontier do not constitute an efficient set 
(i.e.,  there does not exist  a numerical  representation for the frontier  such that it  is  an efficient  set  and the 
preference functions of both parties are proper utility functions). 

Consider the effect as the options on the frontier are traversed in order from a to b. From a to x there is a 40-unit 
concession by A and a 10-unit gain by B. From x to  y and then to  z is a 20-unit concession each time for A 
where B gets a 40-unit gain and a 10-unit gain. Then from z to b there is a 30-unit concession for A and a 60-
unit gain by B. 



In brief, the relative tradeoffs of concessions and gains are irregular. From a to x, for example, A's concession is 
four times B's gain; from x to y it is half as great; and from y to z, it is twice as great. From z to b, it is half as 
great again. 

This irregularity in relative tradeoffs of concessions and gains reflects multipeakedness which may arise on the 
frontier. One peak will favor one party, the other peak will favor the other party, and the decision function dips 
between them. Such irregularity is inevitable in the absence of single peakedness, and it is a serious impediment 
to negotiation. 

Let us modify the example to form an efficient set. As before, suppose the ordered options on the frontier are a 
x y z b and the joint preference function is additive. However, this time the two monotone preference functions 
are as given in Figure 29. 

From a to x, A's concession is 25 units and B's gain is 45 units. The relative concession to gain is 5/9 or 0.55. 
Traversing the frontier from a to b, the relative concession by A to gain by B at each step is 0.55, 0.71, 1.25, 
1.75. That is, A's relative concession is increasing from left to right, and B's relative gain is decreasing. In going 
from right  to  left,  the  corresponding  pattern  holds,  the  degree  of  concession  by  B relative  to  A's  gain  is 
increasingly difficult for B to accept and the gain by A from B's concession becomes relatively less rewarding 
to A. It is easy to see the force of an SPF on seeking a compromise but it is also easy to see that the further apart  
two adversaries are the more difficult it must be to reach a compromise. 

This last  statement  is a common truism, if  not a tautology, but we can now break its  circularity.  Distance 
between options on an ordinal scale is meaningless so, for example, the number of options between the two 
ideal points is not a measure of distance. Indeed, empirical research may reveal that the density of options does 
not bear a simple relation to the difficulty of resolving a conflict; the relation may even be single peaked in that 
there is an optimal number! 

It is the inversely related changes in the ambience of the options between the ideals of the two parties that 
makes compromise difficult. 

Frontier of Preference: a x y z b 
A's inner branch: 100 75 50 25 -10 
B's inner branch: -20 25 60 80 100 
Decision function: 80 100 110 105 90 

Figure 29: A single peaked preference function

This invariant and reversed monotonicity may also be accompanied by changes in sign between positive and 
negative ambience for each party, inducing changes between approach and avoidance processes, respectively. 
Looking ahead a little bit, these changes are exploited in the next chapter to provide a metric for the distance 
between adversaries, even in the absence of a metric on the scale of options. 



This analysis also reveals another relation that can be important to negotiation strategy. In concession from a 
peak one always loses more than one gains because the preference function is monotonically decreasing. But 
from the status quo, or initial positions, one gains more than one loses if the options have positive ambience. It 
would seem that a mediator would be well advised, in general, to orient toward initial positions and improving 
the status quo, rather than ideal positions, in trying to find a mutually acceptable resolution. 

In other words, the mediator would more easily bring the adversaries to a mutually acceptable agreement by 
emphasizing  what  each would be gaining  relative  to  their  respective  status  quos,  rather  than  what  each  is 
conceding relative to their respective ideals. 

In summary, in the presence of a decision function that is single peaked, the successive concessions by each 
party from its ideal are relatively small at first and become increasingly difficult to make. Equivalently, the 
successive gains by the other party are relatively large at first and become successively less as they continue, 
and this does not depend on interpersonal comparability of preference. 

The regularity in the ratio of the respective gains and losses in ambience in the presence of a single peaked 
function is disrupted in the case of a multipeaked function, as has been shown. Such irregularity is inevitable on 
the  frontier  because  the  scale  of  options  is  not  an  efficient  set.  However,  in  the  absence  of  interpersonal 
comparability of utility, the changes in ambience (i.e., preference or concession) for each party are somewhat 
ambiguous in that  each party can only conjecture the magnitude of the other party's subjective changes in 
preference. This ambiguity is probably all to the good because the uncertainty blurs the distinction between 
single and multiple peakedness. This blurring effect should be less in a Type I conflict because the changes in 
the  respective  utility  functions  are  in  one  head  and it  may still  take some "soul-searching" to  resolve the 
conflict. 

In the case of a decision function that is multipeaked, this "smooth" tradeoff between concession and gain by 
both parties does not hold and barriers are thrown up which impede agreement on compromise. The greatest 
single source of this difficulty from a structural point of view is the absence of a common scale of options over 
which the opposing inner branches satisfy the conditions for proper utility functions. 

The frontiers of preference for these two examples are displayed in Figure 30. The convexity of the efficient set 
relative to the origin reflects the increasing (relative) concession of one party that is associated with decreasing 
(relative) gain of the adversary. The irregularity in the inefficient frontier reveals the barriers that impede a 
smooth mediation process. 

9.2.3 Which Option? 

We have seen that if single peakedness describes the course of negotiation, it should be of some advantage to 
smoothing the process but that multipeakedness may not be as severe a hindrance as it  could be in Type I 
conflict. But this still leaves the matter of which option should be selected as a resolution of the conflict. 



We recognize that the nub of this problem in Type II revolves around fairness and justice, and there is little 
common agreement  on principles or on what is fair and/or just. Furthermore, and also important, there is no 
clearly satisfactory way to coordinate a function for distributive justice with the frontier of preference because 
the latter is an ordinal scale. A distribution function must compare the amounts of concession (i.e., changes in 
strength of preference) which are unknown, and to claim comparability is wishful thinking or fantasy. This 
leaves one with the ordinal scale, also an unhappy state of affairs, but for reasons of its inadequacy rather than 
arbitrariness. 

Figure 30: Frontiers of preference illustrating irregularity in relative concessions

If there is one principle, however, on which there is agreement, it is that individuals should share equally if their 
inputs are equal. Customarily, this means a split down the middle in the two-party case with a continuum of 
options between all and none. Consensus on distribution fades when the inputs are not equal. 

An obvious, if crude, way to implement this principle, if the number of options is odd, is to choose the middle 
one. So on the frontiers of preference shown in Figure 30, this principle would pick option y in both. 

Equality of distribution, splitting the difference, is often resorted to as a path of least resistance and so some 
discussion of the pros and cons of such an ordinal approximation is in order before we consider other methods. 
Our justification for the use of this principle is primarily negative: There are no sufficient grounds for anything 
else. On the one hand, there is no doubt that disparity in distribution may appear to be called for. On the other 
hand, there is no sufficient justification for any particular formula for the correspondence between the grounds 
for disparity and the amount of disparity. We may add to this that the evidence for disparity may be biased, 
untrustworthy, and differentially assessed by the antagonists. 

There is no reason to believe that the midoption has equal utility for the antagonists or that they would have 
made equal concessions in accepting it or that it is even "fair." But we are of the opinion, and only that, that 
such a  choice  will  generally  be more acceptable  as  fair  than  almost  any other  except  in  the face  of  very 
(mutually) persuasive evidence to the contrary. Our negative justification is clearly a derivative of the principle 
of equal distribution of ignorance used as the basis for the Laplace criterion for decision making in games 



against nature (Milnor, 1954) and of James Bernoulli's principle of insufficient reason (Kasner & Newman, 
1940). Both of these principles refer to the assignment of probabilities to events in the absence of information, 
but they seem relevant here also. 

This  system appears  to  have some built  in  defenses against  selfserving strategies  in  which the antagonists 
misrepresent their preference orderings. Suppose, for example, that A's true preference ordering on the frontier 
of  preference  is  a c  f  p  r  s  b and  B's  is  the  reverse.  The  midoption  is  p,  and  this  would  be  an  ordinal 
approximation to equalizing the concessions of the two parties. 

If A misrepresented his or her preference ordering by depressing a more favored option with the intention of 
making it the midoption and thus getting a more favorable resolution, the effect would be to eliminate that 
option from the frontier, to A's disadvantage. For example, if A's pretended preference order were a p f c r s b 
and B's preference order were unchanged, then we would have p ≻ A f  ≻ A c and p ≻ B f  ≻ B c so f and c 
would be eliminated, the frontier would be a p r s b and the midoption would be r, nearer b than before, to A's 
disadvantage. 

In  general,  if  A's  true  preference  order  is  misrepresented  by  advancing  a  less-preferred  option  and  B's 
preference order remains unchanged, the effect is to eliminate from the frontier those options over which the 
less-preferred  option  has  been  advanced.  If  the  options  eliminated  were  predominantly  on  A's  side  of  the 
midoption, then the effect is to make the new midoption more favorable to B, as in the example just given. 
Misrepresentation by B has a corresponding effect, mutatis mutandis. 

This strategy, if exercised by both parties, can reduce the frontier to just the ideals, which puts a freeze on 
compromise, a confrontation in which each party seeks to impose its will on the other so that one party makes 
all the concession, and the confrontation runs the risk of escalation. 

The strategy called the chilling effect, described by Pruitt and Rubin (1986), in which one party, say A, takes an 
extreme position in order that a split-the-difference solution will be more favorable, runs the risk of eliminating 
its ideal from the frontier of preference if the opponent concurs in preferring that extreme to A's ideal. 

The best strategy for each party is to propose as many additional options favorable to itself as possible. A 
disparity in the number proposed would be to the advantage of the party with the greater number. The effect, 
however, would not be to widen the range between the ideal positions (see the concept of distance between 
adversaries, Section 10.2) and hence would not raise the ceiling on concession, but, rather, a larger number of 
options might tend to make the midoption a better estimate of a fair resolution based on the two parties meeting 
each other half way -- or on any other split defined by a fairness function for concession. 

The lack of options is probably the most serious handicap to the process of conflict resolution. This mechanism 
for choosing an option would tend to counteract this handicap by encouraging the construction of new options 
and would at the same time not increase the ceiling on concession but could decrease it. New options would be 
added to the frontier but only on the basis of the agreement of both parties (i.e., they are not dominated). 

The value of numerous options is one more reason why, in negotiation, it is so important not to make statements 
which close out one's options. Though usually designed to reduce the options of an opponent, a threat makes 
one's own behavior more predictable and, hence, more vulnerable; threats put control of one's own behavior in 
the hands of the adversary. For example, a threat usually takes the form "if you do x I'll do y." So the opponent 
has control over whether the threatener does y. 

If the procedure by which a resolution is arrived at is seen as assuring a fair and equitable choice (cf. Section 
6.3), the acceptability of the resolution itself will be enhanced as compared with, say, a random device or a 
procedure vulnerable to sophisticated manipulation. 



As a prescriptive principle, one should not entrust the resolution of a conflict to a procedure that depends on an 
adversary's altruism, good will, or benevolence. It is not a matter of a procedure being  usually fair, it  must 
always be fair, in the face of evil intent, to be acceptable and survive as a system. Although the frontier of 
preference and the midoption solution appear to have some desirable qualities, the question of how concession 
should be distributed between two parties when there is just claim for disparity is still open. 

The issue is particularly difficult as such considerations may extend beyond their respective contributions. For 
example, a requirement for an optimal solution might be that it be mutually acceptable. Disparity in distribution, 
however,  favors  one  party  more  than  another  and  may  incite  strong  reactions.  The  political  realities  of 
negotiation between sovereign states reveals  that  the abstract  principle  of symmetry,  so common in formal 
theories of bargaining and so "obviously fair," is frequently violated. 

The symmetry axiom imposes the condition that the identity of the antagonists is irrelevant as, for example, in 
our discussion of the conflict between husband and wife (Figures 14 and 15) either may be A. 

If "it's a jungle out there," "might makes right," and "God is on the side of the bigger battalions," then symmetry 
is violated and national power decides. However, one of the things that tempers unrestricted use of raw power is 
the increasing importance of national image, which is fostered by a public forum like the UN. We return to this 
aspect of conflict resolution in Part III (see Schelling, 1960, for a critical review of the principle of symmetry 
and Lockhart, 1979, for an excellent analysis of international bargaining). 

9.2.4 Some Related Literature 

Specific procedures for resolving a Type II conflict are not the focus of this analysis of the structure of conflict, 
but there are some developments that should be mentioned. 

Bartos (1977) uses the Nash model as a definition of fairness, making an even split of the difference between 
opening positions where the opening position is the best that each party could do that would still be acceptable 
to the other. Bartos also makes use of level of aspiration concepts. Although these ideas use cardinal utility, 
they are, with limitations, adaptable to a signed ordinal scale. 

A useful reference on procedures for resolving conflict is Isard and Smith (1982) who discuss and classify many 
procedures for choosing an option. They classify these procedures in terms of certain relevant properties (e.g., 
whether the utility scales are ordinal, cardinal within individuals, or cardinally comparable between individuals, 
and whether the options are few or many, etc.). The methods covered are varied and suggestive, but there are 
some reservations to be kept in mind. 

Measuring individual utility functions is not a matter to be taken lightly (see Section 6.1). The method they 
suggest  for  measuring  utility  is  Stevens'  method of  ratio  estimation  (1958),  designed for  and  used  in  the 
construction of ratio scales for measuring sensation. Its application to the development of a scale with both 



negative and positive values would require an individual to judge whether he likes something n times more than 
he dislikes something else. For this to be taken seriously as a valid representation of utility, quite aside from 
issues of strategic misrepresentation, requires justification (i.e., a representation theorem and empirical study of 
the testable postulates from which the theorem is derived). Isard and Smith suggest no method for assessing 
interpersonally comparable utility nor a defensible reason to believe it exists. 

If we confine ourselves to ordinal preferences only, there are still a number of criteria for choice of an option 
and a number of methods for seeking it. Even in the domain of signed ordinal preferences, however, some of the 
criteria and procedures reviewed by Isard and Smith are subject to criticism. 

A  basic  concept  is  what  they  call  an  "efficiency  frontier  of  options,"  which  is  conceptually  the  same  as 
Edgeworth's contract  curve and so is not efficient in our sense of the term (cf. Section 9.3). However,  the 
options are ordered if they are in not more than two dimensions; otherwise, they are not ordered. The frontier of 
preference, however, could be substituted. 

Their criteria for solution include the median option on the contract curve or a weighting which may reflect 
"...more resources...more power...greater need...more inflexible or historically more committed to a position." In 
such cases "...then fairness suggests...a weighted average principle when participants agree on the weights" (p. 
84 -  85).  It  would seem that  direct  bargaining on the contract  curve would be more feasible  than seeking 
agreement on each of those factors and then agreement on their aggregate. However, Isard and Smith's analysis 
has considerable value in bringing a variety of criteria and methods to mind for consideration. 

Schelling Strategy of Conflict ( 1960) is concerned entirely with conflicts that can be formulated as bargaining 
games and how best to play them (i.e., bargaining and negotiation). 

Raiffa's work on the art and science of negotiation (1982) is also concerned with the structure of conflict as it 
affects the dynamics of bargaining and negotiation. Structural aspects he uses are whether there is only one 
issue at stake or whether there is multi-issue bargaining, whether there are only two parties involved or whether 
it is a multiparty conflict, whether there is a limited time frame for solution, etc. The book is an aid to thinking 
strategically about negotiation and is insightful and creative. 

Pruitt and Rubin (1986) refer to problem solving as one of the principal strategies for resolving a conflict. By 
this is meant a concern on the part of both antagonists for the other's outcome as well as their own in the search 
for a mutually acceptable solution. Their discussion of problem solving ranges over the development of options, 
structuring the agenda, and tactics. 



Very  promising  methods  are  developed  under  the  rubric  of  alternative  dispute  resolution  (Denenberg  & 
Denenberg, 1981). These include a variety of new, more informal, hybrid processes including the mini-trial 
(Green, Marks, & Olson, 1978), innovative forms of arbitration such as "high-low, final offer" and "bracketed" 
arbitration (Perlman, 1979; Finz, 1976), and "rent-a-judge" (Green, 1984a). These are new models for dispute 
resolution with a playing down of the conventional role of judge and lawyers in the courtroom and replacing the 
adversarial relationship of the courtroom with the goal of seeking mutual agreement. 

A solution is reached in a dispute resolution center by a process of mediation with a third party acting as buffer. 
The parties take responsibility themselves for concession and the solution reached is perhaps more likely to hold 
up than one imposed by the court with one's lawyers taking the responsibility. 

As described by Green (1984b) in teaching the theory and practice of dispute resolution to third year law 
students: 

“The purpose of this segment is to explore how the primary dispute resolution models [adjudication, arbitration, 
mediation, negotiation] can be taken apart and the components reformulated into new models that are better 
suited to particular kinds of disputes.” (p. 254) 

“There are many dispute resolution centers across the country, supported by funds from government and private 
sources. The ordinary legal procedure is expensive, protracted, formal, and adversarial. These walk-in centers 
avoid all of these drawbacks, and as one legal scholar put it, dispute resolution "makes the forum fit the fuss" 
(Denenberg, 1981). 

9.2.5 The Debate 

The debate is a common and time-honored aid in the process of resolving Type II conflicts. It calls for some 
discussion because it has some disadvantages as well as advantages. 

When there are two and only two options, as when the decision is to be guilty or not guilty or when there are 
only two candidates for office, the debate can clarify issues and distinctions. Also, as an exhibition of skill, it 
can be of interest in its own right, like a sport, in which case it is a Type III conflict (see Chap. 13). 

But when options can exist between the two extremes, then the debate may be counterproductive. The two 
alternatives in a debate are formulated as extreme positions, diametrically opposite views, and all the talent and 
expertise is concentrated on the extremes. The debate is not a mechanism that focuses on tradeoffs, or "if/then" 
negotiation.  It  is  not  directed  at  creating  intermediate  options,  or  on  seeking  a  compromise  and  mutual 
agreement. It is directed at seeking the better of two extreme positions. Hence, the debate polarizes, excluding 
compromise; it is an either/or confrontation between hard-edged positions. 



In some ways,  it  is  wasteful  of talent.  Individuals  in  a public  role  who become publicly  identified  with a 
position find it difficult to be flexible because that would make them vulnerable in other ways, for example, to 
being called opportunistic or being accused of lacking in principle. Experts who have participated in debate are 
also locked in. If they change their minds, they risk diminishing their credibility and status as experts. 

The debate characterizes our judicial system. It tends to treat as adversaries people who outside the court may 
not be (e.g., neighbors, friends, lovers, etc.) and total victory for one may lead to reeruption of the conflict. The 
movement just discussed on alternative dispute resolution avoids litigation. Its techniques are borrowed from 
labor relations, mainly negotiation and arbitration. It seeks justice without the rigid formality of the courtroom 
and the roles that  judges and lawyers normally play. They may serve as arbitrators instead,  "neutrals" who 
render binding decisions, or as mediators, who serve as catalysts, helping the antagonists arrive at their own 
solutions. 

A debate, although it does not itself resolve anything and may sacrifice half of the participants, does have the 
value of trying to bring together what is known about the best and worst of the two options. This effort is 
designed to influence those who will make a decision, such as a jury or the voters. The debate, by reducing the 
options to two, converts a multiparty conflict, one with large numbers of individuals taking different positions, 
to a two-party conflict. This has the virtue of making the resolution simple in a culture, where majority vote is 
accepted as a decision mechanism. 

9.2.6 Negotiation: The View from Within and from Without 

Playing the role of a third party, a "professional neutral," in the process of dispute resolution, is both a science 
and an art. It requires a blend of some general principles coupled with the personal skills and creativity of the 
artist. Robben Fleming is a very experienced and successful labor mediator who as Chancellor of the University 
of Wisconsin and then President of the University of Michigan was in the middle of disputes involving students, 
faculty, and Boards of Regents and he is a past president of the National Academy of Arbitrators. He describes 
himself  (personal  communication)  as  coming  at  conflict  from  a  point  of  view  different  from  ours,  an 
experiential one, that of a practitioner not a theorist, but generously provided us with an introspective analysis 
of how he deals with and thinks about disputes. We excerpt it here and then collate the two points of view. 

I have succeeded or failed to the extent that people trusted me and would work with me. I am conscious of how 
difficult it is to apply terms like "fairness" and "equity" to disputes, yet I do it all the time. I suppose all I can 
say is that I apply my own standards, subject to such modification as I am willing to make after listening to 
arguments from the contestants. I tell them frankly that I won't attempt to help them reach an agreement that I 
think is unfair or inequitable. At that point they can retain me or let me go. 

If I try to break down the elements of what I do, I think I find five components. Perhaps I would find more or 
less if I thought about it more. The five are: 



1. The first thing that I do on entering a dispute is to immerse myself in the facts. I do this both by reading all 
the available material on it, and then by talking to the interested parties. I hope at the end of this step to 
understand both the facts and the "flavor" of the dispute. 

2. I then make a deliberate effort to put myself in the place of each of the interested parties, 
hoping to understand how they reason out the situation, what their prejudices are, where the 
flexibility, if any, resides. 

3. I then try in my own mind to "repackage" the dispute. That is, by the time most people are 
asking for the intervention of people like myself, they have a stake in the positions they 
have taken. If you want them to change you have to help them save face. One thing you can 
do  is  change  the  look of  the  dispute  by  coming  at  it  from a  different  direction,  using 
different key words to describe it, sometimes insisting with a straight face that it is now a 
new and different problem. 

4. Throughout this effort I must, from my own point of view, establish my credibility. The 
parties must feel that I tell them the same things, that I do not violate confidences, that I am 
sympathetic if not always in agreement with the positions they take. 

5. Finally, I insist that I cannot find solutions on my own. I tell them they know a great deal 
more about the problem than I do, and that while I will float possible solutions, they must 
take the responsibility for finding variations which will work. My theory is that they will 
more nearly accept  a solution if they feel  they have participated in designing it.  In this 
process  I,  of  course,  use  all  the  powers  of  persuasion  which  I  have  to  get  them  into 
agreement. 

I have frequently been asked why I think that I am regarded as successful in dispute situations. Assuming for 
the sake of argument that the conclusion is correct,  I don't know the answer to the question. I believe that 
because I make it a point to know the facts in a case I sometimes give the parties the impression that I know 
more about a case than I really do. I may have a kind of built-in radar which helps me sense how people will 
react to situations and therefore where the points of flexibility are. I think integrity is a basic requirement, and I 
think imagination in doing what I call "repackaging" of disputes is very helpful. Perhaps some people are more 
persuasive than others. 

We now compare his view with that of the structure of conflict and look for possible correspondences: 

1. We see in his search for facts and "flavor" a search for the components of the dispute, not the elemental 
components, perhaps, but the easily identified (and ambiguous) composites which are easily named, like 
safety,  security,  comfort,  rewards,  recognition,  perks,  and  other  generally  positive  components.  Such 
variables  mediate  the  concepts  of  ambience  and the distance  between adversaries  depending on how 
relatively important they are and whether they have a positive or negative sense. 

2. Putting himself in the place of the interested parties, a roleplaying posture, is, in our terms, directed at 
assessing the respective preference functions of the parties to the dispute and estimating ideal points and 
initial positions. The extent to which the expressed values of components are merely strategic positions 
assumed for  bargaining  strength and their  relative  susceptibility  to  concession are  all  part  of what  is 
sought in this role-playing stance. 

3. "Repackaging"  is  crucial.  It  controls  and directs  the attention of the disputants in a  new direction.  It 
changes the preferences of the disputants, and may lead to the development of new options and change the 
frontier  of  preference.  Restructuring  (e.g.,  reframing)  is  one  way  to  save  an  adversary's  face  --  the 
dilemma is by-passed -- a way out is provided. "Key words" and appropriate labels tied to the frontier can 
assist in giving the dispute a new direction.  Forming the frontier of preference can literally make the 
dispute a "new and different problem" (see, also, Section 13.3). 



4. We see here the importance of trust, credibility, impartiality, and empathy. Although not a part of the 
formal  structure  of  conflict  because  credibility  is  the  judgment  of  an  intangible  and  is  imperfectly 
understood, it is universally recognized by every scholar and practioner as a prerequisite for an effective 
professional neutral. 

5. Solutions are to be found among the options on the frontier and here Fleming exploits the knowledge and 
understanding of the antagonists  to select  the variations  in tradeoffs  that  generate  new options.  Their 
participation  in the contruction of options is  psychologically  imperative,  because even if  the ultimate 
resolution were known beforehand and offered at the beginning, it 
would almost certainly be rejected out of hand. Participating in the construction of an option creates a 
vested interest and makes agreement easier to achieve. 

Of course, in neither view are these components of the negotiations process to be thought of as a sequential 
series of discrete stages, but rather as intermittently overlapping and interacting. 

Fleming's view is only partially captured in our translation of it. There is a richness to his open-ended account 
that is compatible with but not explicit in our more formal structure. His reference to the flavor of a dispute, for 
example, can mean much more than estimating the sign and strength of the ambience and searching for the 
components about which the dispute revolves. The personalities of the participants,  the history of previous 
confrontations, the relation of the participants to their constituencies, are among a host of aspects that are part of 
the flavor and have an enormous impact on the course of negotiation. 

His use of the term "restructuring" can encompass more than the search for the frontier of preference; it could 
involve framing options differently, redistributing the emphasis on the component dimensions of the options, 
and thereby their relative weights. His reference to saving face is totally outside our structure. 

Nevertheless,  overall  and within  the  limitations  of  our  framework,  we perceive  a  substantial  compatibility 
between these two views. A coordination between them should be helpful to one seeking to sharpen his skills as 
a negotiator and to those to whom the art of negotiation does not come naturally. It could provide a deeper 
understanding for the experienced and the expert. 

9.3 Construction of the Contract Curve 

The procedure for constructing the frontier of preference can be shown to converge on the contract curve in 
Edgeworth's economical calculus (cf. Section 7.1). Consider an arbitrary option and the indifference curves 
through it as, for example, is illustrated in Figure 31 by the point labeled a and the curves labeled L and M for 
Labor and Management, respectively. The indifference curves generate a "canoe" shaped region, labeled x, with 
the point for the option being either at the bow or stern unless the two indifference curves are tangent, in which 
case the option a is on the contract curve. The curves also generate other regions making five in all, labeled v, 
w, x, y, and z. 



Figure 31: Regions generated by an option a

If  we label  an  option  in  a  region  by  the  label  of  the  region,  then  the  preference  orders  of  Labor  and of 
Management are, respectively: 

(x,  w)  ≻ L  a  ≻ L  (v,  y,  z)  and
(y, x) ≻ M a ≻ M (v, w, z), 

where the parentheses signify that any preference order on the options in those regions is possible depending on 
their precise locus. 

We see that both parties prefer x to a (i.e., any option within the canoe is preferred to the option that generated 
the canoe). Furthermore, outside the canoe there is no option both parties prefer to the option that generated the 
canoe. 

In other words, to every option there corresponds a canoe and the contract curve must pass through every canoe. 
So if one option is preferred by both parties to a second option, then and only then is the canoe of the first 
option nested in the canoe of the second option. In the limit, nested canoes converge on the contract curve. This, 
of course, is exactly the process by which the frontier of preference is constructed, so we see that the frontier of 
preference converges on the contract curve and in the finite case is an approximation. 

It should be noted that the ends of the contract curve are not determined (i.e., the points ipL and ipM in Figure 
20). A bargainer usually resists revealing a bottom line such as a seller's minimum price or a buyer's maximum 



price. Indeed professional negotiators are not usually told such things by the people who hire them for fear of a 
tendency to slack off in their negotiation when that point is reached, when perhaps more might be possible. 

It  is  obvious  that  this  method  is  applicable  beyond the  specific  context  of  Edgeworth's  formulation.  This 
demonstration  shows  that  the  frontier  of  preference  is  a  generalization  of  the  contract  curve  to  ordinal 
preferences and multiattribute options of any quantitative dimensionality and any qualitative complexity. The 
ideal conditions for its application are a two person Type II conflict with a moderately dense space of options. 

For  example,  a  couple  with some substantial  savings may consider  buying a  new car,  taking  an extended 
vacation, remodelling their home, having another child, or assisting a young relative to go to college. There are 
no common control variables running through these options and no natural ordering. Analysis into components 
and tradeoffs would be incredibly complex and not clearly useful. 

The frontier can be useful, however, in providing guidance in the construction of new options. Any option 
preferred by both parties to another option provides cues as to the direction in which more acceptable options 
may be sought. Options are portfolios, clusters of piecemeal tradeoffs, and a careful content analysis of the 
binary relation of being doubly dominated may use the mutual preference to guide the construction of new 
options. 

It should be emphasized that the preference relation being used here is the pairwise ordinal preference of each 
party and not an accept/reject stand on an option per se. It must be understood that a mutual preference for x 
over y does not imply a willingness to accept x but is merely a guide to the direction in which better options 
may be found. 

We must further emphasize that this view of the dynamics of negotiation and mediation is in the context of a 
conflict in which there is a will on the part of both parties to find a mutually acceptable accommodation. This 
characterizes Type II conflict and distinguishes it from Type III. 

Edgeworth's contract curve has also played a significant role in the game-theoretic analysis of bargaining: "An 
agreement is said to be 'efficient' (or 'Pareto-optimal,' . . . ) if it places the parties at some point on their 'utility 
frontier,' which is defined as the locus where, for any given attainable utility for one person, the other's utility is 
a maximum" ( Bishop, 1963). 

This is a version of the contract  curve of Edgeworth based on cardinal  utility,  and it makes no distinction 
between a Pareto optimal set of options and an efficient set. The "negotiation-set" in game theory is a subset 
(which may be empty) of the utility frontier, and is discussed in Section 9.5. 



9.4 An Extension of the Frontier of Preference to Type I Conflict 

We may seek to extend the potential applicability of the frontier of preference in two directions -- one is an 
extension to Type I  conflict  and the other is  an extension to multiparty  Type II  conflicts  such as may be 
resolved by a voting mechanism. We discuss here the extension to the intrapersonal conflict of Type I, and 
explore the extension to the multiparty conflict in Section 11.4.The frontier of preference simplifies and focuses 
the resolution of a Type II conflict on an optimal set of options. Because of the close structural relation of Type 
I conflict to Type II conflict, the concept of the frontier should be transferable back to Type I. It is anticipated 
that the extension proposed here would be useful only in the case of complex multiattribute options in which the 
information  to  be  considered  taxes  the  individual's  cognitive  processing.  In  such  a  situation  it  would  be 
advantageous to screen the options and focus the conflict  on a totally ordered set.The process we consider 
would require that the individual play the roles of two hypothetical antagonists of a Type II conflict in turn, 
constructing a preference order for each based on the inner branches of their respective SPFs.The following 
steps are suggested, using the problem of selecting a new car or a place to go for a vacation as illustrations. 

1. First, the individual is instructed to take a pessimistic point of view, that bad things that could reasonably 
be expected to happen will happen (e.g., the car develops all kinds of problems, the weather is bad, etc.). 
From this pessimistic orientation, the individual orders the options in preference and lets this ordering be 
the A ordering. 

2. Then the individual is instructed to take an optimistic point of view, that everything will turn out for the 
best, imagine that good things that could reasonably be expected to happen will happen, that one could 
have it the way one wanted, (e.g., no repair problems, the weather will be great, etc.). From this optimistic 
orientation, the individual again orders the options in preference, and lets this be the B ordering. 

3. The conjunction of these two orderings yields the frontier of preference for the individual. This screening 
process is intended to determine which options dominate which particular other options under both of the 
two orientations, points of view that are diametrically different but reasonably possible. This is a piecemeal 
process, each ordering done independently. 

4. The next step, then, is an independent examination of these dominance relations to confirm or revise the 
piecemeal analysis. In this step, for every option not on the frontier as determined in step 3, there must 
exist an option on the frontier that the individual prefers to it. Any violation of this condition indicates 
inconsistency on the part  of  the individual  and must  be resolved,  presumably  by soul-searching.  This 
consistency requirement provides a measure of control over the uncertainty and ambiguity that arises in 
constructing the preference orderings that represent the A and B orderings. Consistency must be reached 
before the frontier is acceptable. 

Resolution of the Type I conflict on the frontier, choosing an option, does not involve the difficult problems that 
are aroused under Type II. In the Type I case the problem of interpersonally comparable utility does not arise 
because the two preference orderings are in one head, and the problem of fairness does not arise because the 
individual's preference function plays this role. Constructing the frontier in the Type I case, however, may be 
hard to do for the individual. Making use of the frontier has the advantage of being able to test for internal 
consistency, but this also puts cognitive strain on the individual. 

The procedure makes use of a worst-case analysis about which there is great reservation (see Stech, 1980, for 
example), as well as a best-case analysis. Any decision based on an extreme case exclusively, whether a worst 
case or a best, is going to lead to a biased estimate. The method proposed here is a blend, a conjunction, which, 
indeed is just what a single peaked function is suited for and what Type I and Type II resolutions demand. The 
method proposed, however, is totally untested and its usefulness remains to be seen. 



If the individual's proper preference function over the frontier is not single peaked, this is not a serious matter. 
The violation of single peakedness is readily detected in that for some x < y < z on the frontier, x ≻ y and z ≻ y. 
So we would have the ordered triple x y z embedded in the total preference order with y last (i.e., either x ≻ z ≻ 
y or z ≻ x ≻ y). 

If the preference order on the triple is x z y but x is not first in the preference order over all the options, then the 
violation of single peakedness may be neglected as it cannot change the overall first choice which resolves the 
conflict optimally. If the preference order on the triple is z x y but z is not first in the preference order over all 
options, the same argument and conclusion apply. 

If x is first in the preference ordering over all options, then the ideal, the peak of the SPF, may lie between x and 
z. Then the only issue is whether y can be modified (i.e., improved) so as to make it first choice, as it is nearer x 
than z is on the frontier. The same argument and conclusion follows if z is first, mutatis mutandis, because y is 
nearer z than x is on the frontier. 

It is convenient to point out here the difference between the frontier of preference and the concept of Pareto 
optimality. Reducing a multidimensional space of options to a Pareto optimal subset yields a set of options more 
or  less  on  the  surface  of  that  space  and  does  not  necessarily  reduce  the  dimensionality.  The  frontier  of 
preference simplifies that  space further by selecting a one-dimensional  piece of that  surface (i.e.,  a line of 
ordered options on that surface) by replacing the possibly many components of the options by only two, those 
coming from the preference orders of the parties. This limits the resolution of the conflict to an option that is 
one of the best in the sense of minimizing the amount of tradeoff (concession) that needs to be made. 

9.5 Game Theory 

Game theory is  concerned with conflict  of  interest  and the resolution  of  such disputes.  In  this  section we 
examine  it  from the  perspective  of  the  approach  developed  here.  The  first  edition  of  von  Neumann  and 
Morgenstern Theory of Games and Economic Behavior in 1944 gave new impetus to game theory, and there has 
been substantial growth since then. We will make no attempt to review or explicate this literature; the reader is 
referred to Luce and Raiffa  (1957) for an account  of game theory and the first  10 years of developments 
subsequent to the second edition of von Neumann and Morgenstern (1947), and to Jones (1980) for a more 
recent exposition. 

We will begin with an instance of a type of game which is at the core of game theory. The analysis of it is 
relatively well developed and serves as a prototypical model for extensions, complications, and generalizations. 

Consider the game shown in Figure 32 taken from Luce and Raiffa (p.  61  ). This game is represented by a 
matrix  in  which  one  player  chooses  a  row  and  the  other  player  chooses  a  column  and  the  entry  in  the 

http://www.questia.com/read/22910564


corresponding cell is paid by the column player to the row player. This is called a strictly competitive (i.e., zero-
sum) game because what one player gets the other loses. Suppose the row player chooses α2: and the column 
player β3, then the column player would pay the row player $8. 

Figure 32 : A strictly competitive game

Note that if the row chosen is α3 the row player will be assured of receiving at least $4 no matter what choice 
the column player makes. This is called the security level of that choice and a player is presumed to seek to 
maximize it. For the column player, these outcomes are all negative numbers, and so the maximum security 
level is to lose as little as possible. By choosing β  2  the most the column player can lose is $4, regardless of 
which course of action is chosen by the row player. 

Game theory is concerned with an optimal strategy for each player, assuming each player is motivated by self-
interest. If each player's strategy is to maximize the security level, the maximin strategy, then the entry in row 3 
and column 2 would be the payoff,  $4,  from the column player  to  the row player.  In this  instance,  these 
strategies are said to be in equilibrium because neither player is motivated to change. That is, it is assumed that 
each player knows the rules of the game and the other player's utility function and will assume that the other 
player will reason the same way. If each player reasons that the other player will search for the best course of 
action to maximize the security level, then the player's own best course of action is also to maximize his or her 
own security level and so neither party is motivated to move off α3β 2. 

Not  all  strictly  competitive  games  have  such  an  equilibrium point,  and  if  such  points  exist,  they  are  not 
necessarily  unique.  For  our  purposes,  however,  we  need  not  pursue  these  interesting  questions  and  game 
theory's answers to them. 



This simple example is sufficient to contrast game theory with our formulation of the structure of conflict. A 
Type II conflict that closely parallels this game is the following. Consider a worker seeking a raise. The range 
of options is from zero on up in a more or less discrete sequence of increments. 

This differs from the game just described in that there would be communication and interaction between the 
worker and the employer and negotiation which would seek agreement on an outcome. 

Game theory directs its attention to alternative courses of action which are once removed from the outcomes. 
There is no communication about outcomes; no agreement is sought. Each player makes a choice in the light of 
everything known about the game and expectations of what the other player will do. The conjunction of the 
choices of the players then determines the outcome. The decisions of the players are made separately, and then 
they live with the consequence. Each player's choice, a course of action, selects a subset of the total possible set 
of outcomes, a row and a column, and the intersection of the two sets determines the outcome for each player. 

In  our  treatment  of  the  problem,  the  outcomes  themselves  are  the  options,  the  participants  are  free  to 
communicate, and we seek an optimal set of options to ensure that final agreement falls on one of the options in 
that set. 

Pruitt  and  Rubin  (1986)  identify  five  different  strategies  for  resolving  a  conflict.  Of  these,  the  one  that 
characterizes classical game theory is "contending," by which is meant the player's primary concern is his or her 
own outcomes with little  concern for the other's  outcome.  In contrast,  the strategy for resolving a Type II 
conflict that characterizes our model for the structure of conflict is "problem solving," by which is meant both 
players are concerned for the other's outcome as well as their own. 

This difference is illustrated by the Prisoner's Dilemma game, well known to social scientists and much studied 
both theoretically and experimentally (Rapoport & Chammah, 1965). This is a two-person non-zero-sum non-
cooperative game. A non-cooperative game is one in which no preplay communication is permitted between the 
players. An example is presented in Figure 33, taken from Luce and Raiffa (p. 95). 

The interpretation of the entries in this game matrix is as follows: (-4, 6) in cell α1β 2 means that if player 1, the 
row player, chooses α 1 and player 2, the column player, chooses β 2, then player 1 loses $4 and player 2 wins $6 
(so the game is not zero-sum). Note that if the joint strategies are α 1  β? 1, then each player gets $5. This joint 
strategy is referred to in the literature on Prisoner's Dilemma as the players cooperating, (C,C). If either player 
is tempted to defect by the outcome of $6, the other player, if he continues to cooperate, would lose $4. If both 
players defect, (D,D), then both lose $3. 



Figure 33 : A Prisoner's Dilemma game

Figure 34 : The frontier of preference for the Prisoner's Dilemma game

The game matrix  is  plotted  in  Figure 34 with player  1's  utilities,  assuming utility  for  money is  linear  for 
simplicity, on the vertical axis and player 2's utilities on the horizontal axis. A line has been drawn connecting 
the points (D,C), (C,C), (C,D). This line of options is called, in game theory, the negotiation set (Luce & Raiffa, 
1957). This set of options bears some resemblance to the frontier of preference but the concepts are not the 
same, so we digress here briefly to clarify the distinction. 

Without dwelling on the technical details, the principal differences between the negotiation set and the frontier 
of preference are that the negotiation set is based on cardinal utilities; it is the convex closure of Pareto optimal 
options and so is an efficient set if there are only two players (efficiency is stronger than convexity in general 
but in two dimensions they are equivalent); it is bounded by each player's "maximin" strategy (which puts a 
lower bound on the amount of utility a player can guarantee himself or herself regardless of what the other 
player does, and which also, incidently, places an upper bound on the amount of utility the other player can 
achieve); it is a set of options that constitutes an approach/approach conflict but in a slightly different sense 
from ours.The frontier of preference is based on a signed ordinal scale of preference for each player; it is Pareto 
optimal  but  almost  certainly  not  an  efficient  set;  it  may  be  finite;  it  is  bounded by the  peaks  of  the  two 
preference functions; and, as we shall see in the next chapter, it may have segments that are approach/avoidance 
and/or  either  approach/approach  or  avoidance/avoidance  but  not  both.There  are  some  other  more  subtle 
differences. If the players were presented with the cells of the game matrix (the space of options in a Type II 
conflict) and sought to come to mutual agreement on one, it is possible that the frontier of preference would 
reveal the option (C,C) to dominate all others. These differences could arise with the ability to communicate 
and  the  intent  to  seek  agreement  because  of  being  motivated  by  a  common  interest.  We  discuss  these 
differences  later  in  this  section and further  in  Section  13.2.2 in  the context  of Type III  conflict.  Here we 



continue with the game-theoretic analysis.One might anticipate that different numerical values in the cells of the 
game matrix (but still preserving the ordinal properties that characterize the Prisoner's Dilemma) would affect 
the player's behavior. Axelrod ( 1967, 1970) developed a measure of the degree of conflict of interest and used 
it to make a number of predictions of behavior in repeated play. These predictions were testable using data 
reported by Rapoport and Chammah ( 1965).In a given game that has been played many times by pairs of 
players, eight numbers can be computed. These are the probabilities that Player A will defect after a move on 
which the following happened: 

1. Player B cooperated 
2. Player A cooperated 
3. Player A defected 
4. Player B defected 
5. Both cooperated 
6. Player A cooperated and Player B defected 
7. Player A defected and Player B cooperated 

8. Both defected 

The predictions were that the more conflict of interest there is in a game, the larger each of these probabilities 
will be. Using the data of Rapoport and Chammah, the lowest rank order correlation coefficient reported was .
61. 

The nature of this measure of the degree of conflict of interest is discussed in more detail below. 

The types of games discussed so far are all non-cooperative games, by which is meant there is no preplay 
communication. They are games in which there is a prescribed set of courses of action available to each player, 
each player has full knowledge of the set available to every other player and has full knowledge of the joint 
(social) consequences (i.e., the outcome for each player of every conjunction of courses of action). The theory is 
concerned with determining the best choices for players acting in their own self-interest. 

These  are  instances  in  which  the  consequences  of  an  individual's  behavior  are  partially  dependent  on  the 
behavior of others, a very common state of affairs in individual choice. In our terms, these are Type I conflicts, 
a conflict within the individual torn between incompatible goals, essentially greed and fear. 

Another class of games, called cooperative games, involve negotiation as in bargaining. In these games von 
Neumann and Morgenstern introduced the notion of the negotiation set, as the set of nondominated options. On 
such options the players are guaranteed at least as much as they can secure without cooperating (e.g., the status 
quo obtains). The negotiation set corresponds to our frontier of preference except the negotiation set is obtained 
from cardinal utilities and our frontier is obtained from a holistic preference comparison. von Neumann and 
Morgenstern stop there, they do not propose a solution to such games. 



They [ von Neumann & Morgenstern] have argued that the actual selection of an outcome from the multiplicity 
of points in the negotiation set N, depends upon certain psychological aspects of the players which are relevant 
to the bargaining context. They acknowledge that the actual selection of a point from N is a most intriguing 
problem, but they contend that further speculation in this direction is not of a mathematical nature -- at least, not 
with the present mathematical abstraction. (Luce & Raiffa, 1957, pp. 118-119) 

Game theorists since, however, have not stopped there, and some important work has been done on the problem 
of selecting an option from the negotiation set ( Jones, 1980). Game theorists have been aggressive in seeking 
"solutions,"  a  strategy  which  we  would  not  discourage.  Of  course,  the  same  problems  arise  which  were 
discussed in Chapter 6 and Section 9.2, the problem of interpersonal comparability of utility and the problem of 
fairness in the face of power and threat capability. The work of Nash, Harsanyi, and others, discussed in Luce 
and Raiffa,  are examples of the top-down approach to fairness mentioned in Section 6.3.We will  make no 
attempt to review this work but merely indicate that, typically, some "reasonable" conditions (axioms) that a 
"fair" solution should satisfy are proposed and then a solution is derived involving the measurement of utility on 
an interval scale for an individual but not, in all solutions, requiring comparability across individuals. The Nash 
solution  to  the  bargaining  problem,  for  example,  is  that  point  in  the  negotiation  set  in  which  the  relative 
marginal  concessions in utility are equal,  having set  the status quo equal to zero. So this solution requires 
measuring utility but does not require comparability across individuals.Although the solutions offered are not 
satisfactory to social scientists, nor, indeed, to mathematicians, they are logical consequences of precisely stated 
axioms about proposed desirable properties that a solution should satisfy. More satisfactory solutions depend on 
the construction of alternative axioms that can be operationalized and that capture what are still only imprecise 
behavioral  and social  science notions.It is in this  spirit  that  Axelrod ( 1970) developed his measure of the 
intensity of conflict of interest. The development was patterned on the development of Shannon's measure of 
information  (Shannon & Weaver,  1949) and was constructed  in the context  of bargaining games and then 
generalized to the Prisoner's Dilemma and other complex games.In brief the measure is derived from a set of 
five precisely specified desirable properties. They are: 

1. Symmetry: invariance with respect to interchange of the labels of the players (anonymity). 
2. Independence:  independence  with  respect  to  linear  transformations  of  player's  utility  schedules  (not 

dependent on comparability of utility). 
3. Continuity: for a given game, G, and an infinite sequence of games, G i, all with the same "no agreement" 

point, if the region 
of G is the limit of the regions of G i then the conflict of interest of G is the limit of the conflicts of interest 
of the games  G i. (This is a technical condition. The region of  G is the space of all feasible agreements 
including the no agreement point.  It is convex because probability mixtures of feasible agreements are 
allowed, for example,  coin tossing.  In Figure 35 the region of all  feasible  agreements for the conflict 
between husband and wife discussed in Section 5.2 is bounded by the heavy line connecting the points 0, 1, 
2, 3, and 4 children. If two games are similar, this property requires that they should have similar amounts 
of conflict of interest if they also have the same no agreement point.) 

5. Boundedness: the bargaining game with the most conflict of interest has conflict of interest equal to one-
half (a scale property). 

6. Additivity: in normalized games, if the cost to one player of meeting a demand by the other is the sum of 
the costs of meeting the same demand divided between two other games, then the conflict of interest of that 
game is the sum of the conflicts of interest of the other two games (a strong and very important condition). 



To measure conflict of interest, the game is normalized by transforming each player's utilities to the interval 
zero to one, with zero the utility of the worst that can happen and one the utility of the best that can happen. 
Then the area in the unit square above and to the right of the region of feasible outcomes is a measure of the 
degree of conflict of interest. 

What Axelrod shows is that this conflict of interest measure satisfies all five properties and is the only measure 
that can. 

As an illustration, we present in Figure 35 the way in which the conflict of interest would be calculated for the 
conflict shown between husband and wife over number of children, which was displayed as a Type II conflict in 
Figure 14. For purposes of illustration, the utilities used in Figure 35 are taken from Figure 14 as if they were 
known and  true.  The  origin  or  zero  point  of  utility  is  what  each  player  can  guarantee  himself  or  herself 
unilaterally, which in this case is to have no children. The unit of utility is the best a player can do in the light of 
the fact that the other player is sure to veto any agreement that was not at least as good as the no agreement 
value. 

The best for A is to have one child as that is A's most preferred outcome and it is regarded positively by B so 
would not be vetoed. 

Figure 35 : The conflict of interest measure for conflict between husband and wife

The  best  for  B  is  to  have  three  children,  mutatis  mutandis,  so  the  rectangle  that  contains  the  conflict  is 
completed by the dotted lines. Here the measure is 19.8%. 



In Figure 36 we show the calculation of the conflict measure for the Prisoner's Dilemma game from Figure 33. 
The measure here is 12.3%, assuming linear utility for the outcomes of the game. 

Clearly, the conflict of interest measure requires the measurement of utility of each party on an interval scale, 
but neither interpersonal comparability of differences in utility nor normalization is required. 

Given cardinal utility, the measure is promising for comparing the degree of conflict of interest for the same 
pair of individuals playing a set of games which are alike in certain ways (e.g., the same demand area and the 
same social and psychological context). The relative degree of conflict is maximal, equal to one-half, when the 
negotiation set lies on the diagonal from upper left to lower right. As the line of the negotiation set bulges up 
and out toward the upper right corner both players can increasingly get what they want and the conflict  of 
interest is said to diminish. 

But, of course, if the limits of the demand space are changed, or if the social or psychological context of the 
game is changed, for example, by changing the players, or by repetitive play, or by changing the payoffs to 
approach/approach, approach/avoidance, or avoidance/avoidance conflicts without changing the relative space 
of infeasible outcomes, then comparisons are not justified. Such changes constitute perhaps one reason that the 
relations observed using Rapoport and Chammah's data on the Prisoners' Dilemma game were not better than 
they are. That they were as high as they are perhaps reflects the structural similarity of their conflicts and the 
effectiveness of the measure in capturing this similarity. 

Figure 36 : The conflict of interest measure in the Prisoner's Dilemma game

In an iterated Prisoner's Dilemma if players believe their own behavior can influence the other player then the 
game  is  no  longer  a  dilemma  (Am.  Rapoport,  1967)  and  a  "tit-for-tat"  strategy  is  the  best  in  securing 
cooperation (Axelrod, 1984). 

Attempts to apply game theory to some dozen real conflict situations, ex post facto, by Snyder and Diesing 
(1977)  bring  out  its  value  in  clarifying  options  and  issues  but  also  its  inadequacies  due  to  its  restrictive 
assumptions. The limitations of game theory in its classical form as a model for conflict situations are widely 
recognized, and there have been a number of modifications and extensions suggested. But when one leaves the 
domain of two-person zero sum games with saddle points,  then rational  choice becomes encumbered with 
psychological  issues like self-interest  versus collective interest,  trust  and suspicion,  and broader issues like 
social norms and ethical principles. 

In comparison with the theory of the structure of conflict developed here, classical game theory gets stronger 
results from stronger assumptions that are unrealistic beyond a very limited domain of conflicts. In that domain, 



players are driven by self-interest, choose a course of action independently of each other, and must accept the 
collective consequence of their separate decisions -- a normative approach to maximizing self-interest. 

The theory of the structure of conflict makes weaker assumptions and gets weaker results applicable to a broad 
domain of conflict. Players are assumed to be driven by self-interest but, in the case of Type II conflicts, must 
seek agreement on the outcomes of their joint action, a collective interest. 

The development of what is called higher game theory consists of extending the classical  theory either  by 
relaxing restrictive assumptions to increase the relevance and applicability of the theory or by narrowing the 
domain by changing the assumptions and adding others to make the theory more relevant to particular conflicts. 
Examples include: relaxation of the restriction on the quantification of utility (e.g., Rapoport, An., Guyer, & 
Gordon, 1976; Howard, 1971; Brams, 1975); the exhaustiveness of information on options and outcomes of 
both parties (Harsanyi, 1967-1968); substitution of satisficing for the maximization of utility (Simon, 1955, 
1957); and the introduction of metagames in which sequentially conditional choices are introduced (Howard, 
1971).  Such  efforts  can  go  far  to  increase  the  relevance  of  game  theory  to  real  conflicts  but  usually  at 
considerable cost to the strength and power of the theory, and the assumptions made have been frequently 
criticised (see e.g., Brams, 1976, for a review of the controversy aroused by metagame theory). See Section 
13.2.2 for further discussion of the role of higher game theory in the context of Type III conflict. 



Chapter 10
The Classification and the Difficulty of Resolving Type II Conflicts

10.1 The Variety of Type II Conflicts 

An approach/approach Type II conflict, as we defined it in Section 5.3, is over a pair of options each of which 
has positive ambience for both parties; that is, both options represent an improvement on the status quo of both 
parties. One option represents a greater gain than the other option does on the status quo of one party, and the 
reverse is true for the other party or there would be no conflict. The conflict pertains to which party should get 
the greater gain. 

What one party gains is not what the other party loses, either qualitatively or quantitatively. A choice of one 
option over the other may be a greater gain in preference for one party than for the other party, but for each 
party, that choice is a gain from its respective initial position. The gain of either party is a composite of the 
gains and losses on the components that the party regards as relevant, as evaluated through the party's utility 
functions for these components, and, finally, the party's preference function which aggregates them. None of 
these are observables in an authentically verifiable sense. 

Of course, some of the components seen by one party as a gain in the choice of one option over another may 
also be seen by the other party as gains; for example, what to one party is a gain in employee morale may be 
valued by the other party as a gain in employee safety or working conditions. Thus, it is not only misleading but 
also false to say that one party's gain is the other party's loss. Each party gains something and loses something in 
resolving an approach/approach conflict, and what one party gains may be part of the other party's gain or loss 
and what one party loses may be part of the other party's gain or loss. It may be said, however, that each party 
has gained more than it has lost. 

The preceding discussion was cast in terms of resolving an approach/approach conflict, but a parallel scenario 
may be written  for  an avoidance/avoidance  conflict  in  which the resolution involves  deciding  which party 
should take the greater relative loss, as both options represent reductions from the initial  positions of both 
parties. 

In an approach/avoidance conflict  one party favors an option that the other party opposes, relative to their 
respective  initial  positions.  It  would  seem that  this  is  not  an  attractive  situation  in  which  to  seek  mutual 
agreement. This type of conflict, however, is quite common and almost as commonly resolved easily (e.g., an 
employee asking for a raise, or a spouse wanting to go on a fishing trip or to the ballet), where the resolution is 
simplified by the need or desire to preserve the relationship. 

These  considerations  bear  on  the  interpretation  of  substantive  differences  in  the  classification  of  Type  II 
conflicts and, of course, bear on the difficulty of resolving them. These substantive differences, however, do not 
lend  themselves  in  any  obvious  systematic  way to  the  question  of  the  relative  difficulty  of  resolving  the 
different classes of Type II conflicts. In addition to the substantive character of a conflict, however, its structural 
characteristics may also be expected to affect the difficulty of resolving it. In which case, if it is easier to resolve 



one kind than another, then it may be worthwhile in the course of negotiation to direct attention to peaks and 
initial positions to change the conflict, not substantively, but structurally. 

We turn, then, to more general structural properties of Type II conflicts which will permit the construction of a 
scale  of difficulty  independent  of context.  By means of the frontier  of preference any two-person Type II 
conflict can, in principle, be structured in terms of a totally ordered scale of viable options, those between the 
two peaks, and covered by the inner branches of two adversarial preference functions, each monotone over the 
scale and with slopes of opposite sign. The relation of these preference functions to the scale of options may 
have profound effects on the relative difficulty of resolving Type II conflicts for structural reasons alone, as we 
will now suggest. 

For this purpose, the simple classification of Type II conflicts as approach/approach, approach/avoidance, and 
avoidance/avoidance will be augmented by taking ordinal strength of preference into account. The result will 
yield as many as nine varieties of Type II conflicts and a metricized concept of distance between adversaries 
that will bear on the difficulty of resolving their conflicts. 

Figure 37: Viable options bounded by a-b

We introduce  this  discussion  with  Figure 37 showing two SPFs labeled  A and B with peaks  at  a and  b, 
respectively, with a to the left of b on the scale of options. For simplicity and clarity we have adopted some 
notational conventions for this discussion. The SPFs are drawn with straight lines and pointed peaks and each 
SPF intersects the scale of options on the left and on the right of its peak reflecting the effects of status quo and 
background variables. These initial positions for A are labeled 1 and 2, to the left and right of a, respectively, 
and the intercepts for B are labeled 3 and 4 to the left and right of b, respectively. 

The  peaks  and  intercepts  partition  the  scale  of  options  into  segments,  and  the  figure  is  drawn  with  the 
boundaries of segments equally spaced.  The reader is reminded, however, that the scale of options is only 
ordinal. 

The range of viable options is bounded by the peaks of the two SPFs and this segment of the scale of options is 
indicated by a heavy line with arrows designating the boundaries. We see from the figure that in the range a-b 
all options have positive sign for both parties. We also note that the entire range of viable options is covered by 
the highest  portion  of  the preference functions,  their  "upper  ends," so we will  refer  to  the strength of the 
ambience as "high" for each party (precise definitions of the ratings of strength are given below). It is to be 
understood, of course,  that  this reference to strength does not imply anything about comparability  between 
parties but only relative strength of preference for each party separately (i.e., an ordinal scale of strength and 
strictly intrapersonal). 



Note that the intercepts 1 and 3 could be in either order and the intercepts 2 and 4 could be in either order 
without  affecting  the  bounds on the viable  options.  Because the  viable  options  are  an intact  segment,  not 
partitioned by initial positions, the ideals are in 

Ease of Ambience Distance 

Row 

Resolution Segment Sign Strength Illustration Apart 

(1 = Easiest) (A/B) (A/B) 

1 1 a-b app/app high/high Fig. 37 1 
2 3-b app/app intermediate/- Fig. 38(a) 2 
3 2 3-2 app/app low/low Fig. 38(b) 3 
4 a-2 app/app -/intermediate Fig. 39(a) 2 
5 3 a-3 app/av high/- Fig. 38(a), Fig. 38(b) 2, 3 
6 2-b app/av -/high Fig. 39(a), Fig. 39(b) 2, 3 
7 4 a-2 app/av -/high Fig. 39(b) 4 
8 3-b av/app high/- Fig. 39(b) 4 
9 5 2-3 av/av low/low Fig. 39(b) 4 
Table 3: Conjectured relation of the ambience of segments of options to ease of conflict resolution 

some sense "closer"; the two parties are not far apart. Also, because these viable options have positive ambience 
and for each party the ambience is high, one might anticipate that on the basis of these structural characteristics 
only, conflicts of this variety might be the easiest of all to resolve. 

This information is summarized in the first row of Table 3, as follows. We have an intact segment of viable 
options between the two peaks, a-b. The ambience is positive for both A and B so it is an approach/approach 
conflict; the ambience is at the highest positive end of the preference function for A and B, so it is indicated as 
high/high for A and B respectively. The conflict is displayed in Figure 37. It is conjectured to be the easiest of 
all varieties of Type II conflicts to resolve, so is rated "one" in the first column of Table 3. 

Initial positions, however, can partition the scale of options between the peaks. In this case, different segments 
within the range of viable options represent conflicts with ambiences that differ in sign and strength and hence 
may differ in ease of resolution. 

The strengths of the approach tendencies are rated high, low, -, or intermediate, defined as follows: 

high: the range includes the peak but not the initial position. 

low: the range includes the initial position but not the peak. 

-: the range includes the peak and the initial position. 



intermediate: otherwise. 

The strengths of avoidance tendencies are rated high, low, or -, defined as follows: 

Figure 38: Viable options bounded by a-3-b and a-3-2-b

high: the range does not include the initial position. 
low: the range includes the initial position and is cut off. 
-: the range includes the initial position and is not cut off. 

All  further  varieties  of  Type  II  conflicts  are  displayed  in  Figures  38  and  39  and  are  summarized  in  the 
remaining rows of Table 3. We will discuss rows 2 and 8 of the table to complete the notational conventions 
and to show how qualitative changes in conflicts may come about from structural changes alone. 

In row 2, we are informed that a segment of viable options bounded by 3 and b (the bounds indicated by arrow 
heads) gives rise to an approach/approach conflict; that the strength of the ambience of the conflict over this 
segment is rated intermediate/- for A and B respectively; and that the conflict is illustrated in Figure 38(a). The 
last column of the table is explained in the next section. 

In row 8 of the table we have another instance of a segment of viable options bounded by 3 and b. In this case, 
the segment is found in Figure 39(b), where we see that the ambience for A has become negative, so the conflict 
has changed radically and is qualitatively different. A's initial position 2 intersects the range of viable options to 
the left of 3, so that A's preference function over the segment bounded by 3 and b is highly negative, and so 
indicated in the table. For B the ambience is positive and the range includes the peak and initial position so the 
strength is indicated by a - after the slash. 



Figure 39: Viable options bounded by a-2-b and a-2-3-b

Each of the remaining rows of Table 3 corresponds to a segment of the scale of options of Figure 38 or 39 as 
indicated in the table and the reader can verify the summary offered in the table. 

It might be pointed out that Figures 38(a) and 39(a) are essentially symmetrical structurally in that the conflict 
over the segment 3-b in Figure 38(a) is equivalent to that over  a-2 in Figure 39(a) if the A and B labels are 
interchanged. Similarly the conflict over 2-b in Figure 39(a) and that over a-3 in Figure 38(a) are equivalent. 
This symmetry, however, is formal and not independent of the identity of A and B in substantive cases. See, for 
example, Schelling (1960) criticism of Nash's symmetry condition in his bargaining solution. 

It is interesting to note that high negative ambience when it occurs is always associated with positive ambience 
for the other party, see Figure 39(b), segments 3-b and a-2. These conflicts could be reminiscent of examples of 
seeking a raise or reducing wages, respectively. 

The figures and the table reveal that there can be as many as nine varieties of Type II conflicts, conjecturally 
distributed over five levels of difficulty. This classification depends only on ordinal properties but takes into 
account the sign and strength of the ambience and the identification of the parties as A and B. There are four 
varieties of approach/approach, two varieties of approach/avoidance, two of avoidance/approach, and only one 
of avoidance/avoidance, the latter being one in which the ambience for both parties though negative is relatively 
low in strength for both of them. 

High negative ambience only occurs associated with positive ambience for the other party, as already noted. 
This is an example of an interaction that could easily be interpreted as a psychological one whereas it is entirely 
structural in its origin. 

We have seen that these nine varieties are conjectured to fall  into five levels of difficulty indicated by the 
ranking in Table 3. There are really two things we are doing here and they should be distinguished: One is to 
point out structural features that might be related to the difficulty of reaching mutual agreement on an option 
and so are fertile areas for research; and the second is to conjecture what the relations between the structural 
features and the difficulty of reaching agreement might be. We hold no particular brief for these conjectures, as 
there are counter arguments. For example, the avoidance/avoidance conflict in row 9 of Table 3 we have rated 



as ninth, most difficult to resolve. However, the options in that segment are the most intermediate between the 
ideals and both parties are unhappy whereas a resolution in a segment on either side will have positive ambience 
for one party and be strongly negative for the other. The equity literature suggests that people don't like large 
disparities in outcomes. So this argument suggests that the resolution is most apt to be in the middle segment, 
but  not  that  it  would  be  easily  reached.  These  conjectures  are  all  empirical  questions  to  be  settled 
experimentally. 

These nine varieties arise because we are examining segments of the viable options between two peaks as the 
viable options become partitioned by initial positions and we take no advantage of possible symmetries. We 
will  next  develop another  approach to measuring the structural  difficulty  of resolving Type II  conflicts  by 
introducing a metric for the distance between peaks and we do take advantage of symmetries. This new concept 
is related to the development in this section but is a function of the entire range of viable options and not of each 
segment separately. 

10.2 Distance Between Adversaries 

Rhetorically it is not uncommon to speak of how far apart two adversaries are and of trying to bring them closer 
together. Although our level of analysis of the structure of conflict does not lend itself to a metric for distance 
between options,  a metric  is possible for the distance  between adversaries.  The idea was introduced in the 
discussion of Figure 37 in which the viable options bounded by the ideals of the two parties is an intact segment 
and hence an approach/approach conflict with relatively high ambience was a basis for judging the two parties 
to be "close" together. Let us pursue this reasoning further. 

Suppose, for example, one were to visualize moving A and B further apart by changing A's ideal to an option on 
the left past B's intercept 3, as in Figure 38(a). 

Alternatively, we could have done the symmetric thing by changing B's ideal to an option on the right of A's 
intercept 2, as in Figure 39(a). 

If we did both of these things, thereby moving A and B still further apart, we would have Figure 38(b). 

Finally, we could take one more step, and move A and B still further apart until the order of the intercepts 3 and 
2 was reversed to form Figure 39(b). 

The purpose of this "visualizing" is merely to convey the notion that there is a useful sense, then, in which the 
adversaries may be said to be closest together in the conflict portrayed in Figure 37; next closest together in 
those conflicts portrayed by Figure 38(a) and Figure 39(a). They may be said to be further apart in Figure 38(b) 
and furthest apart in Figure 39(b). 



It would be not unreasonable to anticipate that this order on the distance between two parties would be related 
to the relative difficulty of resolving their conflict, insofar as only structural characteristics introduced here are 
considered.  These results are in conformity with common sense expectations that approach processes make 
resolution easier and avoidance processes make it more difficult. 

There are observations, however, which would degrade these distinctions between conflicts. In the language of 
game  theory  an  approach/approach  conflict  is  a  variable  but  positive  sum game,  an  avoidance/avoidance 
conflict a negative sum game, and a zero sum game would be an approach/avoidance conflict. Cooper (1985) 
remarks there is typical disagreement on the distribution of gains from cooperation. . . . I was surprised to find 
that at its core every negotiation is a zero sum game. Even when there are substantial mutual gains to be had by 
all  the parties engaged in the negotiations, there is great disagreement over the distribution of gains or the 
sharing of the costs. If the mutual gains are obvious, the negotiators quickly take them for granted and the 
bargaining immediately focuses on the distribution of gains or costs. (p. 30) 

In  our  terms,  this  adaptation  reflects  the  volatility  of  initial  positions,  which  are  less  immune  to 
misrepresentation than preference orders and are more adaptable to circumstances. 

That our concept of distance is a strictly subjective one and not a metric on the scale of options may be seen as 
follows. Instead of translating A's (or B's) ideals to make them further apart on the scale of options, one could 
imagine the inner branches of their SPFs having steeper slopes, reflecting a more rapid decay of preference, and 
thereby transforming one figure into another. Figure 37 is transformed into Figure 38(a) if the inner branch of 
B's SPF reflects a sufficiently rapid decay in preference over the viable options, so that B's intercept labeled 3 is 
an option between a and b. In a very real sense the options to the left of b are farther apart, from the point of 
view of B's preference function, the steeper the slope of B's inner branch. In a relative sense, the options in 
Figure 38(a) are farther apart for B than they are for A. 

Similarly, Figure 37 is transformed into Figure 39(a) if the slope of the inner branch of A's SPF were increased 
so that A's intercept labeled 2 is an option between a and b. Again, the adversaries have not been moved farther 
apart with respect to their ideal options, a and b, but only with respect to the decay of their preference functions 
over the options between their ideals. Equivalently, it becomes relatively more difficult to make concessions the 
steeper the slope of the inner branch. 

If the slopes of both inner branches have become steeper we get Figure 38(b) first and then, finally, Figure 
39(b). 

This makes it clear that this concept of a distance between parties in conflict has nothing to do with distance 
between their ideals on the scale of options, which is only an ordinal scale in the first place, but rather reflects 
an increasing "reluctance" to depart from their respective ideals, a subjective metric. 



It is possible to put a metric on the distance between parties in a Type II conflict without any reference to 
distance  on the scale  of options  by taking advantage  of  the Kemeny metric  on orderings.  Kemeny (1959) 
showed that the minimum number of interchanges of two adjacent elements required to transform one ordering 
into another satisfies the metric axioms. For example, the two orderings a b c d e and abdce are one unit apart 
because exactly one adjacent pair are reversed. The orderings abcde and abedc are three units apart because it 
takes  three such permutations  to convert  one into the other.  (A slightly  different  metric  is  used if  ties  are 
allowed.) 

Figure 40: Distance between adversaries

Figure  40  illustrates  the  four  levels  of  Type  II  conflict  using  the  Kemeny  metric.  On  the  left  is  the 
approach/approach conflict  which we define to be one unit  apart.  Next are  the two conflicts  illustrated by 
Figures 38(a) and 39(a).  They each require one pairwise reversal  to reduce them to the approach/approach 
conflict so they are each one more unit apart (i.e., two units in all). 

Adversaries three units apart are shown next and correspond to Figure 38(b); and finally, adversaries four units 
apart are as far apart as they can get and the figure corresponds to Figure 39(b). 

Note that only reversals under the inner branches are relevant, as they cover the viable options. In other words, 
the ordering of intercepts to the left of a and to the right of b are irrelevant to this index of distance between 
adversaries. We have entered in the last column of Table 3 the distances between adversaries bounding the scale 
of viable options to which each row (a segment of the scale of options) belongs. The five levels in Column 1 of 
Table 3 pertain to segments of the scale of options, and the four levels indicated in the last column pertain to the 
entire scale of viable options. That these concepts are closely related appears obvious, and indicates a rich 
opportunity for empirical exploration. 

This metric is technically an absolute scale having a natural zero point and counting a natural unit, pair-wise 
permutations, that is indivisible. One must avoid, however, getting an exaggerated impression of its generality. 
Given distances between adversaries in different conflicts or between different adversaries in the same conflict 
are  almost  certainly not  equally  easy to traverse,  any more than a given distance  between cities  is  always 
equally difficult to traverse. If, however, one can shorten the distance in any particular instance it certainly 
becomes easier to traverse. So also must it be in resolving a conflict. 

The context of a conflict introduces many factors besides these structural characteristics that affect the difficulty 
of resolving it, so across different conflicts these ratings of difficulty would not apply. But in any particular 
substantive instance, shifting initial positions by changes in the status quo and/or background variables can be 
as effective as changing ideal points in reducing the rating of the difficulty of resolving any particular conflict. 
One effect may be easier to induce than another. 

One might push this speculation on the difficulty of resolution a bit further. Consider Figure 38(a). The viable 
options, those between the two peaks, a and b, are divided into segments, a-3 and 3-b, an approach/avoidance 



segment, and an approach/approach segment, respectively. One might expect, then, that the resolution would 
tend to be in the segment 3-b rather than in the segment a-3, especially if failure to agree means retaining the 
status quo, for B will refuse to accept an option worse than the status quo. Mutatis mutandis for Figure 39(a). 

In Figure 38(b) we have a low approach/approach conflict between two approach/avoidance conflicts, and one 
would suspect that the resolution would tend to be an option in the central approach/approach segment. 

Figure 39(b) presents a particularly recalcitrant conflict;  it  is a low avoidance/avoidance conflict  embedded 
between two approach/avoidance conflicts in which the avoidance component in each case is high. It is a case in 
which somebody is going to be awfully unhappy or else neither will be satisfied with the outcome but probably 
glad to have it over with. 

What this discussion reveals is that the zero point on the signed ordinal scale of each party is a significant step 
toward interpersonally comparable utility and is vulnerable to strategic manipulation and outside intervention 
due to its relation to the status quo and initial positions. 

It must be recognized that the locus of a peak and of the intercepts are inherently independent except for their 
rank order, and the conjunction of two SPFs over a common total ordering of options forms an ordering of the 
six points as shown in Table 3. There is no possible monotone rescaling of the options that can change the joint 
ordering of peaks and intercepts. It is obvious that a procedure for resolving conflict which requires that the 
opposing parties  reveal  their  preference  orderings  is  going to  be resisted,  in  the  first  place,  and if  that  is 
overcome, is going to entice misrepresentation in one way or another (i.e., by exaggeration and by dissembling). 
We speculate here on the pros and cons of misrepresentation. Consider the following two scenarios: 

1. Suppose that B dissembles by insisting that intercept number 3 is between a and b, as in Figure 38(a), so 
the approach/approach options are between 3 and b, and a solution in that interval is to B's advantage. 

2. Alternatively, suppose that A dissembles by exaggerating A's ideal to make it appear to the left of the 
number 3 intercept. 

Either of these two scenarios would transform the conflict from that displayed in Figure 37 to that displayed in 
Figure 38(a). That is, B's misrepresentation of B's initial position, which would seem to be to B's advantage, 
would also be achieved by A's misrepresentation of A's ideal. The argument, of course, is symmetric, so if the 
roles were reversed the effect would be represented by the transformation from Figure 37 to that of Figure 
39(a). 

This argument leads to the conclusion that neither party should dissemble by exaggerating its ideal,  as this 
would work to the other party's advantage. The argument, however, is fragile. The two scenarios are different 
even though they lead to the same formal structure. B's involves the decay of B's inner branch, protesting that 
any compromise beyond (to the left of) intercept 3 is out of bounds. A's involves exaggerating the ideal, moving 
further away from B's ideal in a different sense, by "asking for the moon." So although the formal structure is 
the same, the psychological environments of the two scenarios are different and may well affect the assessment 
and behavior of a mediator or the decision of an adjudicator differently. 

If the strategies are perceived by the adversaries as we have initially put them, then the conclusion is that it 
would be better for A to dissemble with respect to the number 2 intercept instead of with respect to the ideal. In 



which  case,  with  both  parties  misrepresenting  their  accept/reject  threshold,  the  conflict  becomes  that 
represented by Figure 38(b) or that represented by Figure 39(b). 

In other words, both parties are driven to appear as far apart as possible but it is better to do so by exaggerating 
their unwillingness to concede rather than by exaggerating their ideals. The further implication is that mediation 
would be more effectively directed at changing initial positions rather than at changing ideals. 

These same effects may occur in a natural way in the case of a strike. As the reserves of the strikers and the 
company deteriorate over time, the initial positions move from the avoidance/avoidance pattern of Figure 39(b) 
toward that of Figure 38(b) and the strike can be settled. 

We would like to emphasize that these are gratuitous speculations and there are good arguments for alternative 
scenarios and conclusions. We mention these only to provide stimulation and guidance on what seem to us 
empirically researchable problems that are of some significance. 

The best resolution of a Type II conflict is one which is mutually acceptable to both parties (i.e., at least as good 
as the status quo), and this implies an approach/approach conflict. Thus, for example, the very difficult conflict 
portrayed in Figure 39(b) requires reversing the order of intercepts 2 and 3. Reversing the order of this pair of 
intercepts excludes avoidance/avoidance conflicts  and transforms the situation into that of one of the other 
figures, in each of which there is one segment of viable options with positive ambience for both parties. This 
transformation can be accomplished by shifting the ideal points or, independently, manipulating the status quo 
and hence, the initial positions. Such transformations are not only a structural matter but a substantive one, and 
there are more possibilities than there are individuals in conflict. This raises the question of the generality of 
empirical research on these problems, and to what extent the conclusions are context bound. The question is too 
open and further speculation does not seem profitable at this time. 



Chapter 11
Multiparty Conflicts and Election Systems

When there are more than two parties involved in a conflict and one option to be chosen, a common final step in 
making a decision is a voting procedure. It may be preceded by debate and discussion, but after that some sense 
of consensus is sought -- usually by means of a vote. 

11.1 Majority Vote and Intransitivity 

There is one voting mechanism (set of rules) for the resolution of multiparty conflicts in a democracy that is 
readily available and highly approved. That is decision by majority choice, which as a mechanism, weights 
individuals equally by giving one vote to each. Unfortunately, this mechanism turns out to have some serious 
defects  except  in the simple case of exactly  two options or two candidates.  When there are three or more 
options, the natural extension of majority choice to a pair-wise elimination procedure can be intransitive, as was 
pointed out by Condorcet ( 1785). A consequence of this is that the outcome may be strategically manipulated 
by controlling the order in which comparisons are made. 

Suppose, for example, that we have three options, a, b, and c, and two-thirds of the electorate prefer a over b, 
two-thirds prefer b over c, and two-thirds prefer c over a. 

These  pair-wise  majority  choices  are  intransitive  and  could  arise  from  individual  preferences  which  are 
themselves transitive. For example, if one-third of the electorate had the preference ordering a b c, another one-
third had the preference ordering b c a, and the rest had the preference ordering c a b, the pair-wise majority 
choices above would arise if all voters expressed their true preference. 

This  intransitivity  is  a  matter  of  serious  concern  because  the  consequence  is  that  a  pair-wise  elimination 
procedure  by  majority  choice  (a  common  procedure  in  legislatures)  will  end  up  with  a  different  winner 
depending on which pair is tested first. For example, if a and b were tested first, b would be eliminated and a 
tested against  c would yield c as the winner. If the elimination procedure began with the pair  b and c, then a 
would win, and if it began with a and c, then b would win. 

The  source  of  the  concern  is  that  this  procedure  provides  an  opportunity  to  play  strategic  games  by 
manipulating the agenda. Such manipulation is clearly undesirable in a system intended to express the will of 
the majority. Consequently, a number of election systems have been proposed in which the voter provides a 
complete  preference  ordering  on  the  three  or  more  options,  and  then  the  set  of  preference  orderings  are 
aggregated according to some rule. A familiar one is Plurality which uses only the first choice of each voter; 
another, the Borda system, averages the ranks of each candidate; a third, sometimes called the Hare system, is a 
sequential elimination procedure that may use the entire preference ordering of each voter to arrive at a winner. 

Arrow (1963)  showed that  no such  system can be without  fault,  so  choosing  a  system is  a  matter  of  the 
seriousness  of  different  faults  and  the  sensitivity  of  a  system to  each.  This  is  an  area  with  a  substantial 



theoretical literature which it is inappropriate to review here in greater detail; the reader is referred to Fishburn 
(1973) and to Sen (1970) for further reading. 

11.2 Effect of Single Peakedness 

Single peakedness enters into the aggregation of preference orders in the following manner. Note that, in the 
previous example, the three preference orderings a b c, b c a, and c a b cannot be generated by single peaked 
functions over the same ordering because they end in three different options. If there were a common ordering 
underlying the three preference functions, then the preference orderings could only end in one of two different 
options (a necessary but not sufficient condition). 

However, if all individual preferences are single peaked over the same ordered set of options, majority choice 
will also be single peaked. 

This is a well-known result (see Luce & Raiffa, 1957) and may be easily shown as follows. Assume there are 
three ordered options, a < b < c and that all individual preference orderings are single peaked. If we suppose the 
contrary, that majority choice is not single peaked, then a majority would prefer a to  b and a majority would 
prefer c to b, thereby violating single peakedness. But the two majorities must have at least one individual in 
common who,  then,  must  prefer  a to  b and prefer  c to  b,  contradicting  the hypothesis  that  all  preference 
orderings are single peaked. 

Under this condition, that all voters' preference functions be single peaked, majority choice would have the 
certainty of optimally matching the will of the people in the same sense that single peakedness does for an 
individual.  It  would  be  invulnerable  to  strategic  manipulation  and voters  could  not  gain  an  advantage  by 
misrepresenting their preferences. There is empirical evidence from some substantial election data, however, 
which indicates that even in the absence of individual SPFs, the occurrence of intransitive majority choice may 
not  be  as  likely  as  feared  (Chamberlin,  Cohen,  & Coombs,  1984;  Coombs,  Cohen,  & Chamberlin,  1984; 
Fishburn, 1986). 

A constraint necessary to ensure that every voter will have a single peaked preference function under the other 
assumptions of Type I theory, is, as we have seen, that the options constitute an efficient set. This is certainly 
not a condition that can be imposed on political candidates freely chosen, nor can they even be required to 
constitute a Pareto optimal set! We may note, however, that each candidate is to some degree a portfolio of 
decisions (tradeoffs) on a number of issues and so may be regarded as analogous to the end product of a single 
negotiable text (see Chapter 8). If the concept of the frontier of preference could be generalized to multiparty 
conflict, then the desirable properties of majority choice would be more nearly assured (see Section 11.4). 

A voting system is  not the only mechanism for resolving multiparty  conflicts,  of  course. A most complex 
example  is  the  multinational  agreement  on  the  Law  of  the  Sea  (Borgese,  1983),  a  natural  extension  of 
procedures  already discussed,  like negotiation,  but with greater  complexities  (see also Section 14.2).  Also, 



resolution of a multiparty conflict may be imposed, as when a President issues a decree in the public interest, or 
a manager or a judge or an administrator interprets a rule or principle. Any conflict of any type can be resolved 
by a third party with sufficient power to enforce the decision. 

11.3 The Jury System 

There are some special circumstances in which single peakedness is achievable in the voting process. Our jury 
system is a case in point. This differs from other voting systems in that it requires unanimity of first choice. 
When there are three or more options, as in deciding between first and second degree murder, manslaughter, or 
not guilty, or in deciding on the amount of damages to be awarded a plaintiff, each juror could have a single 
peaked preference function over the options because the options have a common ordering. If the foreman of the 
jury merely took a vote, then majority decision would be transitive and would yield an optimal decision in the 
sense of averaging the will of the jurors. 

The search for certainty "beyond a reasonable doubt" is presumed to be more closely approached by requiring 
unanimity of the 12 jurors than a majority choice. It would seem that justice is better served. In the late 14th 
century,  when unanimity of a jury of 12 was first  universally  required,  it  was not always easily achieved. 
Deprivation of food was sometimes resorted to by judges to coerce unanimity (Encyl. Brit., 1973, 13, p. 160). 

Unanimity ceased to be required of United Kingdom juries several years ago. The argument was that requiring 
unanimity made it easier to secure improper acquittals because only a single juror had to be corrupted. An 
analysis in terms of signal detectability theory might be relevant here; the higher the level of agreement required 
of a jury the lower the hit rate (fewer of the guilty convicted) and the lower the false alarm rate (more of the 
innocent set free). The question is whether the ratio of hits to false alarms changes systematically with the level 
of agreement required of a jury and what the optimal level is for a just society, as both kinds of errors are 
inevitable in a "noisy" environment. This, of course, assumes a criterion of guilty/not guilty other than the legal 
one. 

11.4 An Extension of the Frontier of Preference to Election Data 

In the study of Type II conflicts in previous chapters, the conflicts were between just two parties, or, if they 
involved many individuals, could essentially be reduced to two parties such as Labor and Management. 

In the case of conflicts involving many individuals who do not coalesce into two polarized parties, a common 
mechanism for making a decision is to run an election. If, in pair-wise comparisons, one option is chosen over 
each of the others by a majority choice, it is called a Condorcet winner. A Condorcet winner, if one exists, is 
generally regarded as a "fair" or "best" choice. But when there are more than two options, a Condorcet winner 
may not exist and for an election system to be decisive (i.e., not end up in a draw) some other system must be 
used. None of these other systems is regarded as superior in all instances. With more than two options, the 
frontier of preference would go a long way toward ensuring a Condorcet winner, particularly if the options are 
as complex as candidates. Candidates necessarily have different positions; each is a bundle of "positions" forged 
in the image of a constituency. A set of candidates, then, are far from the ordered set of optimal options that 



would constitute the frontier of preference. An advantage of a two party system is that if both parties prefer 
some option to another, the latter is dominated and neglected or, in the case of a candidate, may withdraw, 
leading to a frontier of preference. With more than two parties, the options that survive, even if Pareto optimal 
in the sense of some party preferring each member of a pair, are not necessarily totally ordered, and reaching an 
acceptable  resolution  is  made  more  difficult.  In  order  to  help  make majority  choice  an  effective  decision 
mechanism for a multiparty conflict, we propose for further investigation a filtering procedure for constructing a 
frontier of preference for a multiparty conflict with multiple options (e.g., candidates). The procedure involves 
polarizing the many preference orderings to form a polarized conflict and construct a frontier of preference by 
filtering the candidates.  We seek two preference orderings to represent hypothetical  parties,  A and B. The 
following procedure is proposed. 

1. Let S = a, b, . . . be a set of candidates (options). The data needed are the pair-wise preferences of each 
voter.  If  the original  observations  are  complete  rank orders  they must  be decomposed into pair-wise 
preferences. 

2. Aggregate the pair-wise preferences to determine the pair-wise percentages for the electorate as a whole. 
3. Let x, y in S be the pair of candidates for which the proportion preferring x over y is as close as possible 

to .50 but no smaller than .50. Select the subset of voters who have preferred x to z for all z in S, call them 
the A group; and select the subset 

of voters who prefer y to z for all z in S, and call them the B group. If either of these subgroups is empty 
pass on to the next pair for which the proportion choosing x over y, p(x, y), is nearest .50. 

4. Taking x as the ideal point for the A group, calculate the pair-wise proportions p(x,  z) for all  z in S, and 
rank order these proportions from .5 to 1.0. This yields the preference order for A. 

5. Taking y as the ideal point for the B group, construct the preference order for B using the proportions p(y, 
z) for all z in S and order them from .5 to 1.0. 

6. Following the algorithm described in Section 9.1, construct the frontier of preference. This will yield a 
totally  ordered  subset  of  candidates  and  the  possibility  that  majority  choice  would  be  transitive  is 
enhanced. 

7. Over the subset of options on this frontier,  determine the majority  choice using the total  electorate.  If 
majority choice is not transitive or there is a violation of single peakedness, the choice of a winner is not 
affected unless the first three candidates in the majority choice ordering are the culprits. The treatment of 
this case is discussed in Section 9.4 in the extension of the frontier to Type I conflict. 

A p(x, y) close to .50 could be a consequence of either of two states of affairs: the pair x and y may be nearly 
indistinguishable or the electorate is split nearly equally between them. The correlation between A's and B's 
preference ordering can distinguish these two states of affairs. If the correlation is positive, then  x and  y are 
similar and  p(x,  y) close to .50 merely indicates a difficult discrimination. If the correlation is negative, then 
they are discriminated and the electorate is almost evenly split between them. 

By reducing all preference orderings to only those options on the frontier of preference between A and B, the 
distribution of first place votes can be used to determine the median voter whose first choice would correspond 
to the majority choice. 

If there are different solutions given by different pairs x, y, then a choice among these may be made using the 
pairwise preferences of the entire electorate. 



We  explored  this  procedure  empirically  using  election  data  for  five  separate  elections  of  the  American 
Psychological Association (APA). The data are described in some detail in Coombs, Cohen, and Chamberlin 
(1984), so will only be briefly summarized here. The data are from five annual elections for President-elect of 
the American Psychological Association run in 1976, 1978, 1979, 1980, and 1981. Members of the association 
ranked as many of the candidates as they wished; the election was run according to the Hare system, that is, at 
each cycle the candidates were ranked on the basis of the number of first place votes they had received. If no 
candidate had a majority of the votes, then the candidate with the fewest first place votes was eliminated, the 
candidates below the eliminated one in each voter's preference ranking were raised one notch, and another cycle 
was run. Cycling was continued until one candidate had a majority. Over the five elections there was an average 
of 14,010 ballots  returned with an average of 5,831 complete  rank orders of the five candidates.  Only the 
complete ballots were used in this analysis. 

Ordering By Majority Choice: dabec 

Complete Ballots: 5,168 Total Ballots: 11,560 Membership: 42,028 

Pair p(x,y) A B 
F/P 

τ(A,B) 
Condorcet
Winner 

Be .507 
984
bdcea 

956
ebcda be +.2 No 

Ec .525 ebcda 
611
cdbea ebc 0 No 

Bc .546 bdcea bdc +.4 Yes 

Ab .556 
1389
adceb bdcea adb -.44 Yes 

Da .562 
1308
dabce ebcda da +.4 Yes 

Ae .562 adceb cdbea adce -.8 Yes 
Ac .588 adceb cdbea adc -.2 Yes 
Db .617 dabce bdcea db +.2 Yes 
De .633 dabce ebcda dbe -.6 Yes 
Dc .644 dabce cdbea dc 0 Yes 
Table 4: 1976 Election 

In Table 4 we report the analysis for the 1976 election and in Table 5 we summarize the analyses of the five 
elections. The heading of Table 4 indicates the ordering by majority choice, the number of complete ballots, the 
total  number of ballets  returned,  and the total  membership of the association that year.  The candidates  are 
labeled a, b, c, d, e. In none of the five elections was there an intransitive cycle by majority choice. 

We followed the procedure outlined above for extending the frontier of preference to an election except that we 
took every pair instead of preselecting. 



The first column on the left of the table indicates a pair of candidates and the second column the proportion of 
pair-wise preferences for the one on the left over the one on the right. Beginning with the proportion nearest .50 
in the first row, the pair is b and e and the proportion choosing b over e is .507. In the column labeled A is the 
preference order determined by the majority choice of all and only those voters whose preference order began 
with candidate b. In this case their preference order is bdcea. In column B the preference order is given that is 
obtained by majority choice of all and only those voters whose preference orders began with candidate e. In this 
case their preference order is e b c d a. 

In  each  election  all  120  possible  preference  orderings  occurred,  and  over  the  five  elections  the  highest 
frequency is 201, the lowest 6. In the 1976 election the cumulative frequency over the 20 preference orders that 
have b as first choice is 984 and for those that begin with e it is 956. 

The only candidates that survive the screening for the frontier of preference are b and e, shown in the column 
headed F/P. 

The rank order correlation between the two opposed preference orders is +.2 and, as the Condorcet winner for 
the total election is d, we see that the frontier based on the orderings provided by the pair be does not contain 
the Condorcet winner. 

The intent of the procedure is to make a solution by majority choice emerge when one does not exist in the total 
election, and we are making this analysis to test the proposed criteria for guiding the procedure. If, in some 
instance, the procedure fails to yield the Condorcet winner when one is known to exist, then the criteria are not 
adequate. We have here two criteria, a p(x, y) of .507 and a τ(A, B) = +.2. The evidence so far is that these are 
suspect. 

In Table 4 for the year 1976, we see that the Condorcet winner appears on eight of the 10 instances: all those in 
which τ(A, B) is negative (four times), one instance in which τ(A, B) is zero, and three in which τ(A, B) is 
positive.  These numbers are reported as ratios  in the first  row of Table 5,  which reports  the ratios  for all 
elections. 

In the more detailed analysis of which Table 5 is a summary, no relation was observed between p(x, y), which 
ranged from .501 to .647, and the appearance of the Condorcet winner on the frontier. 

We see from Table 5 that out of the 50 tests, 26 had negative 

τ(A, B) 
- 0 + 

1976 4/4 1/2 3/4 



τ(A, B) 
- 0 + 

1978 4/5 1/2 1/3 
1979 5/5 2/2 2/3 
1980 6/6 0/0 1/4 
1981 6/6 0/1 1/3 
Overall 25/26 4/7 8/17 
Table 5: Proportion of Condorcet winners on frontier of preference as a function of τ(A, B) 

τ's and in 25 of these 26 the Condorcet winner in the total election appeared on the frontier. In the other 24 
instances τ is zero or positive and in only half of these cases was the Condorcet winner present. In the one 
instance in which τ is negative and the Condorcet winner did not appear, τ(A, B) = -.2.In conclusion it would 
appear that p(x, y) is not very relevant, but that a negative τ(A, B) is critical. These results, however, are not 
conclusive. What we find here is that if a Condorcet winner exists, these screenings to obtain a total ordering of 
options will include the Condorcet winner with high probability.  What one does not know is whether, if  a 
Condorcet winner does not exist in the total election, one would appear on the frontier of preference? While it is 
the case that a Condorcet winner is not assured, it seems that the total ordering of the frontier greatly increases 
its likelihood. In the absence of a Condorcet winner, then, the procedure that is recommended is that the frontier 
of preference be constructed for some (highly) negative τ(A, B) and then either of two procedures be followed: 

1. rerun the election using the totally ordered slate that constitutes the frontier, or, if economy is critical, 
2. reprocess the original profile of preference orderings, deleting those candidates not on the frontier. 



Chapter 12
A Summary, Some Correspondences, and a Transition

12.1 Summary of Part II 

This summary emphasizes continuity, and is essentially integrative. It is not a detailed review of the content of 
Part II. Only what we consider the more important elements in the development of the structure of conflict are 
included. 

There is some underlying order to the sequence of the first 7 chapters of Part II that should be made explicit.  
Chapters 5, 7, 9, and 11 are concerned with Type II conflicts of increasing complexity from the point of view of 
structure. Chapters 5, 7, and 9 deal with increasingly complex options but all are two-party conflicts. Then 
chapter 11 increases complexity by considering conflicts between more than two parties. 

In Chapter 5, the minimum level of the complexity of the options is due to the natural and unique ordering on 
the options, the number of children. In Chapter 7, the options are in exactly two dimensions and so have no 
natural ordering. In Chapter 9, the options may be of any dimensionality and of any qualitative complexity. In 
Chapter 11, the options may be as complex as those considered in Chapter 9, such as candidates for office might 
be, and increased complexity is introduced by there being more than two opposing preference orderings. 

Chapters 6, 8, and 10 are "interstitial connectives" that pursue related problems and developments of interest 
and concern in their own right. Chapter 6 discusses the measurement of utility, interpersonal comparability of 
utility, the role of power, and the complex problems of fairness and justice. 

Chapter 8 discusses the construction of options when there are multiple criteria or multiple conflicting goals and 
options need to be contrived, fashioned by knowledgeable experts immersed in the issues. This is the complex 
reality  for  which  the  frontier  of  preference  provides  structure.  The  frontier  effectively  simplifies  the 
environment by reducing the candidates for choice by focusing attention on those that are not dominated by any 
others. Further structure is provided by their being ordered between the adversaries. The value of the frontier of 
preference lies in providing an optimal set of options in the sense of minimizing concession, its weakness lies in 
that it calls for some rationality in what is usually a highly charged atmosphere. 

The variety of Type II conflicts is discussed in Chapter 10 in terms of the motivational processes induced by the 
conjunction of the SPFs with the scale of options. Using ordinal relations on the strength of the motivational 
processes,  the  three  conventional  varieties  of  conflict,  approach/approach,  approach/avoidance,  and 
avoidance/avoidance,  can  be  further  divided  to  provide  as  many  as  nine  varieties.  We conjecture  a  weak 
ordering on their difficulty of resolution based only on structure. This conjecture provides some guidance to 
strategies that could facilitate resolution. We then take a further step and introduce a metric for the conventional 
notion of distance between adversaries. Using the Kemeny metric,  there may be from one to four units  of 



distance between adversaries with SPFs over a common totally ordered set of options. We show how these are 
related to the nine varieties of Type II conflict, and how they might bear on strategies for resolving conflict. 

The  discussion  of  multiparty  conflicts,  in  Chapter  11,  is  primarily  focused  on  their  resolution  by  voting 
processes. Some of the problems with such systems are discussed, including the jury system. Again, a most 
serious source of difficulty in resolving the conflict is the structure, or lack of it, on the options; so an ad hoc 
procedure for seeking a frontier of preference for multiparty conflicts is suggested and explored empirically. 

We  may  characterize  the  Type  II  conflict  as  one  in  which  the  process  of  resolution  involves  seeking  a 
compromise which all parties will accept, even if reluctantly, just as an individual must accept a compromise 
when torn between incompatible goals. The only rational alternative in either case is to seek or create more 
acceptable alternatives. But the goals may still remain incompatible and so a compromise remains inevitable. 

The differences between Type I and Type II conflict arise from the fact that each party brings only part of the 
structure  to  a  Type  II  conflict  that  the  single  individual  brings  to  a  Type I.  Fitting  together  the  separate 
contributions from two parties gives rise to difficult and interesting problems, some of which are amenable to 
rational solution. 

12.2 Correspondences Between Type I and Type II Conflict 

The correspondences between Type I and Type II conflict may be summarized in terms of three conditions: 
proper utility functions, a proper preference function, and an efficient set of options. This structure from Type I 
conflict was used to model the Type II conflict with the following correspondences and consequences: 

1. In a Type I conflict the opposing proper utility functions, representing incompatible goals, are replaced in 
a Type II conflict with the inner branches of two SPFS, one from each of the opposing parties. The inner 
branches  correspond to  monotone preference  functions  over  the viable  options  but  do not satisfy the 
definition of proper utility functions unless the individuals' proper preference functions are restricted (e.g., 
to additivity). 

2. In a Type I conflict the proper preference function is a generalization of a rule for combining component-
wise utility functions to form a total preference. In a Type II conflict,  its role is played by a decision 
function,  a rule,  formula, or procedure for choosing the option which is to hold for both adversaries. 
Problems of interpersonal comparability of utility arise. Even if these were solved, and they are not, there 
remain the ethical problems of equity, fairness, justice, morality, and the role of power. All of these are 
normative  issues and matters  of judgment  and opinion.  That  this  decision  function would satisfy the 
conditions of a proper preference function (or a proper additive difference function) is seriously open to 
doubt. 

3. A necessary  and  sufficient  condition  for  the  existence  of  SPFs  in  a  Type  I  conflict,  given  a  proper 
preference function is the 

existence of an efficient set of options. The existence of an efficient set in a Type I conflict is not a naturally 
occurring phenomenon and, in general, can only be contrived in the laboratory. The individual, by neglecting 
dominated alternatives, can screen them to select a Pareto optimal set, but such a set is not, in general, efficient, 
and not, in general, even totally ordered. This is probably the principal reason for the infrequent occurrence of 



SPFs in Type I conflict,  a totally ordered set of options being a necessary condition for the existence of an 
efficient set which will ensure that proper preference functions and proper additive difference models will be 
single peaked. 

In a Type II conflict the space of options is screened to form the frontier of preference. This frontier is a totally 
ordered set of options that are optimal in that the choice of any option not on the frontier requires unnecessary 
concessions from one or both parties. But this frontier is not an efficient set, and hence multipeakedness in 
traversing the frontier of preference is inevitable. As a consequence, there are local maxima which seem more 
fair to one of the parties than others in the neighborhood and hence are barriers to further concession. A true or 
global maximum is undefined and hence unrecognizable in the absence of a decision function, and probably 
based on some comparison of utilities. Hence, the search for a solution is along a bumpy road and not even an 
exhaustive search can ensure a best solution but only a nondominated one. 

In comparison with Type I conflict, however, the frontier of preference provides a totally ordered set of options 
which is not generally the case in a Type I conflict.  So we are assured that the two parties have monotone 
preferences over the frontier, one increasing as the other is decreasing.  In this  respect,  the structure of the 
options, no matter how complex they may be, is such that the resolution of a Type II conflict is made easier than 
in very complex Type I conflicts. On the other hand, in other respects the inner branches and their aggregation 
are more difficult to work with in Type II than in Type I, and so the resolution of Type II conflicts can face 
difficulties for structural reasons, as we have seen, even in the absence of illwill or evil intent. It is not unusual, 
then, to turn to a third party for assistance in resolving such conflicts (e.g., a mediator, negotiator, arbitrator, or 
adjudicator, depending on the degree of power allocated). We discuss this further in Chapter 13 under the topic 
transformations of type. 

12.3 Relation Between Type II and Type III Conflict 

Let us return for the moment to the general problem of the classification of types of conflict.  In Part I we 
discussed the theory of individual preferential choice and we reinterpreted preferential choice as the resolution 
of a conflict within an individual torn between incompatible goals. 

In Part II we discussed a type of social conflict which occurs between individuals because they want different 
things and must settle for the same thing. It was most important, here, to recognize the parallel between the 
structures of Type I and Type II conflict. Each serves as a metaphor for the other, but the differences give rise to 
unique problems which constitute much of the content of Part II. 

Now, if conflict may occur between individuals because they want different things and must settle for the same 
thing,  then there must logically  be another type of social  conflict,  conflict  that  occurs between individuals 
because they want the same thing and must settle for different things. We call this third type, Type III, and these 
three types must exhaust the domain of conflict. 



In the preceding section we emphasized the differences between Type I and Type II that bear upon the relative 
difficulty  of  resolving  them.  Now, however,  we want  to  emphasize  something  they  have  in  common that 
distinguishes them both from Type III. 

The source of the commonality in the structure of Type I and Type II conflict lies in the fact that in both cases a 
single entity exists and an acceptable resolution is one which preserves it. In a Type I conflict this entity is the 
individual. In a Type II conflict the entity is anything that creates a bond, a relationship, a sense of community 
or solidarity. In our examples, the entity was a family, a business corporation, and a political entity. Individuals 
are  components,  members  of,  the  entity,  and  a  resolution  is  sought  which  will  preserve  the  bond,  the 
relationship, so compromise is usually involved. 

In a Type III conflict, to which we turn next, no entity exists or the intent to preserve it is abandoned (e.g., the 
couple decides to get a divorce, the company is driven out of business, two countries war over an island). 

The distinction between Type II and Type III conflict is closely related to the distinction between internal and 
external conflict recognized in sociological literature since Simmel ( 1904), see for example, Bernard ( 1957). It 
is Bernard's theory that conflict arises because there are mutually exclusive goals espoused by different parties; 
an internal conflict is between segments of a total system and, in an external conflict, one whole system expects 
to benefit at the expense of the other if it wins.



Part III
Type III Conflict

conflict that arises between individuals who want the same thing and have to settle for different 
things

Preview 

The parties in a Type III conflict are not restrained by seeking to preserve an entity of which they are both a part 
or to gain some common goal. We discuss the structure of such conflicts and their resolution, with emphasis on 
the transformation of Type III conflicts into Type II or Type I. Some developments in higher game theory are 
interpreted in this light and as efforts to contain escalation. 

A major part of our analysis involved the distinction between those aspects  of conflict  that  reflect  what is 
brought  to  the conflict  by the individuals  involved and those aspects  that  reflect  the characteristics  of  the 
options available. In the final chapter, we briefly review the ideas that provide the foundation for this distinction 
and review its consequences for the various types of conflict. We point out the sense in which Type II and Type 
III are extreme characterizations of a continuum generated by the relation between the self-interest  and the 
mutual interest within each of the parties involved. In a final section we offer some more personal conclusions 
which have emerged in the course of our study of conflict. 

Chapter 13
Type III Conflict

13.1 The Nature of Type III Conflict 

In Section 12.3 the principal  contrast  between Type II  and Type III conflict  was discussed,  this  being the 
existence, in Type II, of a compelling need to seek agreement whereas, in Type III, self-interest dominates. The 
options in a Type III conflict are courses of action, available to each party separately, which jointly result in an 
outcome. In a Type III conflict the parties do not negotiate over outcomes; there is no process in which the 
parties seek agreement on an outcome which will hold for both, the parties are unilaterally choosing between 
courses of action which are once removed from their outcomes. 

There are two cases that we will use to illustrate the range and characteristics of Type III conflicts. One is 
competitive sports and the other is conflict between sovereign states. In the former case, both antagonists want 
to win, to be champion. In the latter case, two countries are seeking hegemony over a target, one over the other 
or each over the same territory. In each case they want the same thing but can't both have it. We pick these 
examples because of the difference between them in the extent to which third parties have the power to control 
escalation. 

Competitive  sports  and,  in  particular,  professional  sports  of  all  kinds,  illustrate  some  of  the  essential 
characteristics of Type III conflict. Each party seeks to impose its will on the other. The typical pattern of a 
Type III conflict consists of a sequence of actions and reactions sequentially selected by each party. The posture 
is aggressive, and persuasion is subordinated to power. 



It may seem facetious but these distinctions are well illustrated by a tennis match. The options are not the final 
score, as they could be if the match were an exhibition in which the parties reached an agreement beforehand 
(i.e., a Type II conflict). Instead, the options are the actions available in the repertoire of each player, and the 
outcome is uncertain. The courses of action available to one party may not be known in full to the other party 
and the outcome of a sequence of choices can only be conjectured. 

In the case of competitive sports, sportsmanship, courtesy, altruism, morality, etc., are deterrents to escalation 
but  are  less  reliable  deterrents  the  more  there  is  at  stake.  There  is  little  that  makes  losing  attractive  and 
increasing the reward of the winner makes losing even less so. So in competitive sports there are umpires to 
enforce rules and impose penalties. In professional sports, where more is at stake, escalation is more difficult to 
control and umpires sometimes need to be backed up by higher levels of authority with wider powers. But 
competitive sports are an acceptable form of Type III conflict for the obvious reasons of being of benefit to 
many and because escalation is controlled. The options available to the opponents are relatively well specified 
and predictable, so they are highly practiced and the quality and effectiveness of execution contribute to the 
entertainment value of such Type III conflicts. 

A more extreme form of Type III conflict is that between sovereign states seeking an objective that can only be 
possessed by one. Usually, there is no third party with power to control escalation nor is there a higher entity 
creating a bond strong enough to overcome self-interest or impose restraint. The sequence of unilateral actions 
and reactions may only be controlled by the parties themselves and by their fear of consequences. 

13.1.1 Conflict Resolution in the Animal Kingdom 

Type III conflicts  are found in nature,  both within and between species.  Trivers (1985), discussing parent-
offspring  conflict,  describes  the  course  of  parental  attitude  in  pigeons  as  passing  from early  solicitude  to 
avoiding their chicks when they are nearly fully fledged, when the chicks often attack their parents, crowding 
them into corners and begging for food. Among langur monkeys and baboons conflict over weaning occurs. 
"The infant utters a series of piercing cries in its efforts to beg milk from mother and may retaliate fiercely 
when rebuffed" (p. 145). 

Intraspecies Type III conflicts are generally resolved by an established pecking order, a power hierarchy arrived 
at through play and bluster or ritualized aggression characterized by restraint with built-in submission signals 
(see Lorenz, 1966). Smith and Price (1973), using computer simulation of various styles of intraspecies conflict, 
concluded that  being prepared to fight  but not to  the death,  a style  they called  limited  war,  was the most 
conducive to species survival. Gilbert (1987) seems to come to the same conclusion: 

“Zoological evidence strongly suggests that for virtually all creatures, direct win-lose contests are risky and 
inefficient last-resort options for getting things, and are therefore best avoided. To this end many species have 
developed communicative, social and territorial behaviors aimed at forestalling head-to-head brawls.” (p. 78) 



Interspecies  Type III  conflicts  are  reduced by the principle  of competitive  exclusion (Hardin,  1960;  Mayr, 
1970), which asserts that two competitive species cannot coexist in a single ecological niche, and generally 
seem to have little relevance for the study of social conflict between humans. The conflict between a predator 
and its prey, which might be regarded as the most escalated form of Type III conflict, seems to be even less 
relevant. 

There is at least some evidence, however, that some cases of intraspecies Type III conflict are relevant to the 
human one. Desmond Morris, perhaps indulging in a little hyperbole, writes in the introduction to Chimpanzee 
Politics (de Waal, 1982) that: 

“The apes, when carefully studied, reveal themselves to be adept at subtle political maneuvers. Their social life 
is  full  of  take-overs,  dominance  networks,  power struggles,  alliance,  divide-and-rule,  strategies,  coalitions, 
arbitration, collective leadership, privileges and bargaining. There is hardly anything that occurs in the corridors 
of power of the human world that cannot be found in embryo in the social life of a chimpanzee colony.” (p. 14) 

We will see, before we're through, that there is a kind of continuum between Type II and Type III that is a 
function of a willingness to concede some self-interest to preserve a relationship,  on the one hand, and the 
dominance of self-interest over a common interest, on the other. Type II and Type III conflicts are characterized 
by volatile states of mind in different heads. Type II lends itself to compromise, but if self-interest is dominant 
in either head then Type III results, and that lends itself to escalation. 

What is of interest to us in the case of the great apes is that they manage Type III conflicts, and resolve them, 
without serious escalation. For example, reconciliation of two males by an adult female as mediator (but never 
one with sexual swelling) is described by de Waal as varying from subtle to more or less forced contact between 
the males. In one instance it reduced the tension but the conflict continued for a period of over 2 months but 
never escalated beyond a few bites on limbs. 

There is little in the summary by Morris, just quoted, or in the interesting and more detailed account by de Waal 
in the book itself, that diverges far from a struggle for power with the exception of the reference to bargaining. 
Inasmuch as the issue revolves around what is in the minds of the apes, and their very intelligence encourages 
anthropomorphism, hard and convincing evidence is still lacking, although it is difficult to imagine what that 
evidence might be. 

As  an  aside,  debatable  and  not  central  to  our  thesis,  it  seems  to  us  that  Type  I  and  Type  III  conflicts 
predominate in nature. Bonds of communality, as in Type II conflicts, in which self-interest is subordinated to 
mutual interest and adversaries seek a mutually acceptable outcome through a process of negotiation, seems a 
primarily human characteristic. So one cannot hope to learn how to resolve Type II conflicts from nature. But 
perhaps of even greater importance, is the light such study might throw on controlling the escalation of Type III 
conflict. 



13.2 Resolving Type III Conflict 

"Trial by combat" is the characteristic mode of resolving Type III conflict. The two extreme forms differ in 
whether  or  not  there  is  an umpire  who limits  escalation.  There  are  three  problems which  concern  us:  the 
availability of courses of action, selecting a course of action, and getting out of a Type III in the first place. We 
discuss  the  first  two  here  as  subsections  and  take  up  the  third  in  the  next  section  under  the  heading 
Transformations of Type. 

13.2.1 The Availability of Courses of Action 

The courses of action available to sovereign states are much less restricted than in competitive sports and are 
less predictable. Some courses of action are obvious to most adversaries, but others are conceived and created 
by each party in reaction to courses of action chosen by the other party. 

Expertise in the area of constructing courses of action springs from wisdom and experience. There is no more 
adequate theory for constructing courses of action than there is for constructing options for mutual agreement in 
Type II conflict, discussed in Chapter 8. Of course, the two have a great deal in common and Lockhart (1979) 
discusses some important factors and procedures useful in generating alternative courses of action which are 
equally useful for generating options for mutual agreement in Type II conflicts. 

He suggests a brain-storming process, one-on-one or in groups. An atmosphere of tolerance, especially an open-
mindedness  on  the  part  of  bureaucratic  powers  and  decision  makers,  is  essential  to  innovation  and  the 
development of unconventional approaches and the effective use of expert knowledge and talents. These seem 
obvious, but the tendency of leaders to select as advisors, supporters who have similar ideological backgrounds, 
may narrow severely the range and kind of options that are considered. 

Of course, the encouragement of innovation can prolong the process of reaching a decision, to say nothing of 
making, it more difficult and taxing a process. But tolerance for innovation is particularly important in Type III 
because conventional approaches are easily anticipated and so become easier to counter. 

There is one aspect of contriving options for a Type II conflict that distinguishes it from the corresponding 
problem in a Type III  conflict.  Options in  a  Type II  conflict  are  designed for mutual  agreement,  so joint 
participation in their design, as in the process followed in pursuing a single negotiable text (Chapter 8), is an 
asset. 



In  contrast,  courses  of  action  may  be  designed  with  either  of  two  objectives  in  mind:  to  overcome  the 
adversary's will to resist or to reduce tension and control escalation. With the former objective, courses of action 
are best developed in secrecy and sprung as a complete surprise. In the latter case a more subtle psychological 
process  is  invoked.  This  process  is  illustrated  by  a  proposal  of  Osgood (1962)  that  involved  triggering  a 
sequence of actions and reactions by unilaterally taking the initiative with an action designed to reduce tension. 
This is really a mechanism for creating an atmosphere of trust, an effective preliminary for a transfer from Type 
III  to  Type II.  One is  essentially  trying to  induce the opponent  to create  courses  of action  with a similar 
objective. 

Etzioni (1967) reports a study of arms negotiation between Kennedy and Khrushchev in which a series of small 
reciprocating initiatives were instrumental in bringing about bilateral agreements. It appears that even small 
initiatives can have substantial psychological impact. With the inevitable changes in leadership, however, they 
are difficult to sustain. 

Thompson (1985), in a monograph sponsored by the British Psychological Society on psychological aspects of 
nuclear  war,  discusses  Osgood's  proposal  of  graduated  tension  reduction  and  other  contributions  from 
psychological research. They include crisis analysis and conference process analysis of the negotiation process. 
There are a number of studies, briefly reviewed by Thompson, in which research findings provide guidance in 
creating a spiral of trust, a psychological environment which fosters motivation to achieve a solution that can 
lead to successful negotiation and bargaining rather than escalation. 

Scoville  (1985)  refers  to  essentially  the  same  approach  as  Osgood's  as  "reciprocal  national  restraint"  and 
emphasizes its possible usefulness as an alternative path to arms control in place of negotiating. It continues as 
long as the other side reciprocates,  and arms control at some achievable level becomes a fait accompli.  He 
makes the point that restraint is just the reverse philosophy of the bargaining chip theory, in which one builds 
weapons in order to discard them. Instead of tension spiraling down, applying bargaining chip theory would 
tend to spiral tension up. 

Both  reciprocal  national  restraint  and  bargaining  chip  theory  constitute  changes  in  the  status  quo,  but  in 
opposite directions, the former in a direction conducive to a Type II resolution of the conflict, the latter in a 
direction conducive to a Type III resolution. A policy of reciprocal national restrain is a move closer to an 
agreement that reduces armaments, a move toward a Type II resolution; the bargaining chip policy is a move 
further away from an agreement to reduce armaments. It is a move closer to a Type III resolution, one in which 
power replaces persuasion. 

13.2.2 Selecting a Course of Action: Higher Game Theory 

Higher game theory is the most extensive and substantial theory of the sequence of actions and reactions in a 
Type III conflict between sovereign entities. Implicit in the conduct of a sequence of interactions is the absence 
of trustworthy communication between the adversaries. Words and actions are all there are, and the latter are 



said to be the more trusted. Clearly, this approach to conflict is in the spirit of game theory except that neither 
the courses of action available to the other party nor the outcomes are known. 

Our earlier discussion of game theory (Section 9.5) was limited mostly to what has been called classical game 
theory, which is generally regarded as too restricted to be directly applicable to the resolution of real conflicts. 
The particular limitations relevant here are the lack of communication assumed in classical game theory, the 
presumed  knowledge  of  each  adversary  of  all  the  courses  of  action  available  to  the  other  party,  and  the 
presumed knowledge of each adversary of the utilities of all consequences to all parties of their joint courses of 
action. Classical game theory is, at best, most applicable to a single choice by each player, a sort of what-to-do-
next theory; after each choice and its consequences are revealed, a total reassessment has to be made. 

Here we will summarize some advanced developments in game theory which are in directions more relevant to 
the resolution of Type III conflicts. In anticipation of a later section, we add that in our opinion, the peaceful 
resolution of Type III conflicts is best accomplished by transforming them into Type II conflicts. That leads to 
more direct communication between adversaries and a shift of attention from unilateral choices of courses of 
action to mutual agreement on joint outcomes. So our interest in higher game theory is its movement in that 
direction. 

An instructive example is the Prisoner's Dilemma game discussed in Section 9.5. In a single play of this game 
the conflict is a Type I for each party as each is torn between cooperating and defecting. In the absence of any 
communication each player assesses the alternative courses of action as best he or she can, then each makes a 
unilateral decision in his or her own best interests, as he or she sees them, with the outcome in an ambiguous 
future. 

In  multiple  plays  of  this  game,  the  interaction  in  the  sequence  of  plays  provides  an  implicit  line  of 
communication between the players, and the game ceases to be a Type I. There is now social interaction, and 
whether the game becomes a Type II or Type III conflict is, in part, dependent on its parameters. 

For example, using the Prisoner's Dilemma game portrayed in Figures 33 and 34, we see that as a Type II game, 
the outcome (5, 5) is a likely point of agreement in iterated play. The outcome (5, 5), however, may be varied in 
a sequence of experiments, so that the frontier varies from a relatively straight line to one that "bulges" up and 
to the right, and the area representing the intensity of conflict would decrease. As the bulge decreases and the 
frontier approaches a "straight" line, the intensity of conflict increases and the players are increasingly attracted 
to their extreme preferences at their respective ideal ends of the frontier (Defection) and the outcome (-3, -3) is 
increasingly likely, as was found in the data of Rapoport and Chammah  (cf. Section 9.5). In defecting, the 
parties do not seek to preserve an entity (partnership) and a Type III conflict is created -- a quantitative change 
becomes qualitative. 



Figure 41: The Leader's game 

The Prisoner's Dilemma has been given a lot of attention as a model of the superpower nuclear arms race, 
particularly as an iterated game. Hardin ( 1983) says "I am convinced that this game represents the preference 
ordering of virtually all articulate policy makers and policy analysts in the United States and presumably also in 
the Soviet Union" (p. 248). 

He examines some six other 2 x 2 games as models of the nuclear arms competition, including one he calls the 
Leader's game and another game known as Chicken. 

The game matrix for the Leader's game is displayed in Figure 41 along with its frontier of preference, where A 
signifies armament, D signifies disarmament, and SU signifies the Soviet Union. The cell entries are the rank 
order preferences of the players with 1 representing highest preference. Thus, in the cell (A,D) the entry (1,4) 
signifies it is the most preferred outcome for the US and the least preferred by the SU. We see that armament is 
preferred to disarmament regardless of the adversary's preference, with the result that mutual armament, (A,A), 
dominates mutual disarmament, (D,D). Such a hawkish preference on the part of national leaders is presumed to 
hold for domestic political reasons, hegemony over allies, and other reasons that may or may not be justified. 

The game of Chicken, shown in Figure 42 with the same notation as used in Figure 41, is another modification 
of the Prisoner's Dilemma game in which the last two preferences of each party are reversed. The game matrix 
and  the  resulting  frontier  are  shown in  the  figure.  In  contrast  to  the  Leader's  game,  armament  no  longer 
dominates disarmament for either player. Hardin remarks that this game was one considered by many analysts 
to be the best representation of the nuclear arms competition. It is interesting that in this game, compared with 
the Prisoner's Dilemma, all options on the frontier dominate mutual armament. 



Figure 42: Chicken 

Brams (1985) models deterrence as a supergame, one in which there are repeated plays of a component game. 
In this case he argues persuasively for Chicken as the component game. Seeking a rational solution to such a 
confrontation he uses Schelling (1960) notion of a probabilistic threat and carries it further. A probabilistic 
threat introduces uncertainty as to whether or not the threat will be carried out, thereby making a threat divisible 
in the sense of there being degrees of it. Equivalently, the threshold for carrying out the threat might be flexible, 
making it a weaker threat if the likelihood of it being carried out is low, or a stronger threat if the contrary is 
true. 

Brams suggests that the two important parameters of a threat are its credibility (that it might really be carried 
out) and its effectiveness (how damaging it would be). He measures the first as a function of the cost to the 
threatener  and  the  second  as  a  function  of  the  cost  to  the  threatened.  Credibility  and  effectiveness  vary 
inversely. Increasing the probability of carrying out a threat increases the measure of its effectiveness as a threat 
in terms of the harm it causes the threatened party, but makes it more incredible that it would be carried out in 
terms of the harm it causes the threatener.  He uses Ellsberg (1975) concept of critical  risk to calculate the 
probability at which the payoff to the threatener is the same whether the threat is or is not carried out. For the 
arms race,  Brams uses the Prisoner's  Dilemma to which  he adds the requirement  that  each participant  can 
predict cooperation on the part of the other player with a specified probability. 

These developments of the 2 x 2 game are of more interest to academicians, perhaps, than to those directly 
involved in the negotiations. It is not appropriate here to pursue the technical details of such developments but 
rather to put them in perspective with our theory of the structure of conflict. 

Countries choosing a course of action are acting in their own self-interest. In our terms, their choices represent 
resolutions of a Type I conflict for each of them. The 2 x 2 games used to model such conflicts yield a Type III 
confrontation for which the collective outcome may be abhorrent and even disastrous. In the classical theory of 
these 2 x 2 models, each party must choose one of only two courses of action. Not only is this an extreme 
oversimplification but there is no role for communication and for sequential  acts by which each party may 
display its attitude toward risk and compromise, its trust, and its trustworthiness. The result is that the models 
appear to condone the irrationality of superpower conflict. Game theory is a normative approach to maximizing 
self-interest. 

Assuming that this irrationality may stem from the limited variety of courses of action available in the models 
rather than from such uncontrollable aggressive tendencies in the parties involved that they cease to be prudent 
and  rational,  these  extensions  seek  to  overcome this  limitation.  Probabilistic  threats  are  one  way to  make 
available a dense range of options between the two extremes of cooperate or defect. 

Another extension is found in the work of Howard (1971) on metagames. These are sequential games, repeated 
plays of the same game, in which successive choices by players are conditional on preceding choices. 



The  motivation  behind  such  extensions  would  appear  to  be  tacit  communication,  to  introduce  ways  of 
exchanging information about such things as attitudes, values, and intentions in a credible way. An adversary's 
selection  of  courses of  action provides  a  way of  gauging strength of will,  intentions,  and capabilities,  not 
unambiguously and not with perfect accuracy, but in a fashion generally regarded as more reliable than words. 

This is not easy to do, of course, and the extensions are easily criticized. It is hardly credible, for example, that a 
random device is going to be used to decide whether nuclear weapons will be released or that cardinal utilities 
of both parties are known to each party or that repetitive play will be converging when the actors change even 
though the countries remain the same. So there is much that is unsatisfactory but these extensions reveal issues 
and clarify tradeoffs that must be made. 

Unfortunately,  courses  of  action  and  outcomes,  seen  in  their  respective  roles  as  means  and  ends,  are  too 
separated, the relation between them is not, and cannot, be clear. 

13.3 Transformations of Type: Getting Out of a Type III Conflict 

There are essentially two general ways of resolving Type III conflicts. The first is by the parties themselves, 
they "fight it out" with or without third-party control of escalation; the second is to transform the conflict into a 
Type II, in which the adversaries are brought to a negotiating posture and can be helped to reach an agreement 
with less likelihood of escalation. 

Letting  the  parties  resolve  a  Type  III  conflict  themselves  has  been  discussed  here.  Competitive  sports, 
professional  or otherwise,  provide an illustration in which escalation is  controlled  by a third party but  the 
adversaries still settle the conflict themselves. Came theory was used to illustrate a normative approach to the 
resolution of a Type III conflict when no third party exists with power to control escalation. 

From time to time, we have used the term transformation of type and have now come to the point where the 
process  needs  to  be  examined  in  more  detail  and  discussed  in  terms  of  what  is  gained  and  lost  by 
transformation. The initiatives suggested by Osgood and others, and the use of higher game theory, may be seen 
as an approach to inducing a transformation of a Type III conflict into a Type II. Credible communication 
between adversaries is a central facet of Type II conflict and we see in the previously discussed approaches to 
resolving Type III conflict that tacit communication is being given more attention. The intent, presumably, is to 
emphasize outcomes, mutual interests, and cooperation. 

Our analysis  of  the  structure  of  conflict  classifies  conflicts  into three  types,  which are  exhaustive  but  not 
mutually exclusive. This means that a conflict is not uniquely a particular type but depends on who is looking at 



it or how it is looked at. Two men courting the same woman may see it as a Type III conflict, they want the 
same thing but will have to settle for different things; but to the woman it is a Type I conflict if she is torn 
between incompatible goals, perhaps security or excitement, long-term or short-term benefits. 

A revolution, for example, may be formulated in terms of two parties wanting the same thing (i.e., control of the 
State), a Type III conflict, and then it will tend to be resolved violently. Or, a revolution may be formulated as 
two parties wanting different things (i.e., a different head of government), a Type II conflict, and then it may be 
resolved by voting. The importance of transformations is that from one point of view a conflict may appear 
intractable but from another it may appear less so, and hence the steps proposed to resolve the conflict may be 
different  and perhaps more or less successful.  One is  forcefully  reminded here of Fleming's description of 
"repackaging" a dispute (Section 9.2.6). 

As another example, suppose one party wants compensation from another party for an alleged injury. If it is left 
to the parties involved and the injured party takes things into its own hands, "an eye for an eye . . . ," it is a Type 
III conflict. Alternatively, our society provides a legal recourse to settle such a dispute by turning it over to a 
jury to decide. This transforms the conflict into a Type II conflict in that the jury members have to resolve their 
differences and their decision resolves the conflict by virtue of the power to enforce it. 

If the conflict had been turned over to a judge instead of a jury, it would have become a Type I conflict in that 
the judge, torn between the incompatible goals of the belligerents, as assessed by the judge, makes the tradeoff 
he or she considers fair for the parties involved. A divorce settlement by a judge is an example of a Type III 
conflict transformed into Type I. 

As is evident, this process of transformation is analogous in some ways to the process of framing a decision 
problem,  shown by Tversky and Kahneman (1981)  to  be so important  in  individual  decision  making (see 
Section 3.2). How far this analogy may be pursued needs further study, but it is evident that transforming a 
conflict  is  sometimes no more than an exercise in semantics.  This is not to be despised.  Any experienced 
diplomat or negotiator is extremely aware of and sensitive to the importance of semantics. Face-saving of the 
actors in a negotiation may be a prerequisite to resolving a conflict. 

For rhetorical  convenience we shall  refer to transformations III→II, III→I, II→I, as transformations  down. 
Transformations down require the consent of the parties involved or power of a third party to impose them and 
neither may be easy to come by. Disputes between sovereign states tend to be of Type III as the conflicts arise 
because they each want the same thing and they have to settle for different things and there is no entity to be 
preserved. Transforming these into conflicts of Type II by turning such a dispute over to the International Court 
of Justice, for example, may be unacceptable. Adjudication seeks a winner (and a loser) and is not conducive to 
political compromise, so it tends to be avoided by states unwilling to put their vital interests, as they perceive 
them, at risk. For this reason alone, the International Court of Justice may never be the primary method for 
conflict  resolution  between powerful  adversaries  with vital  interests  at  stake,  although its  opinions  can be 
influential  (see Claude,  1971, for a detailed analysis).  The International  Court of Justice  has had only one 
contentious case per year, on the average, over its first 33 years of existence, and one advisory opinion every 
other year. 



Transformations may occur in the other direction, too, which we will call transformations up. If the woman with 
a Type I conflict deciding between two suitors, asks her parents for advice it may become a Type II conflict 
between them, and it is not beyond the bounds of possibilities that it becomes a Type III conflict between them 
if they are unable to agree and each wants to control their daughter's decision! 

Jervis (1976) discusses a number of incidents in the history of international diplomacy in which decision makers 
were faced with a choice between firmness or conciliation. He discusses some hypotheses and some relevant 
empirical literature indicating when threat or concession, as courses of action, will induce the same or opposite 
responses. These are examples of Type I decisions, each party choosing a course of action. The sequence may 
lead to a Type II or a Type III conflict depending on whether the process leads to cooperation or competition. 

Transformations up are common. The American Revolution is an example. It started out as a sequence of Type I 
decisions, spiraling up in escalation. Neither party succeeded in transforming the conflict into a Type II, trying 
to  preserve  the  entity  of  which  they  were  a  part.  The  unwillingness  of  the  two  parties  to  compromise 
transformed the conflict into a Type III, and the colonies revolted. The American Civil War is another example. 

One aspect of the transformation of a conflict between Type II and Type III is that conflict over principle is 
much more difficult to reconcile than conflict over issues. Conflict between parties over principle is likely to 
lead to a Type III conflict because neither party wants to compromise on principle. Escalation to Type III of a 
conflict over principle may reflect the effect of the number of options on the scale between the peaks. With 
principles there are fewer intermediate options; principles don't lend themselves to compromise. This suggests 
that  resolution  may  be  facilitated  if  options  can  be  formulated  in  terms  of  issues  rather  than  in  terms  of 
principles, the latter should be suppressed and the conflict "repackaged" (see Section 9.2.6) as a conflict over 
issues if it can be, and not rights, religion, or principles. 

Issues that are intrinsically unimportant can be blown up into serious confrontations when perceived as setting 
undesirable precedents in the absence of a policy of firm resistance. Such occurrences illustrate the danger of 
escalation from interpreting conflict over issues into conflict over principles. 

It only takes one party to transform a conflict  into a Type III; when one party wants to impose its will on 
another,  resistance is almost a moral obligation and escalation is almost inevitable.  It takes both parties to 
transform  conflict  from  a  Type  III  to  a  Type  II  so,  unfortunately,  transformations  up  are  easier  than 
transformations down and are more dangerous. 

It also only takes one party to start a Type III conflict. If one party wants what another party has and initiates an 
attack to get it, or wants to impose its will on another at most any cost, resistance is again almost a moral 



obligation and escalation is almost inevitable. History is replete with instances. The only restraint on escalation 
in such a Type III conflict is fear of consequences, as in the case of nuclear war. 

Motivated by fear of consequences, as in the case of an overwhelmingly superior adversary, one recourse of the 
target of aggression is to seek to transform the conflict into a Type II by unilaterally adjusting its own goals and 
objectives, to create a line of options, a frontier of preference, along which negotiation (compromise or, more 
likely in this case, appeasement) can take place. This is a very delicate transition to bring about. 

Transformations of Type III down are particularly important because Type III conflicts are difficult  for the 
parties to resolve nonviolently  by themselves;  their  resolution tends to be a destructive process. A Type II 
conflict, in contrast, lends itself more readily to compromise, a constructive resolution. Persuasion preserves, 
power divides. 

There is some relevant and valuable experimental evidence on transforming a Type III conflict into a Type II in 
the studies of Muzafer Sherif (1966) at a boys' camp. He created a situation in which an intergroup conflict of 
Type III was formed. He then found that intergroup conflict receded when a new situation was created in which 
their  wider  identity  as  members  of  the  camp  superseded  their  subgroup  identification.  This  was  done  by 
inducing a common predicament which created a broader framework for their actions. Their intergroup conflicts 
became Type II, intragroup, and compromise solutions could be sought rather than extreme solutions. 

These results are supported by some recent psychological research on ingroup-outgroup biases and intergroup 
conflict (see Brewer, 1979; Komorita & Lapworth, 1982) which suggests that dividing groups into smaller units 
may enhance intragroup cooperation but with the side effect of decreased intergroup cooperation ( Samuelson, 
Messick, Allison , & Beggan, 1986). 

Dawes, Alphons, van de Kragt, & Orbell ( 1987), in related research draw the conclusion from 10 years of 
experimental work on social dilemmas, that group identity (i.e., solidarity) can enhance cooperative responding 
and diminish the rate of defecting, even in the absence of any expectation of future reciprocity, current rewards, 
punishment, or even reputational consequences among other group members. Moreover, this identity operates 
independently of the dictates of conscience.  In other words, their experiments indicate that group solidarity 
increases cooperation independently of the side payments -- either internal or external -- often associated with 
such identity. In our terms, creating a common identity can transform a conflict from Type III to Type II, an 
intergroup conflict becomes an intragroup conflict, and accommodation can replace confrontation. 

Not all Type III conflicts should be transformed, however (see Coser, 1956, 1957, for a review of functions that 
social  conflict  fulfills).  Such  conflicts  are  characterized  by  competition,  and  competition  can  promote 
excellence,  whether  the  context  is  a  Wimbledon  tournament  or  the  America's  Cup.  Corporate  business  is 
another example of Type III conflict that is indistinguishable in structure from professional sports. In this case, 
the government is the umpire, preventing such things as restraint of trade and monopolies (i.e., escalation). 



One of the dangers in the resolution of a Type III conflict  with no third-party constraint  is that  it  will  be 
resolved solely to the satisfaction of one party. Such a resolution merely sows the seeds of further Type III 
conflicts, although their effects may not be observed until much later, witness the Treaty of Versailles after 
WWI. 

On the level  of serious international  conflicts  one might  interpret  the course of the Type III  conflict  as  a 
jockeying for positions of strength when the conflict is finally resolved around a peace table. Lockhart (1979), 
in discussing such conflicts, conceptualizes them in terms of four phases: an intolerable violation, an act of 
resistance,  a  confrontation,  and  an  accommodation.  These  phases  are  each  discussed  in  terms  of  their 
characteristic patterns of information interpretation, decision foci, strategy search, resourcefulness, and strategy 
dilemmas, with many historical examples. Sources of difficulties that arise and ways in which they have been 
handled are illustrated. 

These  phases  are  offered  as  a  chronology of  what,  in  our  terms,  is  a  Type III  conflict.  The  final  phase, 
accommodation, occurs after the coercive probing of the confrontation phase and has much in common with the 
negotiation process as it occurs in resolving Type II conflict. Lockhart's detailed analysis, with a number of 
instructive examples, is equally relevant to both types of conflict. 

The further one goes in transforming conflicts down from Type III to Type II or Type I by introducing a third 
party, the easier it is for that party to arrive at a decision but the more third-party power is required to put it in 
place. It's a lot easier to propose a solution than to impose it.  The latter takes power, as in backing up the 
decision of a court. Yielding to third-party power is associated with some loss of sovereignty on the part of the 
parties in conflict. A referee, for example, places a constraint on the options available to the competitors, they 
have lost some freedom of choice. 

The United Nations, if it had the power, could eliminate war, and a world dictator could do it even more easily, 
in the sense of reaching a decision, but that would take enormous power to put into effect. But, understandably, 
the sovereignty of states is their most precious possession and domestic political wisdom also militates against a 
politician proposing any concession of sovereignty. Power is the politician's most precious possession and such 
a move would expose the perpetrator to inflammatory rhetoric and loss of votes. 

The formal adversarial structure of the law does not appear to be a promising approach to the resolution of Type 
III conflicts between sovereign states because of the threat to sovereignty and to the domestic political power 
structure. 

It took over fifty years to get the states of the Union to accept the decisions of the Supreme Court of the United 
States on boundary questions; it was over eighty years before any other question of importance [between states] 



was submitted for its decision! (Warren, 1941, p. 20) The growth of international jurisdiction cannot be much 
faster (Lissitzyn, 1972), or, indeed, as fast! 

There is, however, another kind of initiative that has promise. This is one similar in concept to the dispute 
resolution centers (cf. Section 9.2.4) but on a level more appropriate to international disputes. There is little 
question that dispute resolution centers are effective and this is in no small part due to the fact that when two 
parties enter upon it they are not conceding any sovereignty, as they do in a court of law or in recognizing the 
authority of any third power. The problem of finding a solution is not delegated to a third party. If either of the 
antagonists doesn't like the outcome, that party may withdraw and seek some other alternative. The important 
things are the preservation of sovereignty and the domestic power structure. To be acceptable, a resolution of a 
conflict must pass muster with those who stayed at home. This is reminiscent of Carter, Begin, and Sadat at 
Camp David, as well as of the dispute resolution centers. Relations between sovereign states are inherently 
anarchical. Any recognition of third-party power is a loss of sovereignty. Public images, public opinion, and 
norms, are substitutes, precursors of law, and they can counteract anarchy. A trusted world figure in the role of 
mediator, with no formal power, appears to be a promising ingredient for resolving Type III conflicts in danger 
of escalation. Such a figure offers no threat to sovereignty and is face-saving. 

13.4 Summary 

The following are characteristics of Type III conflict which distinguish it from others: 

• The  options  consist  of  alternative  courses  of  action,  rather  than  their  consequences,  and  both  are 
unpredictable; 

• The course of a Type III conflict consists of a sequence of actions and reactions taken by the antagonists 
unilaterally; 

• Communication is limited and untrustworthy, words and actions may not be compatible; 
• Power dominates persuasion; 
• Self-interest dominates common interest; 
• It is highly susceptible to escalation; 
• It may be resolved by the parties themselves by "playing it out" (e.g., combat) or by transformation into 

Type II with reduced likelihood of escalation, a defusing process, at the price of some loss of sovereignty; 
• Controlled by loss of sovereignty; 
• There is always a loser. 

A Type III conflict is intrinsically one in which the parties resolve the conflict themselves. In its milder form it 
proceeds under the supervision of a referee to control escalation. In a more severe form, as between sovereign 
states,  there is no third-party power that can control  escalation,  although the parties  may be influenced by 
attempted mediation or by world opinion. 

The fact that the three types of conflict are exhaustive but not mutually exclusive permits transformation from 
one type to another.  The classification of a  conflict  is  in the eyes of the beholder  and may be differently 
classified by the antagonists and by observers. 



Type III conflict is the "game" for which game theory was introduced and which higher game theory moves 
away from. We reviewed some of the applications of game theory to international issues. 

We reviewed some psychological contributions, as well as others, to the resolution of international conflicts, 
and point out a direction that is a blend of dispute resolution centers and a single negotiable text. Such a blend 
does not jeopardize sovereignty, one of the major obstacles to resolving a Type III conflict. 



Chapter 14
Perspective and Conclusions

14.1 An Overall Perspective 

The particular character of this analysis of the structure of conflict is formed by the confluence of three lines of 
thought: (a) some behavioral (descriptive) principles which account for certain general regularities in choice 
behavior, (b) certain ethical (prescriptive) principles which are matters of judgment and opinion, and (c) the 
conviction that only ordinal preferences with a threshold that serves as a zero point between approach and 
avoidance  processes  provide  a  structural  framework  of  sufficient  generality  and  with  some freedom from 
strategic misrepresentation. 

In summary form, the following notions provide the foundation supporting the formal basis of the structure of 
conflict:  (a)  good things  satiate,  (b)  bad  things  escalate,  (c)  dominated  options  are  neglected,  (d)  there  is 
motivation to improve the status quo, (e) there is motivation to avoid worsening it, (f) in seeking compromise it 
is desirable to minimize concession in a certain precise sense, (g) equal participants with equal claims should 
share equally in any gains or losses, (h) utility may be justifiably measured on a signed ordinal scale with the 
status quo set equal to zero and not subject to transformation. 

The first five ideas are descriptive behavioral principles of some generality but not without exception and not 
universal. The sixth is a principle governing the screening of options for resolving conflict. The seventh is a. 
limited ethical principle for selecting an option. Severe normative issues arise when the parties are not equal in 
power or have  unequal claims. These issues are not resolved. The eighth specifies the level of measurement 
required for this analysis, which is more than an interval scale in the sense that it has a nonarbitrary zero point, 
and less than an interval scale in the sense that it has no unit of measurement. These ideas provide the basis for 
the formal mathematical assumptions from which the structure is derived. 

We first described the decision mechanism within an individual for making a choice that involves a tradeoff 
across "good" things, or across "bad" things, or between good and bad things, a Type I conflict. We find that the 
effectiveness of the mechanism is assured when the options available also have a certain structure, but that the 
individual, in general, has limited control over the conditions that ensure that structure. 

We generalized this mechanism to describe the structure of a certain type of conflict between individuals, Type 
II. We sought to expose those characteristics of the structure of Type II conflict that are particularly relevant to 
the difficulty of finding and accepting an optimum solution. Certain of these characteristics are properties of the 
individuals  and  certain  of  them are  properties  of  the  options.  We sought  ways  to  modify  both  classes  of 
properties so as to simplify the search for solutions and to ensure that a solution is optimal in a certain sense. 
The answers are neither  as satisfying nor as complete  as we would like,  but they reveal some pitfalls  and 
stumbling  blocks  to  conflict  resolution  that  are  due  to  characteristics  that  are  solely  structural  and  not 
substantive. 



In the course of this study of conflict, we have come to the realization that the structural complexity of Type I 
conflict in its less favorable aspects is not due to what people bring to the conflict situation. Insofar as people 
are concerned, the logical structure is very simple: they have preference functions, initial positions, a modest 
amount of rationality, are hedonistic, and that's about it. 

What  makes  the  resolution  of  conflict  within  an  individual  complex  or  difficult  is  the  structure  on  the 
alternatives, or better put, perhaps, the lack of structure. The most effective and efficient process for resolving 
conflict optimally is described by a single peaked function over an ordered set of optimal options. What people 
bring to the choice situation lends itself readily to that objective, but the requirements also include a certain 
structure on the options that does not occur naturally except in rare instances. The absence of single peakedness 
over an ordered set of options makes the process of seeking a resolution more difficult, and a resolution may be 
less than optimal. 

Of course,  resolutions  may be less then optimal  due to misperceptions,  inconsistent  assessments,  conation, 
affect,  cognitive  overload,  etc.  These  effects  are  important  because  they  increase  the  decision  maker's 
vulnerability to inconsistency. But these effects do not displace the underlying logic of the decision process, 
rather it is due to the underlying logic that the decision maker is vulnerable. Our attention in this monograph has 
been concentrated on the underlying structure. 

In contrast to Type I, what makes the resolution of Type II conflict between individuals complex is not so much 
the structure on the options, because the frontier of preference screens options to select a totally ordered set that 
is optimal. Instead the difficulty lies in the arousal of interpersonal processes not present in Type I conflict, 
particularly the compelling necessity to make concessions and the impact of such little understood issues as 
fairness, justice, and the political reality of power. Underlying the, resolution of a Type II conflict is the further 
acceptance of a loss of sovereignty on the part of the antagonists, implicit in concession. 

A Type III conflict lacks this process of concession. Instead it is characterized by the intent to impose one's will 
on the other party, and so is vulnerable to escalation. This is why we emphasized the transformation of types, in 
the last chapter, as a first step in seeking to resolve a Type III conflict. 

A Type II conflict  has a problem-solving orientation toward conflict  resolution, Type III has a competitive 
orientation. A problem solving orientation encourages accommodation and a competitive orientation encourages 
coercion. 

We provide with Figure 43 an overall summary of the interrelatedness of the three types of conflict. In this 2 × 2 
table are contrasted what individuals want, which may be the same or different things, corresponding to the two 
rows of the table, and what individuals may get, which may be the same or different things, corresponding to 
the two columns of the table. 



If individuals want the same thing and may have the same thing, there is no conflict; a prior condition, of course 
is that there be adequate resources. This case is illustrated in the cell in the upper left of the figure. 

If individuals want different things and may have different things there are, again, no grounds for conflict. This 
case is dependent on freedom of choice as well as adequate resources and is illustrated in the cell on the lower 
right. 

The cell on the lower left is the case of wanting different things but having to settle for the same thing. If the 
conflict is within an individual, a Type I conflict, the individual has competing goals which cannot be fully 
satisfied  by  any  single  option.  So  the  option  that  is  chosen  holds  for  both  goals  and  is  the  individual's 
compromise between them. If the conflict is between 

Figure 43: Transformations of type 

The cell on the upper right is the case of two or more parties having the same goal but it being possible for at  
most one to achieve it. The diagonal arrows in the figure indicate the flow between Type II and Type III conflict 
(i.e., the transformation of type driven by self-interest in the direction from Type II to Type III and by mutual 
interest in the direction from Type III to Type II, leading to a decision by each party to cooperate or compete,  
cooperate or defect). The arrow from Type II to Type III puts escalation at risk and the arrow in the other 
direction puts sovereignty at risk. 

Of course, in any conflict between individuals there is both self-interest and common interest on the part of each 
party to some degree, which each party assesses for itself. So one may imagine a range of degrees between two 
extremes,  from common interest  that  is  maximal  and  self-interest  negligible  at  one  extreme,  to  the  other 
extreme, where self-interest is maximal and common interest is negligible. Each party could be represented by a 
separate point in this range, reflecting the relative strengths of these opposed tendencies for each. If mutual 
interest dominates self-interest in both parties then they each see the conflict as a Type II, otherwise it is a Type 
III. 



One may see, then, how it is that the classification of a conflict as Type II or Type III may be differently 
perceived by the parties themselves or by third parties. The classification of a conflict as Type II or III is not an 
inherent  structural  property but  a characterization  of it  by the observer,  a  description  of the psychological 
environment as the observer perceives it. This characterization is important because it substantially effects the 
direction and kinds of efforts that are taken to transform and ultimately to resolve the conflict. 

It is useful to recognize a duality between the notion of goals and the notion of options. It is customary to refer 
to competing goals as giving rise to conflict. But goals do not compete. The conflict is over options, not goals. 
Each option satisfies one or more goals better than another option, otherwise it would be dominated. Conflict 
arises, then, because a choice has to be made between options. And the conflict is resolved by the decision that 
makes the tradeoff, that is, which (or whose) goals will be favored. 

This directs attention to creating options as much as trying to modify the goals of the adversaries, and it is 
another route to resolving conflict. The frontier of preference provides a method for the analysis of options to 
provide cues to the construction of dominating options and thereby reduce the intensity of the conflict. There is, 
however, nothing that will ensure that a single dominating option exists. On the other hand, there is nothing that 
ensures one does not, except limited resources and lack of creativity. 

The role played by this structure of conflict in the varied and immense task of resolving conflicts may be placed 
in perspective by an analogy. A theory such as this about the logical structure of conflict is to the resolution of 
conflict, as anatomy is to curing disease. Anatomy does not, in itself, cure anything, but it is basic, necessary 
information, and the practicing physician is the better for knowing it. 

14.2 Some Conclusions 

It is exceedingly difficult, if not impossible, to build such a theory as this free of personal values and judgments 
about some aspects  of society.  We have tried to be explicit  about our assumptions and distinguish what is 
essentially descriptive of structure and what is prescriptive for resolving a conflict optimally. In the course of 
this analysis we have come to certain conclusions, and we would like to  take the liberty of expressing them 
without the readers' judgment of the preceding chapters being affected by their assessment of these conclusions. 
We feel that this final section is as completely independent of the preceding chapters as the objective analysis 
can be free of subjective coloration. 

We have  been  much impressed  by the  conclusions  of  others,  particularly  by  Michael  Howard writings  as 
compiled in his Causes of Wars ( 1983). From his perspective as a military historian he arrives at the conclusion 
that a supranational authority enforcing a universal rule of law is the only system under which there can be 
peace and freedom from all fear of uncontrolled violence. 



Another author reaching the same conclusion is Lissitzyn (1972): 

“Effective  adjudication  of  international  disputes  on  an  obligatory  basis  .  .  .  must  be  supported  by  the 
development of a sentiment of world community and a determination to uphold the rule of law in relations 
between states.” (p. 101) 

Supporting views are found in Angell ( 1957, 1979) and Parsons ( 1962) and a host of others. But this is pie in 
the sky, a goal but not a path. 

If a nation wants to maintain total and complete sovereignty, and acknowledges no higher authority, it is almost 
inevitable  that  it  will  go to  war.  Expanding world population  and higher  standards  of living  place greater 
demands on limited resources. So there will always be parties who want the same thing and will have to settle 
for different things. It is understandable that situations may arise in which war is the lesser evil, for example, 
compared with genocide. The problem is to prevent such an avoidance/ avoidance conflict from arising. The 
solution to this problem may not depend on political insight and brilliance so much as on political courage and 
self-restraint, which are scarce and hard to come by. 

Furthermore, there are contexts in which Type III conflict is desirable because it promotes excellence, as for 
example, the America's Cup. So the problem is not to eliminate Type III conflict, which we are convinced is 
futile and not even desirable, but to contain its inherent tendency to escalate. 

One possible way to accomplish this is to establish third-party power that can put a ceiling on escalation, such 
as the umpire in a professional sport, or that can transform the Type III conflict down into one of Type II or 
even Type I (e.g., turning the power of resolution over to a court, a commission, or an individual). 

Doing this successfully, however, requires third-party power, and the price of this is some loss of freedom of 
choice, of sovereignty, for the parties involved. This is generally distasteful. But freedom of choice is already 
compromised when people have to live together. Law is required and law is ineffective without power. In this 
case, avoiding one evil is at the price of accepting another evil, an avoidance/ avoidance conflict,  the most 
difficult of all to resolve. 

None of the above is very helpful without a feasible course of action which offers some promise of controlling 
escalation.  There is evidence from social science, particularly anthropology and sociology, that a promising 
path lies in multiple group networks, through relations that cut across boundaries of all kinds. Many already 
exist,  such  as  the  Olympic  Games,  international  scientific  meetings,  cultural  and  student  exchanges,  and 
tourism.  An  international  business  network  is  another  promising  means  for  controlling  escalation  through 
common goals. 



These are stabilizing influences, generating cohesion through a common core within otherwise diverse peoples. 
The integrative role of personal mobility and overlapping group membership and its effectiveness in reducing 
tension and militancy is discussed in Alger (1965),  who brings together  some of the findings that  provide 
supporting evidence. 

Other ways also exist for controlling escalation.  These include extensive interaction if it  creates a sense of 
community, a state of mind. The United Nations, the Law of the Sea, and the European Economic Community 
are cases in point. 

The  United  Nations  provides  a  forum  for  the  presentation  and  discussion  of  international  disputes.  The 
imperative public defense of international violence by offending parties is salutary. Even though the record of 
the International Court of Justice and the Security Council of the United Nations on the control of international 
violence has not come up to expectations, there has been steady progress in the emergence of restraint and 
consensus ( Murphy, 1982). Its value is long range. 

The United Nations Convention on Law of the Sea is the culmination of many years of labor (Borgese, 1983). It 
is a constitution for the oceans, replacing the laissez faire system of freedom of the seas. The Third United 
Nations Conference on the Law of the Sea began in 1973 and engaged as many as 3,000 delegates representing 
more than 150 nations in 11 long sessions totaling 585 days. In December, 1982, it was signed by 119 nations 
(not including the United States). It is a monument to rational resolution of international disputes. 

Economic integration, as in the European Economic Community, involves give and take. Over a period of time 
a  state  of  mind  can  emerge  in  which  escalation  of  conflict  is  simply  not  an  acceptable  route  to  resolve 
differences. Such a global sense of community is a long time building and is easily set back. It is most easily 
achieved by eliminating differences but it is by preserving these very differences that interaction derives its 
pleasure and spice. The only way to eliminate conflict is to eliminate freedom of choice. We assume that that is 
unacceptable. So conflict is inevitable. But war is not. We know what it takes to contain Type III conflict, 
accepting a lesser evil. Postponing confrontation permits the cultivation of a more global sense of community. 



Glossary

ambience: With reference to an option, it indicates the sign of the preference function, which is positive when 
the option is preferred to the status quo and negative when the status quo is preferred to the option. With 
reference to a conflict, see approach/approach, approach/avoidance, avoidance/avoidance. 

approach/approach conflict: In the Type I case, a conflict in which all options have positive ambience and the 
individual must trade off more of one good for less of another. In the Type II case, a conflict in which the 
options have positive ambience for both parties, so each option other than the status quo represents a gain for 
both parties and both can be better off than before. The conflict is defined to have positive ambience. 

approach/avoidance conflict: In the Type I case, a conflict in which one option has positive ambience and the 
other  has  negative  or  zero  ambience;  typically  one option is  the  status  quo and the other  option must  be 
accepted or rejected. In the Type II case, a conflict in which the options have positive ambience for one party 
and negative ambience for the other party, so every option other than the status quo represents a gain for one 
party and a loss for the other. The conflict is defined to have negative ambience. 

avoidance/avoidance conflict: In the Type I case, a conflict in which all options have negative ambience and 
the individual must trade off more of one evil against less of another. In the Type II case, a conflict in which the 
options have negative ambience for both parties, so every option other than the status quo represents a loss for 
both parties. The conflict is defined to have negative ambience. 

approach process: A motivational process induced by positive ambience. 

avoidance process: A motivational process induced by negative ambience. 

bad:  With reference to an option, it  indicates that the preference function is negative and the status quo is 
preferred to the option (i.e., the option has negative ambience). With reference to a component, it indicates that 
the utility function is decreasing. Has no moral implication. 

conflict:  A situation in which a choice must be made in the absence of dominance (i.e., a decision must be 
made that requires a tradeoff). 

dominance: A relation between a pair of options such that one is as good as the other on every component and 
better on at least one. 

efficient set: A set of options that are ordered the same or reversed on every elemental component and such that 
the relative increments  in any good component  never  increase in proportion to the decrements  in any bad 
component. See Section 2.4.2 for the formal definition. 

elemental component:  A primitive term, undefined. An indecomposable attribute characterized by a utility 
function that only decreases or only increases and is negatively accelerated (concave down) over an interval 
scale. 

good: With reference to an option, it indicates that the preference function is positive and the option is preferred 
to the status quo (i.e., the option has positive ambience). With reference to a component, it indicates that the 
utility function is increasing. Has no moral implication. 



interval scale: A numerical representation in which the origin and the unit of measurement are arbitrary. The 
representation is subject to any affine transformation (i.e., y = ax + b with a > 0); these are scales in which the 
ratio  of  differences  between  scale  values  is  a  meaningful  quantity  and  is  preserved  under  admissible 
transformation. The Celsius and Fahrenheit temperature scales are typical examples. 

monotonicity:  A property  of  a  function  that  never  decreases  or  never  increases.  An increasing  monotone 
function may level off, but never actually decrease. Similarly, a decreasing monotone function may level off but 
never actually increase. 

ordinal scale: A numerical representation subject to any positive monotone transformation, that is, a > b if and 
only  if  f(a)  >  f(b).  (A positive  monotone  transformation  is  one  which  preserves  the  ordering;  a  negative 
monotone transformation would reverse the ordering.) Moh's hardness scale and a preference for colors are 
typical examples. 

option: An alternative, used in the most general sense. 

Pareto optimal set:  A set of options such that no one is dominated by another. In any pair of options, each 
option is better than the other in some respect. See Section 2.4.2 for the formal definition. 

preference function: A function giving the degree of preference for options. We often regard it as a composite 
of utility functions. See Section 2.4.1 for the formal definiton of a proper preference function. 

signed ordinal scale: An ordinal scale with a zero point not subject to any transformation (i.e., an ordinal scale 
subject to any monotone transformation that preserves sign). 

single peaked function: A function defined over an ordered set with the property that, given any three points, 
the value of the function at the intermediate point is not less than the value at either of the other two. 

status quo: The current state. Defined to have zero ambience. utility: Degree of preference measured on at least 
an ordinal scale. 

viable options: The options in a Type II conflict between the two peaks and covered by the inner branches of 
the two SPFs. 

variance:  A measure of the dispersion or spread of values of some variable.  It  is  the sum of the squared 
deviations from the mean. 
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