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The idea of this manual was conceived in the late
1960s through FAO’s Regional Commission on Farm
Management for Asia and the Far East. Several
economists from the region, including Dr. Shaoc-er
Ong, prepared a first draft of the manual at {hat time.
Howcver, the development of other commitments
meant that no further work was carried out on the
manual for a number of years. Very widespread in-
terest and continuing expressed need for such a man-
ual prompted FAO to give the work high priority in
197677, leading to production of an updated version
of the manual which was reviewed and finalized at
the Expert Consultation on Farm Management for
Small Farmers in Asia and the Far East held in Bang-
kok, 11-15 September 1978. This consultation was
attended by farm management experts from countries
in the Region, FAO, A/D/C, APDI, ESCAP and
other international agencies including donor organi-
zations.

Revision and updating of the initial draft manua!l
were coordinated and carried out by Professors John
L. Dillon and J. Brian Hardaker of the Department
of Agricultural Economics and Business Management
of the University of New England, Armidale, Austra-
lia. They undertook this task drawing on the orig-
inal draft. on comments made on that draft by
Member Governments of the Region. and on sug-
gestions and material provided by a number of econ-
omists in the region and other experts from FAO and
elsewhere. Those who assisted included, in Bangla-
desh, Dr. M. Alamgir of the Action Research Project
on Small Farmers and Landless Labourers and Dr.
Md. Mosharraf Hossain of the Ministry of Agricul-
ture; in India, Dr. I.J. Singh of Haryana Agricultural
University; in Japan, Dr. Hiroyuki Nishimura of
Kyoto University: in Korea (Rep. of), Don-wan Shin
and Mr. Don Diltz of the Office of Rural Develop-
ment; in Malaysia, Ti Teow Chuan of the Rubber Re-
search Institute, Khoo Gaik Hong. Louisa Foh and
Tuan Haji Osman bin Mohd. Noor of ihe Department
of Agriculture, Kor Ah Kow of Selangor State Depart-
ment of Agriculture, Mr. S. Selvadurai of the Ministry
of Agriculture, Dr. Hashin Nor and Fowzy tin Ab-
dullah of MARDI, Dr. Donald C. Taylor, Mohd.
Zainal Abidin Tambi and Eddie Chiew Fook Chong

PREFACE

of University Pertanian Malaysia, Uzir Abdul Malek
and Nik Hashim Mustapha of University Kebangsaam
Malaysia, Abu Bakar Hamid of FAMA, and Dr. Tan
Bock Thiam of the University of Malaya; in Nepal,
Dr. Ram Prakash Yadav of the Agricultural Projects
Services Centre, Dr. Bharat Lal Karmacharya of the
Department of Agriculture and Dr. Shao-er Ong of
the A/D/C; in the Philippines, Jesus C. Alix of the
Bureau of Agricultural Economics, Dr. Bart Dulff,
Dr. R.W. Herdt, Dr. R. Barker and Mrs. Esther An-
tonio of IRRI, and Dr. Ernesto . Abarientos of the
University of the Philippines at Los Baiios; in Thai-
land, Dr. Kampho! Adulavidhaya of Kasetsart Uni-
versity, Dr. Neal Walker, Boontam Prommani, Cham-
rus Ungkarpala-Ong, Dr. Somnuk Sriplung and
Sa-nzuan Bhananchai of the Ministry of Agriculture
and Co-operatives, Dr. Ralph Retzlaff of the A/D/C,
Mr. Pierre Laplante of ESCAP, Dr. JH. Rhee of
UNAPDI, Mr. A.R. Patten of UNDP and Dr. F. von
Fleckenstein, Dr. Basilio N. de los Reyes, Mr. G.C.
Clark, Dr. B.P. Dhital, Mr. H.G. Groetecke, Mr. H.
Bruinsma and Dr. L.B. Marcelo of FAO; and in Sri
Lanka, Dr. D.j. McConnell of FAO. In addition,
assistance was also provided by Dr. N. Carpenter,
Dr. H. Kunert, Dr. ¥ .H. Friedrich and Mr. IM.
Dixon of the Farm Management and Production Eco-
nomics Service, FAO, Rome, and by Mr. G. Allanson,
Ms. AM. Burrell, Dr. I.D. Carruthers, D. ES.
Clayton, Mr. M. Hamid and Dr. J.P.G. Webster of
Wye College, England.

Most existing publications on farm management
research methods are designed for developed-country
agricultural conditions and assume a highly commer-
cialized agriculture based on modern developed-coun-
try technology. Such publications seldom address the
special issues of farm management research in the
context of developing countries. They generally fail
10 emphasize the use of farm management research
either as an instrument in development planning or
as an element in the evolution of sound guidelines
for agricultural development policy. By contrast. the
present manual, through its focus on research methods
appropriate for small farm analysis and ils orien-
tation to determining the needs of small farmer de-
velopment, should better fulfil such functions. The




manual is intended for use by farm management econ-
omists in developing countries (particularly those of
Asia and the Far East) faced with such tasks as
assisting in the development, evaluation and intro-
duction of improved technologies or new enterprises,
the monitoring of farm performance, the design and
implementation of farm extension programmes, and
the planning of strategies and policies for small
farmer development, agricultural marketing, rural
credit, employment, etc. Such problems are found
throughout the developing world and the manual
should find gen-.ral application in farm management
analysis pertinent to small farm development re-
search. However, most of the case examples used
telate to Asia and the Far East.

The manual is designed to be fully compatible with
FAO's computerized farm management data col-
lection, analysis, storage and retrieval system.! Sim-
ilarly, the manual is usefully supplemented by the
FAO-sponsored AGRIFLAN manual 2 on linear pro-
gramming in the context of small farm planning.

1 FrieoricH, K.H., Farm Management Data Collection and
Analysis: An Electronic Data Processing, Storage and Re-
trieval System, FAO Agricultural Services Bulletin No, 34,
Food and Agriculture Organization of the United Nations,
Rome, 1977.

2 Youna, D.F. and P.A, RickarDS, AGRIPLAN: A User's
Manual for Small Farm Analysis, Farm Management Unit,
FAO, Rome, 1978.




1.1 The smail farm setting

Though the definition of “‘small farmers” has been
the subject of much debate, it still remains fuzzy
(Valdes et al., 1979; Wharton, 1969a). Precise defi-
nition, however, is not required to recognize either
the reality of the small farmers’ plight or their im-
portance in world development. In general, they
constitute the bulk of the world’s farmers, operate in
a context of increasing local population pressure, have
a very small resource base generating a chronically
low standard of living either involving absolute pov-
erty or verging on it, rely to a greater or lesser degree
on subsistence production, and tend to be on the
margin rather than in the mainstream of their na-
tional society in terms of political influence and the
provision of health, education and other services.

Just how many small farmers therc arc in the
world is not known exactly. Wharton (196%b) sug-
gests about half of the world’s population is de-
pendent on subsistence agriculture, that about 40 per-
cent of cultivated land is worked by small farmers,
that 60 percent of all farmers are small farmers
and that they account for less than 40 percent of
all agricultural output. McNamara (1973) suggests
that 20 percent of the world’s crop land is in farms
of less than five hectares. These small farms, num-
bering some 130 million, provide the direct livelihood
for some thousand million people. McNamara fur-
ther estimates the population of the developing coun-
tries as approximately two thousand million people,
of whom a third to a half are malnourished and 40
percent are illiterate, and of whom 70 percent (1.4
thousand million) are rural. By the year 2000 he
estimates there will be 2.7 thousand million rural
people in the developing countries, constituting 50
percent of their population, and the bulk of whom
will be on small farms. Rough as these cstimates
undoubtedly are, they indicate the immense signifi-
cance of small farmers in world development.

The small farmer situation in the Asia and Far
East Region has been well described by Umali (1978).
He states:

“Our expeérience in development efforts during the
last two decades has been disappointing. Despite

1. INTRODUCTION

the rapid growth in national gross products of the
developing countries in the Region, mass poverty
not only continues to exist in the rural areas, it is
in fact spreading .. Out of the 750 million poor
in the dcveloping countries of the world, roughly
75 percent are concentrated in Asia. The bulk of
the poor — 85 percent by World Bank estimates —
are in the rural areas. They consist mainly of
small farmers/fishermen, landless agricultural la-
bourers, and shifting cultivators ... These people
are living truncated lives, suffering from disease
and malnutrition. Some of them have no roof to
cover their heads, no clothes to cover their bodies
and no means, either to produce or buy, the food
they need for the bare sustenance of themselves
and their families. Most of the small fariners are
tenants and sharecroppers. They do not own the
land they cultivate. Their lives — and their
hopcs — are dominated by those who own the
land. They are often denied, both by design and
circumstance, the basic human right to make their
own decisions and the basic human right to an
equitable share in the benefits of their toil ... Pol-
icies aimed primarily at generalized economic
growth have not corrected the severe inequalities
existing in most developing countrics. It is equally
clear that ‘growth with social justice’ will not result
unless there is corrective bizas in favour of the rural
poor and unless the small farmers, who constitute
the majority of the rural poor, are brought into the
mainstream of development through purposive in-
tervention.”

Two characteristics of small farms stand out —
their small size in terms of resources and their low in-
come levels. For example, the general pattern of farm
size distribution for Asian countries, as measured by
farm area, is illustrated by the data for Indonesia
and Pakistan in Table i.1 and for South Asia (Bangla-
desh, India, Nepal, Pakistan and Sri Lanka) in
Table 1.2. As is typical, these size distributions show
the majority of farmers to occupy a far less than pro-
portionate area of the total area farmed. Thus 70
percent of Indonesian farms are less than one hectare
in size but constitute only 27 percent of the total
farmed area. For Pakistan, 52 percent of farms are



Table 1.1 Si1zs DISTRIBUTION OF FAR1S IN INDONESIA AND
PakisTAN

Indenesia I Pakistan

Area of farm 35 96

No. of | 96 of { ofall [No. of | % of  ofall

farms | farms {farmed | farms | farms farmed
land * | ] land *

(ha) (1000) (1000)’ ‘

<04 5423) 442 | 82 | 1492 244§ 32
O4to <10 |3218f 2621 193 1477 274 | 127
1.0to <20 {2173 177 | 246 | 16:5] 264 | 262
20t <30 | 653 53 123 698| i1a4| 189
30t <50 | 399y 32} 121t 4421 72| 192
50 to <10.1 4130 34 2351 188] 31| 154
10.1 to <20.2 26 Q0.1 | 4.4

|

© mrce: Based o Falcon (1970).
* Based on farm size at mid-class interval.

Table 1.2 Size DISTRIBUTION OF FARMS IN SOUTH Asia® IN

1971
Distribution of farms R,l;iir;?;:\:r;{
Farm size
‘ ‘ -
No. % Amount | %
——————— I - ————
e
(ha) (10%) (10° ha)
<1 26.6 428 R.0 7.1
110 <§ 278 1 447 49.2 40.7
Sto <10 5.2 R4 27.6 22.8
=10 26 4.1 356 29.4
!
Source: Burki and Yusuf (1975).
* Bangladesh, India, Nepal, Pakiston and Sri Lanka,

of less than on:e hectare but constitute only 16 percent
of the total farmed arca. For South Asia, 43 percent
of farms are of less than one hectare but crop only
seven percent of the total arca sown to foodgrain.
Without doubt, small farmers share most urcqually
in national land resources.

As an example of the typically poor income sit-
uation of small farmers, Table 1.3 shows the average
composition and sources of family income for a
samplc of 64 sharecroppers in the semi-arid interior
of northeast Brazil. These sharecroppers had an
average age of 49, a houschold size of seven, 0.1
year of formal education and only one in five was
literate. Wiih an annual net income totalling only
USS88 per household member, these farmers well
indicate the need for small farm development.

No matter where they are found around the world,
small farmers appeur to constitute a subculture (Rog-
ers, 1969). From an cconomic point of view, the
most significant characteristic of small farmers is the

Table 1.3 AVERAGE COMPOSITION AND SCURCES OF FAMILY
INCOMB OF A SAMPLE OF SHARECROPPERS I'v IHE
BRAZILIAN SBRTAO0 FOR THE AGRICULT:IRAL VEAR

1972713

Source Amount *
Sale of agricultural products 199
Family consumption of farm products {03
Farm products used as farm inputs 17
Paywments in money and kind to landlord 101
Inventory changes o1
Total gross income from farm 524
Purchase of farm inputs —13
Inputs produced on the farm --17
Paymeits in money and kind to landlord —i0
Net farm earnings 394
Payment received for off-farm work 144
Total agricultural income 538
Non-agricultural income RO
Family earnings (or net income of hcusehold) 618
Family earnings per housshold member L

* Measured i USS. Subsistencs use was valued ot market price.

small resource base on which they have to -perate.
In general, they have control (often with very litiie
security of tenure) over only a small arca of land
which is often naturally poor or depleted and often
fragmented; they have an extremely low level of
human capital in terms of education, knowledge and
health with which to work: and they suffer chronic
indebtedness and lack accessibility to institutional
credit and inputs. Concomitantly, they face unstabie
markets and prices; they receive inadequate extension
support; they have little share in the control and
operation of rural institutions; and they lack the so-
cioeconomic power with which to gain access to
“public” and other services that are available to othet
more powerful members of their natiomal society.
In consequence, the small farmer’s existence is often
precarious and the effect of poor weather or prices
can be calamitous for the farmer and his family.
While small farmers have the common character-
istics of limited resources and low incomes, their
modus operandi around the world exhibits tremen-
dous diversity. Contrast, for example, the farming
systems of the herdsman of semi-arid Africa, the
shifting cultivator of the semi-humid tropics, and the
small paddy farmer of monsoonal Asia. Just as great
as these differences in ways of farming are the dif-
ferences in culture that exist among small farmers
from country to country and region to region. In
consequence, small farmers cannot be thought of as
a homogeneous group even within a relatively small
region. Indeed, one of the major responsibilities of
farm managenmient research relative to small farmers




is to detail their diversity around the world as a
complemeniary step to the specification of problems
for farm management research.

1.2 Definition of farm management research

By research is meant the orderly process of in-
vestigation by which we increase our knowledge of
why the world is as it is and of how it might be
changed. Applied research is rescarch undertaken
specifically for the purpose of resolving a particular
problem. Generally, farm management research is
applied research and has either or both of two broad
aims:

(1) to provide information which will assist farm-
ers in their farm management so that they
are better able to achieve their goals whatever
they be:

(2) to provide government with information on
farmers and their management so as to assist
in the better formulation of government pol-
icy and development planning.

These aims of the researcher differ from those of
the farmer himself or of the farm management ex-
tension worker. From the farmer’s view, farm man-
agement consists essentially of choosing between
alternative uses of his scarce resources of land, labour,
capital, time and management so as to best achieve
his goals given all the risks and other difficulties he
faces in his farming operation. The role of the farm
management extension worker is to give guidance to
farmers by helping them to see their problems, to
analyse them and to make soundiy based management
decisions. In his work the extension worker relies
heavily on the knowledge generated by farm man-
agement research. ’

1.3 Conduct of farm management research

Four elements are crucial in conducting effective
farm management research. They are:

(i) an adequate knowledge of theory;
(i) relevant practical knowledge and experience;
(ii an cffective research strategy and adequate
research resources;
(iv) satisfactory research administration.

Only if these requirements are met can the farm
management researcher carry out his research in sat-
isfactory fashion using the techniques of data col-
lection and analysis elaborated in the later chapters
of this manual.

THEORY

The greater the rescarcher’s conunand of theory,
the better he will be able to arient his researck and
the more productive it will be. Theory provides the
basis for formulating hypotheses to be tested by
rescarch. It ensures that the research goes beyond
mere description and that it provides understanding
as to (@) why things are as they are and (b) how they
may be changed. Knowledge of theory also assists
in guiding the selection of analytical techniques to be
used in conducting the research analysis.

Since farm management is basically concerned with
the ways a farmer obtains and organizes scarce re-
sources (land, labour, capital, time and management)
so as to achieve his goals, it is a process of econo-
mizing. Accordingly, the parent discipline of farm
management is economics and the theory most di-
rectly relevant to farm management research is eco-
nomic theory. At the same time farm management
rescarch must be recognized as multidisciplinary in
nature in so far as it must draw on and take account
of information, principles and theory from such close-
ly related sciences as sociology and psychology as
well as the various fields of plant and animal science.

Perhaps the most important elements of economic
theory relevant to farm management research are
those encompassed by the principles of comparative
advantage, diminishing returns, substitution, cost
analysis, opportunity cost, enterprise choice and goal
tradeoff. Leaving to later chapters such data-manip-
ulation procedures as budgeting, linear program-
ming, production function analysis, etc. by which
these priticiples are applied, the essence of each of
these seven theoretical principles can be outlined
simply as follows.

The principle of comparative advantage largely
explains the location of agricultural production. What
it means is that various crops and livestock, with their
differing requirements, should be produced in those
areas or on those farms where the physical and other
resources are economically best suited to their pro-
duction. Thus even the most poorly endowed of
farms may have some comparative advaatage for
some product or products. Since environmental re-
sources are so variable, and production possibilities
usually so numecrous, the principle of comparative
advantage applies on a world-wide basis, country-
wide basis, and on a farm basis — field by field. This
principle is so logical that it appears more like “com-
mon sense " than a principle, yet it has been violated
many times, particularly in choosing crops for newly
developed areas.

It should not be assumed that producing areas
always maintain the same economic relationship to
each other. There are factors that alter comparative
advantage. The most important of these are: (a) the




development of new farming systems or improved
technology; (b) changes in input costs and in the rel-
ative prices of different iarm products; (c) changes
in transportation costs such as occur when roads are
improved or destroyed: (d) lend improvement by
drainage, irrigation, and so forth; and (¢) the de-
velopment of cheaper substitute products such as
synthetic fibres to replace natural fibres. Thus any
area may improve or lose its economic position with
respect to a given type of crop or livestock. It is the
job of farm management research to evaluate such
changing conditions and provide advice on needed
farin reorganization so that farmers can adjust to the
changed circumstances more quickly than otherwise.

The principle of diminishing physical and economic
rerurns is imponant because it determings the best
level for any production practice. For example, it
is this principle which guides a farmer on the yield of
rice that he should zim for, the amount of irrigation
water he should use on a crop, how much labour he
should use on a particular activity, etc.

The principle is particularly useful in considering
the level of output to be produced from a set of fixed
resources as typified by a given field or farm. To
these fixed resources are added variable factors (ie.,
inputs under the farmer’s control} in forms such as
labour, seed. fertilizer, insecticides, ctc.  Diminishing
returns come about from the physical relationship of
these variable factors to the fixed factors. For ex-
ample, in the case of weeding a rice field, as more
and more units of labour (variable factor) are spent
in pulling weeds from the field (fixed factor), the
physical vicld of rice increases, reaches a peak, and
then may even decline through the trampling of rice
plants as the task is overdone. Diminishing economic
returns come about when diminishing physical returns
are translated into value terms. Often value will be
measured in money terms, but it is not necessary to
use money values in order for the principle to be
useful. Take the above case of weeding. In most
cascs the labour is supplicd by the family and the
ricc may all be consumed at home with no money
involved. In this situation the cultivator should bal-
ance any added physical labour against the added
physical product, and decide how much weeding it is
worthwhile to do. On the other hand, if because of
the risk of insect attack he applies an insecticide for
which he has to pay money, then he should balance
the money cost of the insecticide against the expected
money value of the increased yield or losses saved in
order to decide whether or not it pays from the money
standpoint. This implies that he should use insecti-
cide up Lo the point where the last unit or application
of insecticide is just expected 10 pay for itself.

The principle essentially is this: add the variable
resource to the fixed resource as long as the added
return expected from the last unit of variable resource

used is just sufficient to cover the added cost of that
unit. Given the many different variable inputs used
by farmers, together with the fact that the extent of
diminishing returns varies from region to region (and
even within regions), a host of protlem-solving studics
could be done in this area of farm management alone,
each of which would contribute to more efficient use
of farm resources.

The third important principle is that of substitution.
Since there are many technical possibilitics of pro-
duction, a farmer must choose the most economical
method, measured in whatever terms (e.g., physical
labour, time, or money) suit his conditions. For
example, a cultivator can prepare a scedbed by him-
self with hand tools: or he can hire additional hand
labour; or he can use a draught animal or a small
tractor. Which of the alternative methods should he
use? He will need to consider the physical per-
formance of each production factor, and the “cost”
of each.

The principle is this: in substituting one method
for another, be certain that the saving in the method
replaced is greater than the cost of the technique
added.

Cultivators are constantly faced with problems of
substitution, even among resources that already exist
on the farm. But the principle of substitution has
an extremely useful application when farmers are
considering the adoption of any new practice. If they
are to progress, then old methods must be dropped
and new ones added. But what to discard and what
to adopt under various conditions of farm size, crop-
ping patterns, capital availability and so forth, are
genuine problems on which farmers need assistance.
It follows that research should help find solutions to
these problems.

It is also important to understand the principles of
cost analvsis. The reason for this is that each farmer
does have some control over the costs of production
on his farm, but he has little or no control over the
prices he reccives for his products or the value he
should place on them because these are determined
by country-wide and world-wide factors. Other things
being unchanged, a farmer must reduce his costs per
unit of output if he is to increase his net farm income.

The most important classification of farm costs is
their division into those that are “fixed” and those
that are “variabl:”. Fixed costs remain the same
regardless of the volume of output. The farmer would
have to pay them regardless of how much his farm
produces. For example, while long-run rents for
land generally are determined on the basis of quality,
in any one year the rent paid is the same regardless
of whether a farmer raises a bumper crop or a boor
crop; the labour (or cost) of maintaining bunds re-
mains the same regardless of the yield of rice; most
of the cost of maintaining a bullock or buffalo re-




mains the same regardiess of whether or not the
animal is fully used. Fixed costs become especially
important when a farmer considers further investment
in such things as tools, draught animals, machines
or buildings. Any such investment can only be justi-
fied if it can be afforded and if, over the long term.
it leads to a flow of benefits in excess of its cost.
Benefits may arise either in terms of reduced vari-
able costs (see below) or increased output at the same
or a lower level of fixed cost per unit of output.

Variable costs are those which change as the size
of operation changes. ‘They occur only if something
is produced and they do not occur if nothing is pro-
duced. For example, much labour is required in veg-
etable production. If a farmer has to hire labour,
then as production is increased the need for hired
labour is increased and the outlay on labour increases.
If no vegetables are produced there is no need for
hired labour. Likewise, the fuel costs for a hand
tractor increase as the use of the tractor increases; or
the greater the area a farmer plants to rice, the
greater his fertilizer cost. Because they vary directly
with the size of operation, such costs are classified
as variable costs.

The classification of a particular cost as fixed or
variable depends partly on the nature and timning of
the management decisions being considered. Some
costs are fixed in relation to certain decisions but
variable in relation to others. For example, land
rent becomes a variable cost in relation to a decision
by a farmer to lease more land; but for land already
leased and being used, the rent is a fixed cost. In
general, the time scale of decision making has an im-
portant influence on whether costs should be viewed
as fixed or variable. In the long run, most costs are
variable.

The principle of fixed and variable costs can be
applied in many actual farm situations. For example,
suppose that, due to drought, the yicld of a rice field
is so iow that a farmer wonders if it is worth har-
vesting. At harvest time all costs so far incurred can
be considered fixed since there is no way in which to
recover them. If the farmer harvests the crop he will
incur variable costs largely in the form of labour.
But the rice will also add something to income. He
must decide whether or not to harvest the crop. If
the value of the crop is worth more than the addi-
tional cost of harvesting, hie should harvest it; other-
wise he should not. Some might say that this prin-
ciple would not apply where even very poor crops
must be harvested in order to prevent hunger. But
the yield of rice might be so low that more human
energy is required to harvest it than there is energy
in the rice if it is harvested and consumed. The sit-
uation is the same even if measured in physical
terms. Any difference is in the units of measurement,
and not in principle.

Another important consideration when it comes to
choice between alternatives on a farm is the oppor-
tunity cosr involved. This principle says that the cost
of any choice, ¢.g., of using some resource in a par-
ticular activity, is given by thc value of the best alter-
native usc foregone. For example, if a farmer can
earn a profit of $75 from a field of wheat and $95 by
planting it to pulses, the opportunity cost of planting
the field to wheat is $95. Since this exceeds his po-
tential profit from wheat, he should plent pulses not
wheat. And if the farmer persists in planting wheat,
he should recognize that he is earning $20 less profit
than he could have earned. In either case he makes
money, but the point is that he would have made
more money from pulses. Of course, it is up to the
farmer to decide in what terms to measure oppor-
tunity cost — it may be in money or leisure or some
other form. What must hold is that each unit of land,
labour and capital should be used where it will add
most to income, however income may be measured
(i.e., whether directly as money or in some broader
terms such as satisfaction or utility). This principle
of resource allocation is extremely important in choos-
ing enterprises, and hence in working out an efficient
pattern of farm organization.

Stated more specifically, the principle of enterprise
choice says that enterprises should enter the farm
plan so long as their expected contribution to net
farm income exceeds the opportunity cost of the re-
sources they use.

In applying the principle of enterprise choice,
allowance needs to be made for relationships between
2nterprises. Various enterprises on a farm may “com-
pete” with each other for use of resources, as in the
case when a farmer does not have enough labour to
harvest two different crops at the same time. Conflicts
of this kind need to be ironed out by adjusting
cropping plans and the time of planting. Enterprises
are “supplementary” when they utilize resources that
otherwise would go to waste, such as ducks in Viet
Nam which scavenge the fields for fallen rice after
harvest. Enterprises can also be ‘‘complementary”™
by providing materials for cach other, such as maize
which utilizes the beneficial effects of a prior green
manure crop or which provides a trellis for climbing
beans. Complementary relationships can be especially
significant betwecn crop and livestock enterprises,
and between crops in a multiple cropping system.

The overall goal of the small farmer as far as oper-
ation of his farm is concerned is to make what he
regards as efficient use of whatever resources he has
— land, water, labour, tools, capital, goodwill, etc.
The principles outlined above deal largely with the
internal problem of allocation of these resources to
those enterprises and activities that will maximize the
net return (however the farmer desires to measure it)
to the farm as a whole. It means putting to pro-




ductive use those resources which are now idle part
of the year, and making more effective use of those
already employed. This, in fact, is often a significant
problem in the devcloping countries where under-
employment of labour in particular, and sometimes
less than full uiilization of capital and land resources,
are often widespread through lack of opportunity at
particular times of the year.

The principle of goal tradeoff recognizes that the
small farmer has multiple goals that will often com-
pete with one another. Such goals may involve gain-
ing cash income (to finance farm development, pro-
vide home amenities, educate children, etc.), ensuring
family food requirements, having leisure opportuni-
ties, avoiding undue physical exertion, meeting social
obligations, etc. In managing his farm, the farmer
will wish to acuieve that mix of goal attainment
which gives L.un the best level of overall satisfaction
(or utility) across his multiple goais. Inevitably, some
of the different goals will be in conflict (e.g., cash in-
come versus leisure). If they do not substitute for one
another in both production (i.e., in thei: resource
use) and consumption in constant proportions as their
achievement varies so that one goal will dominate
another, the farmer will have to achieve a satisfactory
balance tetween them by trading one goal off against
another. In doing this, he should trade cff so long
as the gain in satisfaction from the goal receiving
increased emphasis is greater than the decrease in
satisfaction incurred by decreasing the emphasis on
the other goal or goals.

To a large degree, the successful conduu of farm
managemsnt research involves the collection of data
and its analyeis and reporting in terms of the above
seven economic principles. They guide the researcher
in terms of the hypotheses to be tested and the data
that are needed. Particularly in relation to smali
farmers, however, two facts must be emphasized
aboui the application of these theoretical principles.
These relate to the role of uncertainty and nioney.
Uncertainty. As elaborated in Chapter 8, small farm-
ers have to make their managerial decisions from
year to year in the face of uncertainty about the cli-
mate that will prevail, the incidence of pests and
disease, the prices thcy will confront, the perfor-
mance of new technology and, often, their tenure
status and the political environment under which they
will have to operate. In consequence, the small
farmer’s decisions are risky ones; he can never be
perfectly sure of the outcome of his choices. This
implies, on the one hand, that the small farmer has to
exercise personal judgement about the risks that he
faces in his intuitive application of the principles
outlined above and, on the other hand, that the farm
management researcher must recognize in his con-
sideration of these principles both the existence of un-
certainty and the element of personal judgement about

- part of farm management rescarch.

risk that will pervade the small farmer's choices.
Elucidation of the risks that the farmer faces and his
reaction to them are therefore a nccessarily imporiant’
JIn turn, this
implies that while the collection of farm data on farm
systems in terms of enterprise mix, yields, costs,
prices, cash flow, returns, technology used, timing of
operations, etc. will provide a first step toward eval-
uation and understanding of farm performance and
possible avenues of improvement in performance
based on the economic principles outlined above,
such historical data cannot tell the whole story. Man.

agement must relate to the future, not th&: past, so

that account must be taken of future possitie yields,
costs, prices and technology — about all of which
there will be uncertainty and hence the need for
exercising risky judgement.

Money. To a greater or lesser degree, small farmers
operate in a mixed cash and non-cash environment
Some are completely market oriented and operate
fully commercially in a money economy. Some are
purely subsistence farmers and operate without any
contact with a money economy. The great bulk of
small farmers, however, are semi-subsistence, i.e.,
part-subsistence and part-commercial, so that they
have som: contact with markets through which they
receive money as part of their total income. It has
sometimes been argued that, in so far as small
farmers operate outside the cash economy, the prin-
ciples of economic theory outlined above are irrele-
vant. This is not so. These principles are pertinent
and applicable whatever the numeraire used to assess
gains and losses, whether it bc money or some other
measure such as the farmer’s or farm family’s per-
sonal utility or satisfaction. What is true is that
money, when applicable, is a very convenient mea-
sure because of its standardized exchangeable nature
across farms, regions and countries. As a result of
this standardized exchangeable nature, a money-btased
analysis enables comparison between farms and the
aggregation of individual farm performance to re-
gional and national aggregates. What is also true is
that money is a generally applicable measure for farm
management analysis in the fully commercial cash-
oriented farming found in developed countries. How-
ever, the fact that money plays such a role in de-
veloped country agriculture provides no logical reason
for dismissing the principles of comparative advan-
tage, diminishing returns, substitution, cost analysis,
cpportunity cost, enterprise choice or goal tradeoff
in the developing country context of small farm man-
agement. The difficulty is in specifying and quan-
tifying the appropriate numeraire when — as in the
case of most small farmers — the gains and losses
from the farm operation are a mixture of money and
non-money clements or involve no money returns at
all. In the case of pure subsistence or barter situa-



tions, the quantity of food produced (measured in
some standard terms such as weeks' supply of an
acceptable mix and quality) or the production of
some standardized units of barter may serve as a nu-
meraire. More generally, however, when gains and
losses involve both cash and non-cash elements, the
tradeoff or exchange rates between them will be per-
sonal to the individual farmer (i.e., different from
farmer to farmer) and for any one farmer may not be
constant as their proportions vary. Since resources
will never be available for farm management re-
search on a farm by farm basis, some compromise is
necessary. Generally, this will imply the use of some
standard numeraire applied to analyse and evaluate
all the farm population of concern and most often,
because of its convenience and increasing relevance,
this numeraire will be money. But just as with the
need for judgement so as to allow for the influerice
of risk, farm management researchers using money
as the numeraire for economic analysis of small farms
should always be cognizant of the fact that, to a
greater or lesser extent depending on the farm sit-
uation, money is a compromise measure. While it
may be the best basis of analysis which is possible,
it may also be a less than adequate approximation
depending on the extent to which trading guides are
available on the money value of non-cash gains (i.e.,
outputs both physical and psychic) and losses fi.e.,
inputs both physical and psychic).

Regardless of the numeraire used and the degree
to which risk is relevant, all the principles of eco-
nomic theory outlined above basically reduce to a
£:1gle common sense maxim known as the economic
principle of marginality. This is that whatever his set
of goals may be, if he wishes to achieve them as well
as possible given the constraints of climate, resource
availability and institutional-political structure under
which he has to operate, the small farmer should
always make his choic: : so that his use of resources
(land, labour, capital, tirmne and management) is such
that the marginal gain from the slightest possible
change in resource use is equal to the marginal loss
implied by the change. Gain, in the sense of this
rule, is ideally measured as the extra satisfaction
obtained; and loss is the satisfaction given up, how-
ever satisfaction may be measured, whether in money
or other terms.

This rule of aiming to have resources used in such
fashion that the marginal gain (or revenue) from any
change in resource use is equal to the marginal loss
{or cost) arising from the change is, of course, the
rule which should be used by farm management re-
searchers in appraising farm performance (and also
in other work such as in developing farm plans and
appraising the potential role of new or different tech-
nology and farm production systems). Particularly
when blindly based on a money numeraire, such farm

management research suggests not infrequently that
small farmers are not following the principle of mar-
ginality and are therefore managing their farms inef-
ficiently or, same thing, are using their resources and
opportunities in a suboptimal way. Invariably this
conclusion will be wrong and the farm management
researcher should resist its temptation.

Difference between how the farmer uses his re-
sources and what farm management research indi-
cates he should be doing with them (assuming no
change in technology) is inevitably due to the re-
search being based on an inadequate representation
of the farmer’s goals, inadequate measurement of
goal achievement and tradeoff rates between goals,
inaccurate data on farm performance, false assump-
tions about the farmer’s beliefs, inadequate account-
ing for risk influences, or some combination of all
these factors. Assuming no gross errors in the farm
data used, the message from such research should
therefore be not that the farmer is inefficient, but that
if his beliefs, goals and preferences were different
and agreed with those assumed in the research, then
certain changes in resource use would be needed.

While it is quite appropriate to attempt to change
a farmer’s beliefs about such things as the chances of
success of new technology, likely future prices, etc.,
whether or not an attempt should be made to per-
suade the farmer to change his goals (and value
system) is another question. It involves both philo-
sophic and moral considerations well reflected in the
humourist’s comment that “Money only brings misery
but it is nice to be able to choose your own misery.”
Suffice to note that the broad question of whether or
not to try to change farmer goals and values will gen-
erally be a matter for government policy decision
guided by farm management research bringing the
possible benefits of such possibilities to the attention
of policy makers. In this regard, as discussed by
Umali (1978), farm management research is particu-
larly relevant to policy decisions on the role of
community groups and group action as instruments
for the conscientization of disadvantaged small
farmers so as to make thcm more aware of their
circumstances and the possible opportunities open
to them.

PRACTICAL EXPERIENCE

Just as crucial to farm management research as
an understanding of theory is the need for the re-
searcher to have practical appreciation, familiarity
and =xperience with farming aud rural people. With-
out such experience and appreciation, it is exceedingly
difficult for researchers to understand the farming
systems used by small farmers and to establish rap-
port and have empathy with small farmers. Likewise,
experience is necessary in order to appreciate and



understand the physical and socioeconomic environ-
ment under which the small farmer has to operate,
the decisions he has to make, the relative impor-
tance of these decisions, and the degrees of freedom
he fazes in his choices due to constraints of resources,
market access, cultural norms, etc. At the mosi
mundane level of data collection, without experience
the researcher will have no guide to errors of com-
munication and misinterpretation that may occur.
Most importantly, without knowing something of the
farmer’s needs and the farming systems available tu
him to satisfy those needs. the researcher will have
little basis on which to formulate researchable prob-
lems and their associated hypotheses for testing. In
all, therefore, practical knowledge is a most important
element for successful farm management rescarch,
pariicularly with small farmers. This is not to say
that the researcher must at some stage have been a
small farmer. What it does say is that he will be
advantaged if his training has involved some period
of pract'cal farm experience actually doing farm work
trather than watching others do it) and if he has taken
the opportunity to visit, talk, consult and establish
rapport with small farmers in their fields and their
homes so as to gain first-hand familiarity with their
farming systems and way of life.

As well as practical experience with farming, it is
important for the researcher to have (or to have
access to) working knowledge of the research struc-
‘ure under which he has to operate. Such knowledge
is important since farm management research, as with
most applied research, has to be carried out under
less than ideal conditions. In particular, institutional
and budgetary constraints, Togistical difficulties in the
field and poorly trained personnel can have a very
significant effect on research efficiency. Practical ex-
perience of the research structure and organization
can be invaluable in helping to overcome or ame-
liorate these difficulties.

RESEARCH STRATEGY AND RESOURCES

Also essential to the conduct of successful farm
management research are the use of an effective re-
search strategy and the availability of adequate re-
search resources. These aspects, of course, are inter-
dependent in that a prime requirement of an effective
research strategy is that it matches the resources
available for research.

An important element of research strategy is that
the research be oriented to the solution of a well-
defined problem. This implies there will generally be
a time constraint fixed by the need for some decision
to be made on the basis of the research. There will
also be restraints related to the availability of trained
manpower, data processing facilities and financial
support. Prior information of relevance will also

usually be less than ideally available, as also will te
physical resources such as transport and experimental
facilities,

In attempting to match the research project to the
resources available, three alternatives are possible
(Andrew and Hildebrand, 1976). The resources may
be cxpanded to fit the projsct if the spoasor is willing,
or the project may be cut back to fit the resources
available, or both these steps may be taken to some
degree.

If resources cannot be expanded, the researcher
kias four ways in which he might cut back the initially
proposed project. First, he might decide to study
fewer variables, preicrably those judged to be of
greater importance. Second, he might aggregate vari-
ables into groups so that, while no relationships are
excluded, the nature of the relationships is likely to
be made less clear because of the loss of opportunity
for detailed study implied by aggregation. A third
possibility would be to change the nature of the anal-
ysis to be carried out. For example, without a pro-
fessional statistician it may be infeasit!s to carry out
sophisticated statistical analysis so that eiegant and
detailed data collection procedures may no longer be
necessary. Of course, less complex analyses can
usually be carried out more quickly and with fewer
facilities, but the precision of the resuits will be re-
duced accordingly. Fourth and finally, the researcher
may decide to compromise by making fewer obser-
vations. For example, hc may elect to use & reduced
sample size in a survey or to collect less experimental
data by reducing the number of treatments studied
or replications used.

Research resource availability is an important de-
terminant of the nature of the research product and
its precision. The rcsearcher must recognize the effes
that resource limitations can have on his rescarch.
Only by doing sc can he develop a research strategy
that gives a desited probability of producing usefui
results.  Projects designed without recognizing re-
source limitaticns can and do frequently run into
difficulties such that even the limited resources are
wasted. The result is that less effective information
is made available for problem resolution (Andrew
and Hildebrand, 1976).

In developing a farm management rescarch strat-
egy, a distinction can be made between the elements
of research method on the one hand and, on the
other hand, the administrative steps involved in the
life of any particular project.

The essential elements of research method are:

(1) a prctlem statement accompanied by sufficient
information to justify the need for research;

(2) a listing of the hypotheses to be tested;

(3) a listing of the objectives to te met;

(4) a decision on what theory is relevant and the



analytical approach and procedures to be fol-
lowed;

(5) a decision on the data requirements and how
they are to be obtained;

(6) a detailed work plan showing the jobs to be
done and their flowchartirg;

(7) a decision on how the research results are to
be reported and to whom; and

(8) a budget of the required resources.

All these clements of research method are inter-
related. Theory, for exampie, will guide hypothesis
formulation and data needs will determine the budget
size {or vice versa!). The first three items listed above
provide the orientation and focus of the research. It
is through them that the requirement of specifying a
researchable problem is met. Broadly, the selection
of a rescarchable problem involves sharpening the
focus on some particular aspect of a more general
problematic situation present in the farm management
field of interest to the researcher. Hypothesis formu-
lation narrows the problem 1o tentative relationships
whose validity is to be tested. Finally, the objectives
specify the limits within which the research is to be
conducted ard describe the tvpe of cutput to be ob-
tained. Obviously, this is not a once-only process.
The problem, the hypotheses and the objectives may
each have to be amended and refined a number of
times before finality is reached.

The essence of a problem is that it reflects a felt
need. Relative to small farmers, this need may be
felt by the farmers themselves or by some agency
concerned with farmer or national welfare. To be rel-
evant as a researchable problem, the need must be
capable of being resolved as a result of information
gained through research. Thus not all problems are
solvable via research. Further, the statement of a
rescarchable problern must be based on factual evi-
dence that is not under dispute. Given agreement
on the problem statement, hypotheses as to why the
problem exists can be formulated for testing. These
hypotheses will be formulated by the researcher on
the basis of his knowledge of relevant theory. Non-
testable hypotheses are irrelevant since they cannot
contribzute to problem resolution.

Hypotheses, because they have to be tested, pro-
vide the guidelines for the type of data that need to
be collected and the techniques to be used in analysing
the data. Formulation of hypotheses, therefore,
should come before the collection of data. It is hy-
potheses that provide the link between the problem
and the data collection and analysis stages of the re-
search. The desirable characteristics of hypotheses
have been well stated by Andrew and Hildebrand
(1976) as follows:

(@) Hypotheses must be formulated as “if-then”
clauses and stated in such a manner that their

implications and relationships to the problem
can be shown logically.

(b) Their statement should te as simple as possible
both in terms of theory and number of vari-
ables involved.

(¢) They must be capable of verification or rejec-
tion within the limits of the research resources
available.

(@) They must be stated in such a way as to pro-
vide direction for the research, ie., to suggest
the data to be collected and the analytical
techniques to be used for testing the 4data. In
this sense they constitute a plan for 2 tion.

(¢) Taken together, the hypotheses must be ade-
quate relative to providing a meaningful degree
of problem resolution.

Objeciives describe what is aimed to be achieved
by the rescarch. In general, they will define the re-
search project’s limits, outline the means of conduct-
ing the research, identify for whom the research is
being carried out, and specify the expected output
of the rescarch (which can then be used by the re-
search sponsor to help resolve the problem studied
by the research). It is the objectives which link the
theoretical relationships implicit in the hypotheses to
the analytica! procedures and orientation needed to
carry out the research.

The following statement provides an example of
a statement of a research problem, hypotheses and
objectives.

Problem: Farmers in the ‘UVW’ district have low
maize yields and this contributes to their low levels
of net farm income.

Hypotheses:

(@) If farmers were to use nitrogen fertilizer on
their maize then their yields and net farm in-
comes would increase.

(b) Farmers do not use aitrogen fertilizer because
supplies are not available.

(c) The provision of a new road by which nitrogen
fertilizer could be more easily brought into the
district would be in the national interest.

Objectives: To determine for the ‘UVW’ district (1)
the yield and gross margin relationships between the
use of .iitrogen fertilizer and maize yield; (2) the con-
tribution of maize to net farm income and how net
farm income might change if nitrogen were used in
maize production; (3) the availability of nitrogen fer-
tilizer in the region and whether farmers desire its
availability to be increased; and (4) if the construction
of a road to the region would be worthwhile in ben-
efit-cost terms. Overall, the aims of the project are
to provide guidance on the possible role of fertilizer
in increasing the net income of farmers in the district.



PROJECT ADMINISTRATION

Viewed in terms of administration, the life of any
farm management research project passes through
the three stages of formulation, execution and ter-
mination, each involving a number of steps for ad-
ministrative action (Sitton, 1966).

Formulation phase. During project development or
formulation, eight steps must be carried out:

1. A need must be felt for information relative to
some probiem of research potential.

2. Further information of a preliminary nature on
the potential idea for research must be gath-
ered.

3. The problem must be rarrowed to manageable
limits for research and relevant objectives
decided.

4. Assessment must be made of the alternative
ways in which the objectives might be achieved.

5. Responsibilities must be determined as to who
will perform what work and which agencies
are to be responsible for different aspects and
under whose supervision.

6. A project outline must be written outlining
the research project. This should cover the
problem statement, hypotheses to be tested,
objectives of the research, budget requirements
and detailed responsibilities and procedures
for achieving the objectives.

7. Approval of the project outline (particularly
in terms of budget provision) must be ottained
from gll the individuals and agencies involved.

8. A written record must be kept of everything
pertaining to the project.

Execwtion phase. While project success is certainly
dependent on proper formulation, the main effort of
the project will be in the research execution period.
From an administrative view, this can be divided into
the following seven requirements:

1. Activities must be coordinated.

2. Necessary forms, instruction sheets, materials,
etc. must be prepared.

3.  Personnel must be selected and adequately
trained to gather data and/or record results.

4. The data must be gathered, recorded and
checked.

5. The data must be summarized and analysed
via the appropriate analytical techniques rei-
ative to the hypotheses being tested.

6. A report must be written giving the results
of the research.

7. Throughout, researchers must keep a written
record of what is done and how it is done at
each step.
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Termination phase. Frequently, projects are left in an
untidy state because this administrative phase is
ignored as personnel shift to new projects. Good
research administration should not allow this to hap-
pen. Five terminating activities can be delimited, as
follows:

1. The cooperation of all people who were in-
volved should be acknowledged. This is es-
sential for maintaining goodwill.

2. The data collected should be reviewed to see
if they may be useful for other purposes or if
they suggest other problems for research.

3. Al project material — correspondence, inter-
view notes, preliminary data, field schedules
or notes, tabulations, work sheets, reports, etc.
— should be organized and filed for future
reference if required.

4.  Budget expenditures should be summarized for
easy reference in planning future projects.

5. The results of the research should be dis-
seminated in appropriate ways to relevant
people. Unless this is done, the research
might just as well not have been carried out.

1.4 The need for farm management research
on small farms

The overall need for farm management research on
small farms lies in their importance as both a major
component of the world’s disadvantaged population
and as potential contributors to the provision of ade-
quate world food supplies. For virtually all of the
developing countries, development encompassing their
small farmers is an essential element of national de-
velopment. While ever they have a significant small
faim problem, countries cannot be regarded as
developed. How farm management research can
assist such development may be considered under
the five headings of research contributions to: recom-
mendations for small farmers, project evaluation,
agricultural planning, agricultural policy, and rural
development.

FARMER RECOMMENDATIONS

It is generally agreed that small farmers use theit
limited resources and knowledge efficiently via their
traditional farming systems. From a farm manage-
ment point of view, to improve small farmers’ wel-
fare or incomes it is necessary to provide them with
improved technology and, so far as relevant, better
information on market trends and prospects. Farm
management research can play a major role relative to
both new technology and market information.

The provision of improved market information im-
plies farm management research which, in terms of



both existing and potential farm enterprises, appraises
likely market supply and demand so as to provide
guideline price forecasts for dissemination to small
farmers. Given such guidelines, small farmers can
better respond to market needs. In such work the
farm management researcher will often need to work
in cooperation with commodity and marketing econ-
omists. Conversely, he will have a role to play in
guiding national planners on the likely response of
smali farmers to price changes for farm inputs and
products which might be promulgated as :lements of
national planning.

At th: other end of his professional work spectrum,
the farm management researcher has a significant
role to play in cooperative research with agrobio-
logical scicntists in the development, testing and eval-
uation of improved farm production systems. Such
research on new technology, particularly in terms of
its testing and evaluation, constitutes a major need
to be met by farm management research. Only after
adequate cvaluation can soundly based recommen-
dations about new technology be developed for dis-
semination to small farmers. There is also a liaison
role to be played by farm management researchers.
This is in providing feedback from farmers and
guidelines based on real farm knowledge to agrobio-
logical researchers so as to better ensure that their
endeavours to develop new techrology are well orient-
ed to what is needed and feasible on farms. Too
often in the past, research aimed at developing ncw
technology for small farmers has been carried out
without any recognition of what is feasible and ap-
propriate in terms of the farmers’ real-world situa-
tions.

PROJECT EVALUATION

Before implementation, any proposed public or
group project should be economically assessed to see
if its likely benefits exceed its costs to a satisfactory
degree. Such projects might be a dam to provide ir-
rigation water, a levee bank to provide community
flood protection, a road to give market access, a ruial
electrification scheme, etc. So far as the benefits or
costs arise on farms, farm management research will
be needed io determine these quantities. At the
simplest level, the necessary appraisal following col-
lection of relevant farm data may only involve budget
analysis. Often, however, adequate appraisal will
necessitate more sophisticated analysis using tech-
niques such as linear programming to model and
gauge likely project impact across the farm popu-
lation affected.

A major contribution of farm management re-
search to project appraisal can be the injection of
realism into the assessment of possible benefits. Fre-
quently, and especially so relative to projects oriented
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to communities of small farmers, projects are formu-
lated by city engineers and planners who have little
appreciation of farm realities and are far too opti-
mistic in their assessment of potential benefits.

AGRICULTURAL PLANNING

As a basis for facilitating national development (by
preventing bottlenecks in essential supplies, sched-
uling national budget receipts and expenditures, en-
suring desirable supplies of credit, etc.), many de-
veloping countries now formulate national or sectoral
plans for one or more years ahead. And even if there
is no national or sectoral planning, there will often
be regional agricultural planning as a basis for re-
gional development. As discussed by Schickele (1266),
in formulating such plans, farm management re-
search is essential so as to adequately specify, firstly,
the resource base available to farmers in the nlan
and, secondly, their likely use of inputs and pro-
duction over the period of the plan. All these
quantities need to be estimated if the plan is to be
realistic.

AGRICULTURAL POLICY

By agricultural policy is meant the specification by
government of those rules and regulations and other
parameters under which agriculture has to operate.
Of course, not all aspects of the agricultural environ-
ment can be controlled by government. Nor will
government wish to fix all those elements which it
could control. Nonetheless, in all countries there
tends to be a substantial government influence on
agriculture via rules and programmes relating, for
example, to tenure, land and water rights, prices,
market arrangements, pest and discase control, ex-
ports, labour welfare, credit supply and interest rates,
etc. And many elements of national policy, such
as exchange rate control, highway development, edu-
cation and research funding, social welfare provision,
etc. have a significant effect upon agriculture.

Farm management research is needed in order to .
assess the impact on farmers and the general rural
community of particular policies. Ideally this should
be done ex ante, i.e., before the policies are actually
introduced, so as to provide guidance on their likely
efficacy and suggestions for their improvement. Pol-
itics being what it is, however, assessment is often
not possible until after policies have been introduced.
Frequently, farm management research will indicate
quite untoward effects arising from policies which, at
face value, seem only to have potentially beneficial
effects. For example, in response to a severe weed
control problem, government might introduce a sub-
sidy on chemical weedicide so as to induce its use
by small farmers. The result, however, might be not




only total weed control but also social unrest due to
a significant loss of employment opportunities for
those workers whose previous major source of income
came from handweeding. Prior farm management
analysis or monitoring of the subsidy policy’s effects
would have given warning of such a problem.

RURAL DEVELOPMENT

By rural development is meant the general develop-
ment of the rural community in terms of such attri-
butes as income, health, education, culture and in-
frastructure. Most often, rural development is at-
tempted on a project basis relative to some particular
region or target group community. Such projects
are certain to need farm management rescarch of
all the types discussed above in relation to farmer
recommendations, project evaluation, planning and
policy. Such research will assist in detcrmining the
relative need for rural development programmes be-
tween diflerent regions, what avenues of development
are feasible, how they might best be undertaken and,
by menitoring the developments over time, how suc-
cessful they are.

1.5 Approaches to farm managenent rescarch
on small farms

The approach to be taken to farm management
research on small farms might be discussed from
many perspectives. We will emphasize the concepiual
framework to be used, the role of models, the ne-
cessity for coordinated programmes, and the use of
yield constraints as a guide to research priority.

CONCEPTUAL FRAMEWORK

Vhether for farmer recommendations, project ap-
praisal, regional development, national planning or
policy purposes, all farm management research
oriented to small farms is concerned with enhancing
their development. To varying degree: such research
will involve some focus away from individual farms to
more macroeconomic considerations, but it will al-
ways involve a major element of work at the indi-
vidual farm and local community level. If this farm-
level work is to be successful, it must be based upon
a correct conceptual framework and, as discussed
below, will be greatly helped by the use of an ade-
quate structural model of the farm situation.

The general methodology and principles of farm
management research were developed in the context
of commercial farms in the Western world. As noted
in Scction 1.3 above, these principles of analysis are
correct for small farmers in the developing world
but the conceptual and situational framework in
which they have to be applied is different. In par-
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ticilar, as discussed by Umali (1978), farm man-
agement research in Western developed countries
emphasizes the individual farm and is based on pri-
vate ownership of land. For much of Asia and
Africa, however, traditional agriculture is based on
a communal concept of land ownership and the
farmer may often be best reached and assisted not as
an individual but as a member of his local commu-
nity group (Wong and Reed, 1978). Accordingly,
compared to the situation in Western developed coun-
tries, farm management research for small farm de-
velopment must generally be far more oriented to
farmers as members of local community groups.

To further illustrate the kind of conceptual adjust-
ments needed, it is fruitful to consider some of the
everyday farm management research terms and con-
cepts in the context of small farm agriculture.

The profit motive. This concept underpins most of
the standard textbook prescniations of Farm Man-
agement Economics. Its limitations for analysis and
planning in the smali farm context are too well known
to need much claboration but by way of example,
the herdsmen of Africa (Masai, Somalis, Dinkas,
etc.) regard their livestock as a walking bank, a mea-
sure of tribal status, or a social security fund, but
seldom as an enterprise to be rationally managed to
produce profit. To a lesser extent this applies also
to some settled farmer tribes, e.g., the Kinangop
Kikuyu who manage dairy cows for profit, male cattle
for status, and sheep and goats as a sort of family
emcergency fund. In these situations the profit motive
is present, to varying degrees, but it is seldom strong
enough to furnish the sole neccssary basis for farm
management research and farm development planning.

Farm size. There are so many exceptions to the
usual textbook meaning of this concept that pitfalls
can easily occur. Consider the following examples.
(A) Tt is obviously not a very useful concept in the
shifting small farmcr agriculture of Sumatra, or Ka-
limanian, or the southern dry zone of Sri Lanka, etc.
(B) In the small farm areas of Kenya a. nominally
ten-hectare farm may be divided into four portions,
one for each of three wives, which she operates as
her farm, the residual land being used for a jointly
managed livestock enterprise. In data collection this
is important, because the ‘farmer’ himself may not
know much about any of the farming operations,
leaving all that to his wives. Just which part of land
we accept as defining the ‘farm size’ will depend on
our specific purpose and the kind of data we are
collecting.

(C) In the Karangede Hills of Central Java no in-
dividual farmer owns or has permanent rights to his
‘farm’: periodically he is allocated a parcel of land
to cultivate, not necessarily the same piece or size in



consecutive years. For planning purposes the rclevant
unit here would be all the village lands, not indi-
vidual parcels.

(D) In the Tawangmanu farming system on Mt.
Lawa, Central Java, vegetables and citrus are grown
on family units of about a third of a hectare. The
soil nutritive balance is maintained by carrying a
green manure legume down from the mountain and
incorporating this in the soil, and/or adding manure
from cattle which are stall-fed with grass from gov-
ernment forest land on the mountain. Biologically
and economically the farm would have to be defined
as a third of a hectare of vegetatles plus whatever
forest area is needed to supply the nutritive addi-
tives.

(E) Finally, a Kenyan-Somali herdsman would not
understand the concept of ‘size’ at all, even of that
land area needed to support his camels gnd cattle.
The closest he could get to this concept might be to
say that if the long rains come he will go north to
the country of the Ogaden, and if they do not then he
will foilow the camels south to the wells at Mansa
Guda. His ‘farm’ is all that land between Moyale
and Wajir. '

These few cxamples illustrate the possible limita-
tions of an apparently simple concept such as farm
size. But if we cannot calculate, say, ‘gross margin
per hectare, ‘net farm income per heclare, etc.,
cannot we substitute other measures of economic
performance, say, return on total investment? Some-
times. But not with the nomads. To a Somali.
his camels are not an investment. They are his life.

Farmer decision making. This area of farm man-
agement research has developed rapidly in recent
years. Main concern has been with how farmers
arrive at their decisions, and determining those fac-
tors which influence decision making. Relatively
little attention has been paid to who makes the de-
cisions because it is generally assumed (more or less
correctly in the Western agricultural context) that
they are made by the farmer. But this concept or
assumption can also often be wrong if applied in-
discriminately to small farm situations as the fol-
lowing examples show.

(A) The Kikuyu multi-family situation was noted
above. If there are two or three wives each respon-
sible for a piece of the land area, there will be three
or four decision makers: each wife as maternal head
of her family and as independent manager of her
farm, and the husband making overall ‘policy’ de-
cisions over the land in general and some or all of
the livestock. There will also be group decisions
1made concerning joint enterprises. The practical sig-
nificance of this for data collection is that it would
be a waste of time asking a Kikuyu man for data on
cropping practices, disease and pest losses, yields,
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etc. Reliable data could only be obtained from the
household member who actually does the work.

(B) To take an Asian example, just what does
‘farmer decision making’ mean in a Javanese paddy
village? So standard are the farming practices and
technology, so fixed by custom and routine are de-
cisions as to when to plant, how to plant, when to
weed and harvest, etc. that it is difficult to find any
significant decisions left to the individual farmer.
The significant decision makers are the village lurah
(or chief, advised by village elders) and the whole
community arriving at a sort of group consensus.
Brave indeed would be the individual farmer who
introduced radical changes in the accepted cropping
technology or system, i.e., who actually made and
implemented any but the most routine decisions. This
has implications for the type of data to be collected,
the source of such data, and the type of development
plans we might formulate. For example, most data
should relate to the village as a unit, would be ob-
tained largely from the chief and his officials, and
any development plan would have to be acceptable to
the whole village. In a sense, the research orien-
tation would be toward village rather than farm
development.

Multiple cropping systems. As espoused in most text-
books, farm management analysis is based on the
concept of separability and comparability of different
crop and livestock enterprises. Individual farm en-
terprises are assumed to be largely separable and
identifiable more or less in isolation so that measures
can be made of their technological and economic
efficiency on an individual enterprise basis, compar-
isons made among them, and recommendations
made that some enterprises should be expanded and
others contracted, etc. As emphasized by Ruthen-
berg (1976), this concept of separability and the
methodology based upon it (entcrprise gross margins,
partial budgeting, linear programming, etc.) are quite
valid for farms in developed countries and for many
areas of Afro-Asian agriculture, but for others they
are not. Consider the following examples.

(A) In the Tawangmanu farming system of Central
Java noted above, there may be five or six different
crops intermixed on the same land at the same time.
The composition of the mix changes throughout the
year. The degree of complementarity between some
pairs of these crops is high: e.g., beans and maize.
where the beans give weed control for the maize and
the maize later provides a trellis for the beans. Fer-
tilizer applied to one crop has a spillover effect on
associated and following crops. 1t is physically (and
economically) impossible to make valid comparisons
among single crops in the system. It is only possible
to make comparisons between farms of the entire
systern, and between this and other systems. Indeed,




as yet very little is known about mixed-crop farming
systems, from either the soils, biological, agronomic
or economic points of view. The development of
knowledge about these systems is a major task for
farm management research in cooperation with agro-
biological scientists.

(B) In the Kandyan Hills of Sri Lanka, as in some
other regions of south and Southeast Asia, multi-tier
forest-garden farms constitute the dominant farming
system. Typically these farms involve a diverse mix
of perennial tree crops, underplanted with ground
crops where shade and light permit. These Kandyan
forest-garden farms are typically of less than a hect-
are and support 10 to 12 (even up to 18) economic tree
species. Tree density is very high at around 1 200
per hectare (up to 1700 if kitul, areca and coffee
are included in the mix). Yields of individual trees
and species arc generally low, but the overall eco-
nomic returns (cash and food) per family for these
small farms are surprisingly high. Almost all of the
economic and agronomic data available on the crops
grown in this system refer tc them when grown in
pure stands; practically nothing is known about them
when grown as associations, i.e.. as forest-garden farm
systems. Again the need for basic farm management
information is obvious. For example, at first glance
it might be thought that low yields of individual
species in the mix are evidence of land use ineffi-
ciency, and that these farms could be further ‘de-
veloped’ by thinning out the mix and concentrating
on the more ‘economic’ species. Such a judgement
overlooks the fact that this system, far from being
undeveloped, has been evolving over many cen-
turies into what is now possitdy one of the most
botanically sophisticated systems known, a system
moreover which provides a reliable and uniformly
spaced stream of family cash income and food. Suf-
fice to note that for present purposes, this system
illustrates the danger that would lie in collecting data
for and evaluating only one or two components of
what would, on closer knowledge, turn out te be an

already highly developed and complicated farming
system.

Apparent versus real use-value of land. As a final
example of the importance of having the correct
concepts before we actually start collecting data or
planning, it sometimes happens that the real use-
value of land is not understood at either the data
collection or planning stage. A good example is
provided from the southern Sudan where there is a
land development scheme aimed at growing rice on
a large scale in a series of dike-protected basins on
the flood plain of a tributary of the Nile. Each
September the river floods, water is released into
the dikes, the crop is grown, then the water is
drained out and the crop harvested. That is the
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theory and, to a considerably lesser extent, the prac-
tice. Agronomicaily and technically the scheme is
feasitie. However, there is one serious problem: the
people do not want rice, they want fich. Fish are
contained in the irrigation water releasvd intc the
paddy basins and in years of high flood they come
over the dike walls in the floodwaters. When the
flood recedes, fish traps are set up outside the sluice
gates. Where there are no gates, holcs are (illegally)
knocked in the dikes and traps set up the~., and
the fish crop is harvested as it drains out. In J! thi;,
as may be imagined, relatively little attention 15 paid
to the rice. Had the planners been less fixed on
their own agro-technical concepts, and made an ef-
fort to understand the land use rpriorities of the
people and their basic diet pattern, fish culture would
have been planned for and incorporated as a signifi-
cant activity in the scheme. Then a mutually ac-
ceptable fish/rice system might have emerged, instead
of the unwanted, foreign mono-crop technology which
was imposed by the planners.

STRUCTURAL MODELS

A model is a simplified representation of reality
which aims to canture the most important features
of what is being vu.delled without the complication
of all its less sign.” -1t detail. Usually models of
a farm, enterprise, process, cic. are developed as
either an end in themselves, or as a research tool
with which the operation and efficiency of a system
under diffe. ent operating conditions may te explored.
In the first case the model is useful as a concise quan-
titative description, and research is done for the pur-
pose of constructing or specifying the model. In
the second case research is done with the model it-
self, e.g., as outlined for linear programmirg models
in Chapter 4 and production function mod-ls in
Chapter 7.

There is a third role for models: they can be useful
1o outline the structure of the situation being studied
and as guides to better problem identification and
data collection. In this case they may first be con-
structed as preliminary/teniative/partial models to
identify critical aspects in the farm situation and the
kind of data needed, then elaborated wpor and ex-
panded to serve as research tools. Often this will
be a very fruitful approach to farm inanagement re-
search with the steps of data collection, mode! build-
ing and better problem identification being taken
more or less simultaneously. Thus the process may
be that:

— a rough, tentative first-stage model is con-
structed to describe what the farm situation
or problem is thought to be ie., as an hy-
pothesis;



likely further information requirements are
identified from this first-stage model;

a tentative questionnaire is prepared for getting
the necessary (missing) information and taken
into the field both to pre-test the questionnaire
in the conventional way and to get additional
information or insights for amending and cor
recting the model;

this additional information is incorporated into
the model until it is sufficiently complete to
allow positive identification of problems and
data needs for their resolution; and

the questionnaire is then modified preparatory
to its use in the full fieid survey.

Obviously there are potentially as many kinds of
structural models as there are different types of
farms, cnterprises or processes. Four broad groups
can be noted:

(1) models of the agro-economic structure of whole
farms;
medels of individual enterprises or cropping
systems within the whole-farm system;
models of processes (typically the handling
of a commodity output irom one enterprise);
models of an industry or industry sector.

@
(3)
(4)

Any such model might take the form of: (/) a verbal
description or listing of all the factors involved in
the problem; (i) a systematic mathematical or al-
gebraic statement of the problem (e.g., a linear pro-
gramming matrix); or (ifi) a simple sketch or flow-
chart of the relationship between steps in a process,
processes in an enterprise, enterprises in a farm
system. It is the latter type of flowchart sketch
which is likely to be of greatest help in the pre-
liminary stages of farm management research. Its
construction forces the researcher to better appreciate
and understand the system he is dealing with, pro-
vides a basis for further discussion with relevant
parties, and immediately brings to light data needs
for adequate specification of the system.

Figure 1.1 gives an example of a flowchart model
depicting the structure of the process of harvesting
and handling cardamon spice on a farm in a particuiar
region of Sri Lanka. It was constructed using data
from one estate for the purpose of clarifying for the
research worker (who had no previous experience of
cardamon): (a) what sequence of steps or jobs was
involved; (b) the importance (cost) of each step;
(c) who did what in the process; and (d) what data
would probably be available and need to be collected
if a survey of cardamon estates were to be under-
taken.

Figure 1.2 presents a more elaborate structural
model. It is for the annual operation of a mixed
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crop-livestock farm in the Sind province of Pakistan.
The model was constructed to draw out the highly
integrated nature of such Sind farms and to guide
clarification of the complex relationship between live-
stock and crops. For example: dairy cows generate
milk for direct family consumption as well as for
conversion and sale as ghee, and they also generate
manure for use on three of the five crops grown;
four of the crops grown generate feed or by-products
for the dairy and work cattle; and the work cattle
supply both power and manure for the crops.

The five rectangles in the middle respectively
represent the crops grown - berseem clover,
kharif fodder, wheat, sugar cane and cotton. Re-
source inputs into each of these crop enterprises are
sketched as entering the system from above with
cash expenses in the top row, then labour days, then
bullock days and/or animal manure. Products from
each enterprise are depicted as leaving from the
bottom. Below each crop rectangle is shown total
production of main and by-products, and the distri-
bution of these between consumption and sales. For
example, for wheat:

— grea is 4.76 acres (1.93 ha.);
cash costs are Rs297 (coming from the family), .
labour amounts to 115.9 days (all supplied by
the family);
bullock power inputs are 55.8 days of bullock
work (coming from the bullock pool or total
supply of 300 bullock workdays);
animal manure input is 95 maunds (coming
from the farm manure pool of 348 maunds);
products consist of bhoosa (wheat straw) and
grain;

104 maunds of bhoosa are produced (valued
on the market at Rs260) and are not sold but
channelled into the farm’s total feed pool:
grain produced is 97.3 maunds (valued at
Rs1 556) of which 39 maunds are consumed by
the family and 58.3 maunds sold (for Rs932).

At the bottom of the model all produce consumed
by the farm family and all produce sold are accu-
mulated to the right and then top-right to give fam-
ily farm cash income of Rs7 790 and value of farm
produce consumed by the family of Rsl 464. Family
cash income is later increased by Rs359 from 119
days of work done by family members off the farm.

Family elements are shown in the top-right corner
of the model. The average farm family consists of
6.1 adult equivalents. It receives Rs(7 790 + 1464
4+ 359) = Rs9 613 income. Part of the cash com-
ponent of this income goes to pay annual fixed costs
of the farm and direct livestock and crop production
costs. These cash costs total Rs1 072 of which fixed
costs ‘are Rs242 (not shown separately) and the bal-



Work rate and Materials Variable
Day Oparation Worker cost par 100 1b per 100 1b [costs per
cured cured 100 1b
cured
1 Pick {Rrs)
Carry to dryer In season: 20 to
50 lb green/day
Into sacks ' Spread on floor | Female Off season: 7 to
l i picker 10 1b green/day 146
Rub on floor Cut off tails Mean picking cost:
~ 30¢ per lb green
-
Pick out rubbish
—— — — — ———— ———y | sme e cemes — o= ovmn|  w——— —— b n—nm -
. Field 1 man day @
Weigh
:i;g supervisor| Rsd/day 4
2 Into dryer
3 Change tats Dryer 1 man day @
l attendant | Rs4/day 4
4 Change tats Woodfuel: 2z
| yds/day @
[
3 Out of dryer Rs15/yd 30
If tails on,
rub off
Winnow
Weigh Factory 3 woman days @
labour Rs3/day - 9
Grade
To pack{;;f;::::>~::::;;3 boxes Bags: double
1 gunny sacks,
| | 65 1b nct @
Store Loose store Rs2.60 4
l Factory 1 woman 1/3 day @
Bag labour Rs3/day 1
Total
variable
3 costs per
0 Despatch 100 1b cured: Rsl98

Figure 1.1. Example of a structural model covering the steps, work rates and variable costs per 100 1b cured of hat-
vesting and processing cardamon (McConnell, 1975).

ance is incurred in livestock and crop production to

the amounts shown f . the individual enterprises.
While such average farm characteristics as the

labour supply and its distribution between enterprises,
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costs and their allocation, total income and its
sources, total land and its use, etc. could all be listed
in a table, such a presentation would not be nearly
so informative for research purposes as the model of




[euw { sn}——nd wn ' ) h e
¥ ¥ v

o e—
A L
o
haid FAlm FARILY,
.1 wutery T
usas, fih

}————{ 1imn 4,8 Y3 1169 GATY 1.7 pany

3 g
40.) vy - l_' 1y Mt

4.0 M0 1. M 1.0 mry 19,0 nary
" oy - -

0.9 ars

I |

Lt ouais oAt
[(RL3 vor K 4 1AL it a

[ ]
Y3

PAECTD el 10.7 08 333 33
i L in

n1m 17,0
Nl i IR I ® maw

R R (ol S ) 3 - R - S Oy
! ) Lr]

Figure 1.2.

Figure 1.2. This model shows at a glance that it
would be very difficult to alter the structure of the
farm without consequent repercussions throughout
the whole farm system. Without such a model we
might not adequately recognizz the close and mutual
dependence among enterprises and might, for ex-
ample, set about collecting data for one cnterprise
in isolation, say sugar, without realizing that cane on
these farms is structurally inseparable from cattle.

Using this Sind modei for problem identification
purposes, we might note that while the draught power
supply is 300 bullock days, there are 204 idle bullock
days. Dairy cows appear to bz profitable (they pro-
duced Rs547 of ghee and milk, and incurred only
Rs74 in cash costs) and since both cows and bullocks
produce manure required by crops, why not replace
some bullocks with more cows? Such a change could
be evaluated by linear programming as outlined in
Chapter 4. A critical factor would be the peak
seasonal demand for bullock power so that in further
data collection we would need to pay particular at-
tention to the crop calendar of operations.

Another possible research topic on these Sind
farms might be to evaluate the economic feasibility
of crop mechanization. The high degree of crop-
livestock structural integration shown in the model of
Figure 1.2 gives warning that such evaluation must
involve a lot more than just a simple comparison
of the cost of bullocks versus the cost of tractors.

While structural models such as those illustrated
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in Figures 1.1 and 1.2 arc of use for developed com-
mercial farms, they are particularly important in
guiding research on small farms. This is especially
so in South and Southeast Asia. The bulk of Asia’s
small farms are very highly integrated. Compared
to Western farms, more inputs are farm-produced
(manure, animal power, seed, fuel); more products
are wholly or partly processed on the farm before
sale (gur, ghee, cottonseed, etc.), and a wider range
of farm products is consumed by the family than
is the case on most Western farms. Thus the farm
planning and development problem is more complex
and more care is required in identifying the chain
of effects which would follow from an adjustment
in any one enterprise or activity. In consequence,
the introduction of new technology must be evaluated
in terms of its system-wide implications and can
rarely be considered simply in relation to a single
product or enterprise.

NATIONAL PROGRAMME APPROACH

Farm management research topics have generally
been selected on a case-by-case basis with research
problems being chosen on the basis of: (i) specific
requests of government for work on problems of
cutrent interest; (i) topics of special interest to the
researcher; or (iif) topics selected because of the rel-
ative ease of data collection and low requirement for
research resources. As FAQ has well recognized,



however, such an ad hoc and uncoordinated approach
is inefficient relative to the critical needs of small
farmers for farm management research. What is
needed overall is a coordinated national programme
approach where agricultural development planning is
carried out from the farm and village level upward
simultaneously with the implementation of national
level policy and planning, the latter being guided by
better understanding of the reality of farm level needs
and possibilities for change (Carpenter and Kunert,
1977; Schickele, 1966). Such a nationally coordinated
approach implies farm management research which
aims to:

(@) understand small farm systems and quantify
the constraints to increased production and in-
come whic't must be removed before small
farm development can occur;

(b) identify additional local opportunities for re-
munerative employment and, as part of broader
community development resgarch, ameliorate
the pressure for migration tc large cities;

{¢) provide guidelines for improved formulation
and implementation of national policy and
planning by government.

A farm management research programme aimed to
meet these needs in coordinated fashion would in-
volve three aspects, as follows (Carpenter and Kunert,
1977):

The first aspect is the identification of agroeco-
nomic zones which are expected to have different
types of constraints and development problems due
to such factors as climate, soil resources, land use,
distance from markets, traditions, ethnic groupings,
etc. This identification would rely heavily on existing
data sources (so far as they may be available) such
as weather records. soil classification maps, land use
maps, vegetation analyses, regional economic surveys,
census records, etc.

The second aspect is the surveying of a sample of
farms from each zone, perhaps stratified according to
such criteria as size of farm, irrigated or non-irrigated,
etc. The number of farms in each stratum would,
of course, depend on survey resources. Regardless
of sample size, sufficient information should be col-
lected on each farm to give a good understanding of
the farm system and its operation. To gain such
understanding the survey data must be thoroughly
analysed, using appropriate research tools so as to
identify the overall constraints in each zone and the
topics requiring in-depth research. In terms of both
survey data collection and analysis, FAQ’s Farm
Management Data Collection and Analysis System
(Friedrich, 1977) provides an excellent mechaaism
with the important advantages of being both system-
atic and standardized. Too. surveys in later years
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could expand the base sample size, in which case
each survey would also serve as a benchmark data
source to evaluate development continuously.

Third, once the total problem complex has been
better specified from the zonal survey data, detailed
research programmes can be undertaken to system-
atically conduct in-depth research on critical issues.

These three programme activities of identifying
agroeconomic zones, conducting fact-finding surveys
and researching critical issues are, of course, heavily
interrelated and once on-going, not necessarily se-
quential. In-depth research may dictate further
survey data collection or lead to a redefinition of
zones, for example.

All three programme activities will also necessi-
tate multidisciplinary cooperation (Carpenter, 1975).
Delimitation of agroeconomic zones can hardly occur
without the assistance of agronomists. Likewise the
advice of crop and livestock specialists will be im-
portant in guiding questionnaire specification (and
any field measurements to be taken) for the farm
surveys. Most of all, however, in-depth research
will require a cooperative multidisciplinary focus.
At one extrer ., in order to provide guidance for pol-
icy makers and community development programmes.
the farm management researcher will need to
work with economists specializing in policy and mar-
keting and with other social scientists concerned
with sociology, education, public administration and
politics. At the other extreme, cooperation with agro-
biological researchers and also extension workers is
essential for the development and testing of new pro-
duction systems for small farmers. This will involve
both experiment station and on-farm field research.

The importance of cooperation in such research
aimed at developing improved farming systems for
small farmers cannot be overemphasized. New tech-
nology developed through agrobiological research
will only be acceptable to the small farmer if it is
based on recognition of the nature of his goals and
an understanding of his present farming system. Such
understanding of the farmer and his farming sys-
tem, as well as evaluation of the research from the
farmer’s view, must come from the farm manage-
ment researcher and his extension colleagues in their
role as contributors to the research.

YIBLD CONSTRAINTS

A particular activity requring cooperative research
between farm management researchers and agrobio-
logical scientists (crop breeders, physiologists, pa-
thologists, entomologists and agronomists in partic-
ular) is yield constraint research. This research is
based on the conceptual model of Figure 1.3. This
model recognizes: (@) that due to non-transferable
technology and environmental differences, there will
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Figure 1.3. Conceptual model explaining the yield gap
between experimeni station yield and actual farn yield
(Gomez, 1977).

always be a difference in yield per unit of area be-
tween the high yields obtainable on experiment sta-
tions and the best potentially achievable yield on
farms — this difference is called Yicld Gap I; and
(b) that the existing gap -- called Yield Gap II —-
between actual current farm yields and the best po-
entially achievable yield on farms is caused by
biological and socioeconomic consiraints.

Biological constraints refer to the non-application
or poor use of needed production inputs. Socioeco-
nomic constraints refer to the social or economic
conditions that prevent farmers from using the rec-
ommended technology. For example, a biological
constraint might be that farmers are not applying
enough fertilizer or insecticide. An associated socio-
ccnomic constraint might be the lack of credit
‘er farn.ers to buy such inputs.

Cooperative multidisciplinary research methodology
involving research station experiments, farm experi-
ments and farm surveys has been developed to in-
vestigate and quantify the size of Yield Gap II and
how much of it is caused by such particular biological
and socioeconomic constraints as listed in Figure 1.3
(De Datta, 1978; Gomez, 1977). This methodology
has been applied quite successfully relative to rice
production in a number of Asian countries (IRRI,
1977). Its importance lies in the guides it gives to
the relative physical and economic importance of the
various constraints. This information, combined
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with estimates of the likely cost and chances of re-
moving the different constraints, gives a rational basis
for determining research priorities such as, for ex-
ample, between plant breeding, disease control and
watcr management. There arc (wo difficultics with
such yield constraint research, however. On the
one hand, through its emphasis on physical yields,
sight may tend to be lost of the influence of prices
and personal goals on the individual farmer's de-
cisions. On the other hand, while it has been rela-
tively successful in relation to particular Crops grown
alone, the methodology has not yet been satisfacto-
rily developed relative to multiple cropping systems.
In such systems, what may be a constraint to one
crop can te an advantage to another. Too, the
farmer’s purpose in using multiple cropping may be
to satisfy multiple goals of food supply safety, cash
income and food preference so that physical yield or
its money value may be a very inadequate measure
of system performance.

1.6 Role of farm management research techniques

As illustrated by the wide-ranging variety of topics
considered in this introductory chapter, the scope of
farm management research is very broad and its
range of contexts extremely varied. Unlike the spe-
cialist crop or livestock scientist, the farm manage-
ment researcher has to be concerned with the whole
farm in all its dimensions as a purposive system
with agrobiological, economic, social and community
elements. This is particularly important for small
farms which generally tend to involve complicaied
interdependent multiproduct farming systems with a
significant subsistence component. Undoubtedly,
these characteristics make farm management re-
search on small farms a difficult endeavour. It is for
this reason that techniques of research analysis, as
outlined in the remaining chapters of this manual, are
important. These techniques, appropriately chosen
for the problem and data at hand, enable the re-
searcher to reach conclusions about how problems
might best be resolved. In the case of simple tab-
ular and budget analyses, the research data are
drawn together in such a way that the researcher
can apply his knowledge of theory to draw relevant
conclusions; or, with more complicated techniques
such as linear programming and production function
analysis, the application of theory is carried out
within the research technique itself to provide more
direct guides to relevant research conclusions.

1.7 References

ANDREW, C.O. and P.E. HiLbEBRAND (1976). Planning and
Conducting Applied Research, MSS Information Corpo-
ration, New York.




Bunkl, S.J. and S, Yusur (1977). “Population: Exploring
the Food-Fertility Link", Finance and Development 12(4):

29-46,
CARPENTER, N.R. (1975). "Small Farmer Development: The
Problems and the Programme from a Farm Management

Perspective”, Farm Management Notes for Asia and the
Far East, No. 1, pp. 249,

CakpENTER, N.R. and H, Kunaxt (1977). “Farm Manage-
ment Research — A Need for Rural Development”,
Farm Management Notes for Asia and the Far East,
No. 4, pp. 1-15.

De DatTa, SK., K.A, Gomez, R.W. Heror and R. BARKER
(1978). A Handbook on the Methodology for an Inte-
grated Experiment-Survey on Rice Yield Coniraints, Inter-
national Rice Research Institute, Los Bafos,

FALCON, W.P. (1970). “The Green Revolution: Generations
of Problems"”, American Journal of Agricultural Econom-
ics, 25: 698-710.

FriepricH, K.H. (1977). Farm Management Data Collec-
tion and Analysis: An Electronic Data Processing, Storage
and Retrieval System, FAO Agricultural Services Bulletin
No. 34, Food and Agriculture Organization of the United
Nations, Rome,

Gomez, K.A. (1977). “On-farm Assessment of Yield Con-
straints: Methodological Problems™, in IRRI, Constraints
to High Yields on Asian Rice Farms: An Inicrim Report,
International Rice Research Institute, Los Baiios.

IRRL (1977). Constraints to High Yields on Asian Rice
Farms: An Interim Report, International Rice Research
Institute, Los Baiios.

McConnetr, DJ. (1975). “Stages in the Collection of
Data for Planning Small-Farm Development”, in FAO,
Annex to Report of the Sixth Session cf the FAO Regional
Comimission on Farm Management for Asia and the Fur
Eust, AGS: FMF/75/ANNEX, Food and Agriculture Orga-
nization of the United Nations, Rome, pp. 51-68.

McNamana, RS, (1973).  Address 10 the Board of Goy
ernory Meeting, Nalrobi, September 24, 1973, World
Bank, Washington,

Rocers, EM. (1969). "Motivations, Values and Attitudes
of Subsistence Farmers: Towards a Subculture of Peas-
antey”, in C.R. WHARTON (ed.), Subsistence Agriculture
and Economic Development, Aldine, Chicago, pp. 111-135.

RutHensEro, H. (1976), Farming Systems in the Tropics,
Clarendon Press, Oxford, 2nd edn.

ScHickeLe, R. (1966). “Farm Management Research for
Planning Agricultural Development”, Indian Journal of
Agricultural Economics, 21: 1-18.

SitroN, G.R. (1966). “Essential Steps in the Life of a
Research Project”, in R.E. BORTON (ed.), Selected Readings
to Accompany Getting Agriculture Moving, Agricultural
Development Council, Inc.,, New York, pp. 205-209.

UmaLl, D.L. (1978). ‘‘Opening Address: New Concept of
Farm Management”, in FAQ, Report of the Expert Group
Meceting on Farm Management for Small Farmer Devel-
opment in Asia and the Far East, Bangkok, 11-16 Sep-
tember, 1978, Food and Agriculture Organization of the
United Nations, Regional Office for Asia and the Far
East, Bangkok, pp. ¢-10.

VaLbes, A, G.R, Scoeik and J.L. DILLoN (eds) (1979).
Economics and the Design of Smali-Farmer Technology,
Towa State University Press, Ames,

WHartOoN, C.R. (ed)) (196%9a). Subsistence Agriculture and
Economic Development, Aldine, Chicago.

WaarTron, C.R. (1969b). “Subsistence Agriculture: Con-
cepts and Scope”, in C.R. WHARTON (ed.), Subsistence
Agriculture and Economic Development, Aldine, Chicago,
pp. 12-20.

Wong, J. and EP. Reep (1978). The Experience and
Potential for Group Farming in Asia, Teaching and
Research Forum No. 17, Agricultural Development Coun-
cil, Inc., Singapore.




2. DATA SOURCES AND COLLECTION

Farm management is not an abstract science that
can be conducted in isolation from the real situa-
tion on farms and from the actual circumstances of
farmers. A necessary step in any farm management
study must be to obtain information about the real
farm situation. Moreover, if the results of farm man-
agement analyses are to be of value, the data on
which they are based must be both as accurate and
relevant as economically possible. Accuracy relates
to the degree of conformity between the data and the
real facts the data are supposed to describe. Errors
of observation, recording or reyorting lead to inaccu-
racies in farm management data. Relevance is de-
fined in relation to the intended use of the data. Data
may be of little or no relevance if thev are out of
date or if they apply to a production system em-
ploying different resources or management skills to
thosc employed by the farmers of concern. For
example, as discussed below, experimental daia may
be of high accuracy but of low relevance to real
farming conditions if the experiments are conducted
under atypical conditions.

A high degree of accuracy and relevance in farm
management data is not easily or cheaply achieved.
Collection of data for farm management analysis al-
ways involves compromises. The judgement of the
analyst in selecting data collection methods within
the limits imposed by the resources available for the
work is of the first importance. In this chapter
methods of data collection are described and iheir
advantages and disadvantages are discussed.

2.1 The field study approach to data collection

“Fic. . study” is the name we have chosen to de-
scribe the informal study of a particular area or prob-
lem. Alternative names are “area familiarization” and
“reconnaissance study” (Kearl, 1976). A field study
involves generally familiarizing oneseif with the area
or problem, talking to appropriate informants such
as farmers, farm workers, storekeepers, moneylenders,
officials, religious or social leaders, and seeking out
and reviewing such other relevant information as may
be available in publications, government or private
records, etc.

21

The justification of the field study approach is
that it is usually the most effective way of learning
a good deal about a particular topic in a short time.
For some problems the field study may provide all
the information one needs (or has the time to collect)
to be able to resolve the issue. In other circum-
stances field study may be a preliminary step to the
conduct of a survey. The information gathered may
be useful, even essential, in defining issues, for-
mulating relevant hypotheses, establishing a suitable
sampling procedure, drawing up a questionnaire,
planning the logistics of the survey, and so on.

The obvious danger of the field study approach is
that one may obtain biased or incorrect information.
The *“key people” who would usually be interviewed
in such a study may all share a particular prejudice
or viewpoint and it may be difficult for the researcher
1o meet people, perhaps “lower down” the social or
economic ladder, who can express an alternative point
of view. Government officers interviewed may es-
pouse the official line or may paint a too glowing
picture of reality to cover up their failures. The re-
searcher will need to be on his guard against such
possibilities. He will seek to interview a wide spec-
trum of people, not just local officials and key
farmers. He will need to be on the look out for con-
tradictions in what he is told. When he finds them,
he will need to dig deeper to try to uncover the truth.

Combined with a modicum of common sense, the
field study approach can be a very effective way of
gathering information. Apart from the dangers noted
above, the chief disadvantage of the approach is that
the information gathered tends to involve a substan-
tial element of subjective interpretation and so lacks
some of the authority of data gathered by means of
a survey. In truth, however, this reservation is some-
what artificial since all data require some inter-
pretation and a badly conducted survey can be more
misleading than a well-performed field study.

2.2 Farm surveys

The survey method is probably the most widely
used formal method of obtaining farm management




data. It is also probably the most widely abused. To
conduct a successful survey requires careful plan.
ning and close attention to detail in implementation.
Some of the more important aspects of survey orga-
nization and management are reviewed briefly below.
It is not possible to provide a comprehensive guide

to the survey method in this short treatment and

intending survey organizers should consult some
of the excellent texts on the subject, a selection of
which are listed at the end of the chapter.

DEFINING OBIECTIVES

No farm survey can be properly planned unless
the objective or objectives are clearly defined (Kearl,
1976, Ch. 1). Moreover, proper design and conduct
of a survey can e compromised by objectives that
are too numcrous, 100 ambitious or conflicting. In
an ideal worid, surveys would be purpose-specific,
for only when a single specific purpose has been
defined is it possible to resolve unambiguously such
questions as what sampling method to use and what
size of sample is needed. In reality, however, be-
cause research resources are limited, it is nearly
always necessary to try to accommodate more than
one objective in designing a survey. In this case,
then at least some ranking of objectives in order of
importance should be made to help in resolving the
conflicts between objectives that will almost inevitably
be encountered.

DATA COLLECTION METHODS

There are three main methods by which farm
survey data can be gathered. They are:

(n
(2)
3

direct observation;
interviewing respondents;
records kept by respondents.

Direct observation includes direct measurement by
the research team of such thii gs as crop areas, yields,
disease incidence, etc. If one correctly, direct mea-
surement should give data of high accuracy but the
cost is often high and the procedure is not appro-
priate for many data categories.

Direct observation can also be used to collect in-
formation of a more behavioural nature such as allc-
cation of time, rates of work, etc. The problem
with such studies is that the mere presence of the
observer can lead the person being studied to modify
his behaviour. The observer must therefore try to
be as unobtrusive as possible and should be pre-
pared to discard data coliected when it appears that
bias may be present.

In anthropological studies the researcher often
gathers his information by actually taking part in the
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way of life he is studying. Although this method is
seldom of direct use in farm management research.
the researcher who has some direct experieccs of
the social and economic system in the study area
will often find this knowledge invaluable in inter-

preting the more quantitative farm management data
(Srinivas, 1974),

Interviewing respondents is generally the simplest
and cheapest method of gathering farm management
data. Accuracy depends on the ability of respondents
to remember the information requested and on their
willingness to reply truthfully. When information is
likely to be forgotten quickly, it may be necessary to
interview the respondents at frequent intervals while
the facts are fresh in their minds.

Most interview surveys are designed to be admin-
istered to one respondent at a time, usually the farmer
or the head of the household. Of course, in some
societies the notion of a single household head or
farm decision maker may bte inapplicable, and a
number of individuals in each survey unit may have
to be interviewed to collect all the data of interest.
In other cases, where important decisions are custom-
arily made by discussion among a group of people,
the individual approach may be inappropriate, even
impossible. Throughout Southeast Asia and the
Far East there is a trend toward greater emphasis
on farmers’ groups as a means toward the goal of
small farm development. 1t may be, therefore, that
farm management researchers in the region will have
to learn the difficult skills of group interviewing.

In group interviews the researcher asks questions
of the collected individuals who discuss the matter
in an attempt to provide an answer, usually reached
by consensus. The interviewer may or may not par-
ticipate in the discussions. Usually some participa-
tion will be necessary to clarify the questions asked
and to keep the discussion more or less to the point.
The risk of bias introduced by the interviewer’s in-
volvement in the debate is apparent. Also, as anyone
who has ever served on a committee or other such
decision group will knew, groups do not always
function well as decision-making entities. The pro-
cess of consensus formation may be slow aud
the decisions reached may not always be consistent.
These are the realities the researcher must face if
he wants to collect his data from a group.

Records kept by respondents can be a very valu-
able source of farm management data. The method
is appropriate for information easily forgotten but,
of course, can be used only when respondents have
the required level of literacy. The records may or
may not be kept specifically for the purpose of the
research study. For example, commercial or semi-
commercial farmers may be required to keep finan-




cial records for tax purposes and these records can
be a source of farm management data.

When special-purpose records are to be kept, the
researcher must give very careful consideration to
the design of the recording form and to the wording
of instructions, headings, etc. 1f possible, pilot testing
of the record forms should be carried out before their
general implementation. Unless respondents are ex-
perienced in record keeping, frequent checks of the
information recorded may have to be made.

TYPES OF INFORMATION GATHERED BY SURVEYS

Both survey objectives and the environment of
agriculture vary so much that it is almost impossitie
to provide any comprehensive list of the kinds of
information to be sought in farm management sur-
veys. However, there are certain categories of data
that are commonly needed. These are reviewed
below. Many surveys embrace more than one of
these categories.

Resource endowments. It is often useful to know
what is the resource base of a particular region or
group of farms. It may also be important to know
how these resources are distributed among house-
holds, villages, or other groups of people. A survey
can be conducted to determine the resource base of
an appropriate sample of households or other survey
units. Data would be gathered on such things as
access to land, number, age, education and expe-
rience of workers, access to irrigation water, etc.

Resource utilization. 1t is usually somewhat more
difficult to establish how the resources contrn'led by
small farmers are used. Land use may be estimated
by direct observation at the time of the survey, but
estimating use of labour, for example, presents more
difticulties, especially if information on ycar-round
labour use is required. At best, such information
can usually only be obtained by frequent visits to
respondents.

Input-output coefficients. For some purposes it is
necessary 1o obtain data on such matters as yields
per unit area of crops, yields per head of livestock,
and use of labour and other inputs per unit area of
crop or per head of livestock. The practicability of
obtaining such information varies according to the
type of farming and other circumstances. Sometimes
it can be very difficult to oltain reasonably accurate
information. For example, to estimate the yield of
a subsistence crop one may have to either harvest
and record the yield of a sample area, or else obtain
a detailed record, perhaps on a day-to-day basis over
several months, of household use of the product. Sim-
ilarly, reliable data on rates of work may require
a detailed diary to be kept of how labour time is

spent. In some communities such information may
be obtainable only by conducting daily interviews
over the whole period of interest.

Costs, returns and incomes. This is the kind of in-
formation that is most commonly sought in farm
management surveys. The information is usually
gathered either on a farm basis, or on a farm plus
household basis. The data collected may relate only
to cash items or an attempt may be made to measure
and value non-cash items such as family labour use,
subsistence output, etc. For some purposes it may
be enough to know aggregate costs and returns,
while for other uses the breakdown of these totals
may bte needed, perhaps on an enterprise basis so
far as this is appropriate.

Attitudinal information. Because the bebaviour of
small-farm decision makers is so important for the
success of various policy measures, it is common for
surveys to include questions designed to elicit
farmers’ attitudes to such things as new techniques
of production, research and extension programmes,
etc. Special care is needed in phrasing questions to
elicit such information if the responses obtained are
to be reasonably reliable. Poorly worded questions
will lead to biased resuits. In regard to certain
“sensitive” topics, it may be impossible to obtain
responses that are at all reliable.

Crop and farming systems. Particularly as a basis
for cooperative work with crop and livestock scien-
lists, and also so as to understand the production
systems used by farmers, it is frequently necessary
to catalogue the particular farming systems used by
farmers. Data required include the crops grown and
the type of cropping system used, either sole cropping
or multiple cropping. If the latter, more detailed in-
formation will be reeded on the type of multiple
cropping, e.g., intercropping, sequential cropping or
relay cropping plus details of crop rotation and ra-
tooning if relevant. Since the crop or farm system
comprises all the componenis (physical and biologi-
cal factors, labour, technology and management) re-
quired for crop or farm production and the inter-
relationships between them and the environment
(climatic, economic, social and culturai), surveys
involving crop or farm system specification can be
very demanding of farm management research re-
sources. In particular, such surveys may require not
one but a series of visits spread over the year to the
farms being surveyed.

PLANNING THE ANALYSIS

Once the objectives of the farm survey have been
specified, and the general type of information to be
collected has been estatdished, the next step is to



plan the main analyses io be performed on the data
after they have been collected. It may seem pre-
mature to worry about analyses before any infor-
mation has been collected, but in fact many mistakes
and omissions in the design and conduct of the survey
can best te avoided by doing things this way round.
The main tabulations of the data or other statistical
analyses should be planned beforehand. These anal-
yses will obviously be structured in accordance with
the survey objectives. These objectives may bte for-
mulated in the form of hypotheses to be tested using
the survey data. Such an approach invariably as-
sists in better specifying the type of data to be col-
lected and the analyses to be applied to the data,

The main reascns for considering data analysis
prior to collection of the data are to ensure:

(2) that all necessary data are gathered;

(b) that no unnecessary data are collected;

(¢) that the data are collected in a form amenable
to analysis.

DEVELOPING THE QUESTIONNAIRE

Once the survey objectives and associated data
needs and analyses have been specified, a question-
naire can be developed to record the information
needed for analysis. Usually the questionnaire will
be designed to be completed by enumerators although,
in some circumstances, simple questionnaires may
be designed for completion by the respondents. At-
tention must be given to the general form of the
questionnaire to see that the questions follow a log-
ical and appropriate sequence. Questions that are
to be answered by direct observation by the enu-
merator should be distinguished from those to be
asked of the respondents. Care must be taken in
wording questions to ensure that they are unambig-
uous, will not cause offence or otherwise lead to
non-cooperation by respondents, and that the form
of words used is not likely to prompt a particular
answer. The spaces provided on the gquestionnaire
for recording information should be arranged so that
it is clear what is to be filled in and so that the data
will be readily accessible for analysis.

For many farm management research studies the
data required will fall within the scope of the FAO
Farm Management Data Collection and Analysis
System. The system is described in FAQ Agricul-
tural Services Bulletin 34 (Friedrich, 1977). It is a
computerized data analysis system using precoded
questionnaires and a standardized coding scheme.
The system is flexible in terms of types and formats
of data input. However, examples of suitable pre-
coded questionnaires are given in the bulletin men-
tioned above. These questionnaires, even if not em-
ployed directly, can serve as a useful starting point
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for an analyst designing data collection forms for a
farm management survey.

In developing a questionnaire it is usually very
helpful to undertake a pilot survey. This involves
conducting the survey on a trial basis with a small
number of respondents who are broadly similac to
those in the population of interest. The results of
this pilot sample are not usually included in the final
survey analysis. The purpose is simply to test out
the questionnaire so that it can be revised in the
light of experience. Sometimes two or more cycles
of pilot testing and questionnaire revision are needed.

The pilot survey will reveal how long each survey
interview takes. Ideally this should be no more
than about half an hour, and certainly not more than
an hour. Both respondent and enumerator will be-
come tired and liable to make errors if the interview
lasts too long. When a questionnaire proves to be
too time consuming, the analyst must try to cut out
unnecessary or marginal questions and try to find
more direct ways of obtaining the required infor-
mation. If this fails, he must either cut down on the
scope of the survey, probably by curtailing the objec-
tives, or he may be able to ask some questions of
subsamples of respondents so that no respondents
are required to answer the full set of questions, as
discussed below under the heading of multiphase
sampling.

Seif-evidently, the questionnaire must be in a lan-
guage well understood by the respondents. In some
countries this may mean that more than one version
of the questionnaire has 10 be produced for use with
different linguistic groups. Care must be taken in
translation to preserve the intended meaning. It is
a good idea to have the translated version translated
back into the original language by a second, inde-
pendent person to check if any meanings have been
changed.

An excellent review of practical considerations in
questionnaire design and development is provided in
Kearl (1976, Chs 5 and 6).

DRAWING THE SAMPLE

Early in the planning of any survey the researcher
needs to choose the sampling method to be employed.
Many factors impinge on this choice, including con-
siderations of the statistical properties of different
kinds of sample. Sampling techniques are compre-
hensively discussed in such texts as Cochran (1963)
and Som (1973). A useful overview is provided by
Parel et al. (1973). Here only a brief outline of the
main aspects can be provided.

There are two main types of samples that can be
used in conducting a farm survey:

() probability samples;
(if) non-probability samples.




The choice between the two depends partly on the
sampling frame available and partly on the objectives
of the study and the data needed. (A sampling frame
is a list of those members of the population from
whom the sample is to be selected.) Sometimes a
combination of the two sampling methods may be
appropriate, as discussed below.

" Probability sampling is the term used to describe
various ways of drawing a sample such that the prob-
ability of a particular individual being included in
the survey is known or can be estimated with reason-
able precision. It includes random, systematic, strat-
ified and multistage sampling procedures.

Probability sampling has the important advantages
that the risk of sampling bias is minimized and it is
possible to draw inferences from the sample about
the population from which the sample was drawn
with levels of confidence that can be estimated sta-
tistically.! For these reasons, some form of proba-
bility sampling is usually to be preferred and the
forms of non-probability sampling to be described
later are generally used only when probability sam-
pling is impracticable.

In random sampling each member of the popu-
lation is assigned a serial number. Then the sample
is drawn by reading from a list of random numbers
of the appropriate range of values until the required
number of individuals has been selected. This pro-
cedure ensures that each member of the sampling
population has the ~ame probability of being chosen.

A similar result, for most practical purposes, can
be achieved by svstematic sampling. In this method
every k-th unit from the sampling frame is drawn,
working backward and forward through the popu-
lation list from a random starting point. The sam-
pling interval k is computed as N/n, rounded down to
a whole number, where N is the number in the pop-
ulation being sampled and n is the requirec sample
size,

The main advantage of systematic sampling is that
it is quicker and easier than simple random sampling.
This may be especially important if the sample is
to be drawn in the field. However, if the sampling
frame is not in random order, and especially if there
are periodic regularities in the list, systematic sam-
pling can lead to bias.

With stratified sampling, the population to be sam-
pled is divided into a number of strata or groups on
the basis of one or more characteristics of interest.
Then random or systematic sampling can be used to
select the required subsamples from each stratum.
It is more efficient than simple random or systematic

i A statistical appendix detailing the main formulac used
in drawing inferences about a population from a probabil-
ity sample drawn using one or other of the methods
outlined below is provided at the end of this chapter.
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sampling in the sense that the selected sample is
more likely to be representative of the population
from which it was drawn.

In principle, stratification should be based on those
characteristics of particalar interest in the analysis.
If several variables are of interest, this can lead to
stratification that is too complex to be manageable.
The same problem can arise if too many strata are
defined for a single characteristic. In practice, how-
ever, these difficulties are seldom important. It is
rare to have data on more than one or two charac-
teristics of interest and specification of only a few
strata is usually adequate to provide for the advan-

tages of stratification without too much complication.

Often the characteristics on which information is
available are not those of direct interest, but if the
available characteristics can be expected to be related
to the parameters of interest, stratification will still
be worthwhile. For example, geographical strati-
fication will ensure a more efficient spread of farms
across soil types, climatic conditions, etc., than would
be yielded by a simple random sample.

For some purposes, stratified sampling may be
almost essential. For cxample, suppose it is wished
to compare certain characteristics of large and small
farms and that the size distribution of farms is highly
skewed toward small farms. Unless the sample size
is very large, a simple random or systematic sample
may well contain too few large farms to give meaning-
ful results. By stratification into two or more size
groups, the required number of farms of each size
can be sampled.

The chief disadvantage of stratified sampling is
that to apply the procedure it is necessary to have
a sampling frame including the nccessary information
for stratification. Often such data on key parameters,
such as farm size, are not available. Stratification
also complicates somewhat the estimation of popu-
lation parameters and precision statistics from the
sample data.

Two or more steps are involved in multistage
sampling. For example, in two-stage sampling a list
of villages in the study area might first be obtained,
and from these a sample of villages could be drawn.
A list of the farmers within each sampled village
can then be used to draw a sample of farmers for
that village. In three-stage sampling, samples might
be drawn of districts within a region, then of villages
in the sampled districts, and finally of farms in the
sampled villages.

One advantage of multistage sampling is that, when
based on geographical units as illustrated above, it
can lead to a substantial saving in travelling time and
costs in conducting interviews. Secondly, it is not
necessary to have a complete sampling frame of
final-stage units. At the second and any subsequent
stages the sampling frame can be constructed only



for those units selected at the earlier stage. In other
words, it is possible to build the sampling frame as
the process of sampling proceeds.

The major disadvantage of multistagc sampling
is that the procedure is rather complex to apply and
calculation of appropriate population estimates, in-
cluding statistics indicating the precision of the esti-
mates obtained, is much more difficult than for some
of the simpler sampling methods discussed above.

A special case of multistage sampling is <lusrer
sampling. This is normally a two-stage procedure in
which the population is first divided into groups or
clusters from which a sample of clusters is drawn
by random or systematic sampling. In the second
stage all the individuals in these sampled clusters
are included in the survey.?

The advantages of cluster sampling are those of
multistage sampling, i.e., reduced travelling costs and
the fact that a full sampling frame is not required.
The important disadvantage is that the sample drawn
is likely to be less representative of the population
than, say, a simple random sample. Individuals in
clusters may share similar characteristics to a greater
degree than do individuals in different clusters. This
disadvantage is reduced in ordinary multistage sam-
pling by drawing more clusters with less than full
enumeration of the individuals in each cluster. The
cost of this greater representativeness is greater com-
plexity in sampling and increased travelling costs.

Non-probability sampling procedures are generally
only used when probability sampling is not practi-
cable. The reason is that the representativeness of
the sample may be low and statistics that might be
calculated from the sample data may be of dubious
reliability. Some non-probability sampling procedures
are more subject to bias than others. The major
non-probability sampling procedures are accidental
sampling, purposive sampling and quota sampling.

Using accidental sampling the researcher selects
for his sample those individuals he happens to come
across. If no sampling frame exists and if one cannot
be improvised, perhaps for lack of time, this may be
the only procedure that can be used. The risk of
bias in such a method in obvious. For example, if
the people encountered in a particular village are
surveyed, the survey results cannot represent the
characteristics of perhaps more industrious people
who were at work in the fields or elsewhere at the
time of the survey.

With purposive sampling, samples are drawn to
illustrate or represent some particular characteristic
in the population. For example, in studying some

? The terminology here varies somewhat among authors.
Some use the term ‘cluster sampling’ even when only a
sample of members of each cluster is taken (see, e.g.,
Mendenhall, Ott and Scheaffer, 1971).
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new technology not yet widely adopted, only those in-
dividuals known to have adopted the new method
might be sampled. Most farm recording schemes,
discussed below, arc based on purposive samples of
cooperative farmers selected for their capacity to
supply the required information.

The procedure of quota sampling is used to try
to minimize bias in non-probatility sampling when
probability sampling is not possible, perhaps for lack
of a sampling frame. Quotas are established for dif-
ferent groups in the population and sampling pro-
ceeds, using accidental or purposive sampling, unti!
the required numbers of individuals to fill each quota
have been obtained. Alternatively, random or system-
atic sampling may be used to fill the required qua-
tas, in which cases quota sampling becomes a special
form of stratified sampling.

A method of sampling that can be used in con-
junction with some kinds of both probability and
non-probability sampling is muliiphase sampling. It
is sometimes appropriale (o collect some data from
all units of a sample and other items of information
from only a subsample of the whole sample. This
method is known as two-phase sampling and the
principle can be extended to three or more phases.
The case for using multiphase sampling arises when
it is difficult or expensive to collect all information
from all respondents. For example, full enumer-
ation may make the interview time too great so that
response rate and data reliability would be adverse-
ly affected. In such a case, multiphase sampling
might be used. Basic information would be collected
from all respondents, but information of more mar-
ginal interest, or informatior for which a smaller
sample size would be adequate 1o give the required
statistical precision, would be collected only from
subsamples. A commoa scheme is to divide the
questions dealing with the non-basic data into two
and to arrange that each respondent is asked only
half the questions relating to this part of the survey.

ORGANIZING THE FIELDWORK

If the information collected in a survey involving
interviews of small farmers is to be reliable, it is
obvious that good interviewing technique is essential.
The first step in this direction is the development
of a good questionnaire with questions suitably ar-
ranged and worded. But questionnaire design alone
is only part of the story. Enumerators must know
how to approach respondents to maximize the
chances of willing cooperation. Enumerators must
conform with the standards of etiquette of the people
being interviewed. Specially selected enumerators
may have to be appointed to deal with special groups
of respondents, e.g., members of particular castes
or religions, women living in seclusion, etc. It will



usually be necessary to spend time reassuring re-
spondents that they have nothing to fear by answer-
ing questions truthfully and that the information
provided will be treated in confidence. Good enu-
merators will avoid prompting respondents and will
know how hard to press for an answer when one is
not immediately forthcoming. They will have an
ability to detect when a respondent is not telling the
truth and will know what to do about it.

Good interview technique is somecthing that can
be partly taught but which also depends on the
personality and expericnce of the enumerator. For
a more complete discussion of the special problems
of interviewing small farmers, sce Kearl (1976).

If the survey is too large for the analyst to under-
take himself, it will be necessary to szlect and train
cnumerators.  Although obviously some minimum
cducational standard is rcquired for enumerators,
the emphasis thereafter should be placed on selecting
reliable and well-motivated pcople, rather than on
selecting by academic achicvement. If the question-
naire has been thoroughly tested during a pilot sur-
vey, the enumerators should not mcet unforeseen
circumstances very often and it should be possible
to train them to handle the normal spectrum of re-
sponses and to report any very unusual circumstances
to the analyst.

Enumerators should be given some formal instruc-
tion in their task, followed if possible by some prac-
tice in administering the questionnaire to respondents
who will not be included in the final sample. When
working on the survey proper, close supervision is
important, especially at first. Most good enumer-
ators learn their skills “on the job.”

The flow of completed questionnaires from enu-
merators must be monitored. Each questionnaire
should be checked for completeness as soon as
possiblc (preferably on the same day) and should be
returned to the enumerator if some items are missing.
Often it is possible to devise certain technical checks
on the internal consistency and gencral reasonable-
ness of the information.  Again, any anomalies that
may be found should bc referred back to the cnu-
merator. By these means the need for care in ob-
taining and recording data is cmphasized (o the enu-
merators. Enumerators who persistently fall short
of the required standard should be replaced.

There is not much that can be said about the lo-
gistical aspects of fieldwork in farm management
surveys. ‘Transport is commonly a major problem
since it will often be mecessary to visit farms in
remote areas, perhaps widely scattered As noted
above, special sampling techniques can be used to
reduce these difficulties. Apart from these proce-
dures, the transport and communication problems
likely to be encountered in a particular survey must
be solved in the context of that survey. Good plan-
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ning can minimize difficulties but the researcher must
also be prepared to take swift and decisive action
to resolve other difficulties as they arise.

DATA PROCESSING

Processing the resuits of a large survey can be a
considerable task. The main option is between pro-
cessing “by hand,” usually with the aid of electronic
calculators, versus processing by computer. Of course,
if access to a computer is not possible, no choice
exists. Without a computer, very large surveys in-
volving substantial data processing might not be prac-
ticable. For smaller surveys, however, the option is
a real one. Subject to the provisos noted beiow,
computers are fast and reliable. Computer analysis
may or may not prove cheaper than empleying
clerks. There are a number of problems that can

neenr w
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(@) The computer must be programmed to do the
work required of it. This can be costly, time-
consuming and may lead to errors.

(b) The data must be transferred from the ques-
tionnaire to punched cards or some other
medium so that they can bte read by the com-
puter. Again this can be costly and errors
can occur.

(c) Computers are of limited availability, espe-
cially in rural areas of developing countries.
Delays in obtaining access to a suitable ma-
chine can be considerable.

(d) Computers are expensive and computer anal-
ysis may prove more expensive than use of
hand methods.

For these sorts of reasons, it is Ly no means a fore-
gone conclusion that computer data processing is
best. Efficient non-computerized methods of anal-
ysis adapted for processing farm surveys with me-
dium-sized samples have been developed (Taylor,
1973).

Whichever method of data processing is adopted,
it is wise to build check procedures into the analysis.
A little ingenuity will indicate many opportunities.
For example, highest and lowest values for selected
parameters may be determined and checked to see
that they are reasonable.

The appropriate form of data analysis will depend
on the objectives of the study. Some of the methods
commonly used are discussed in subsequent chapters.

2.3 Village studies

Rather than sampling individual farms, it may
sometimes be fruitful and relevant to conduct farm
management surveys on a village basis. Data col-
lection may - then be undertaken, as relevant, for



some items on a full village basis and for other
items on a farm sample basis within the village.
Further, the villages to be used may be selected by
sampling after stratification so as to constitute a
set of benchmark villages reflecting major charac-
teristics of interest in terms of agroclimatic (climate,
soil type, etc) and socioeconomic (farm size, in-
frastructure, eic.) attributes.

An excellent example, though rather more detailed
than normal, is provided by the Benchmark Village
Level Studies project of the International Crops
Research Institute for the Semi-Arid Tropics (ICRI-
SAT) (Jodha et al., 1977). Aims of this project were
to gain a thorough understanding of traditional
farming systems in the semi-arid tropics of India,
including identification of constraints on food pro-
duction and development at the micro (farm and
village) level, and to provide a basis for on-farm
testing of new technology. Six benchmark villages
were selected purposively taking into account 40
characteristics (climate, soil, location, land use, etc.)
judged relevant on a benchmark basis. So as to en-
sure purposeful and efficient data collection, a set
of eight prior hypotheses about traditional farming
in the semi-arid tropics of India were formulated for
testing (Binswanger et al., 1977). Socioeconomic,
farm management and agrobiological data were col-
lected in each village, as listed in Tables 2.1 and
2.2 which also indicate the frequency with which data
were collected — based for most items in Table 2.1
on a stratified random sample of 30 farmer house-
holds and 10 landless labourers in each village. Ob-
viously, studies of such a detailed continuing nature
are very demanding in terms of research resources
and would be beyond the means of most research
institutions.

2.4 Farm recording schemes

Farm recording schemes may be divided into
those schemes that are designed primarily as a ser-
vice to participating farmers by providing them
with information useful in decision making, and
those schemes designed primarily as a source of
data for more general farm management research
purposes. Clearly, the latter kind of scheme is really
a special kind of survey. It is usually distinguished
from the typical survey by the fact that cooperators
are likely to be specially selected on the basis of
their willingness to cooperate with the research
agency on a continuing basis. The distinction be-
tween the two types of recording scheme becomes
somewhat blurred by the common practice of pro-
viding participants with management information
from their records and from the records of other
participants as a reward for their cooperation.
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Table 2.1

DBETAILS OF THE SCHEDULES USED FOR COLLECTING

AGROBCONOMIC DATA IN ICRISAT'S BENCHMARK
VILLAOE STUDIES

Type of schedules

Frequency

Remarcks

1

10.

i1

12.

Household cen-
sus

. Household mem-

ber schedule

. Plot and crop

rotation schedule

. Animal inven-

tory

. Farm implement

inventory

. Farm building

inventory

. Cultivation

schedule

. Labour, draught

animal and
machinery utili-
zation schedule

. Household trans-

actions schedule

Pricc and wage
schedule

Stock inventory
credit and debt
schedule

Kinship and
social exchange
schedule

Once

Annually

Updated
annually

Annually

—do—
—do—

Every 15-
20 days

—do—

_do.._.

Monthly

Annually

Every 15-
20 days

For all resident house-
holds; demographic, oc-
cupationsl, landholding
and livestock possession
detail,

More details of above
type for sample house-
holds; details about
each member.

Recorded physical and
ownership status of
farm plots; use status
(fallow, cropped, dou-
ble cropped, crop
rotation during dif-
ferent seasons),

Recorded sample house-
holds’ position in tzrms
of assets,

__do._._
.._—do__.

Recorded plotwise in-
put-output details for
each crop for each sea-
son,

Recorded actual utiliza-
tion of these resources
on the day preceding
the interview; number
of wage employment
days, days of involun-
tary unemployment (for
family labour and bul-
locks) during the period
since last interview.

Recorded type and val-
ue of every transaction
involving inflow and
outflow of cash, goods
and services for sample
houscholds.

Recorded wage rates for
labour and bullacks,
and price details of
major items (ransacted
by villagers in their vil-
lage or outside for every
month.

Recorded inventory of
stocks of food grains,
fodder, consumer dura-
bles, savings, deposits,
debt and credit position
of sample households.

Recorded details on the
social networks behind
exchange for sample
households.  (Incorpo-
rated with household
transactions schedule.)




Table 2.1 DETAILS OF THB SCHEDULES USED FOR COLLECTING
AGROBCONOMIC DATA IN ICRISAT'S BENCHMARK

VILLAGE STUDIES (concluded)

Type of schedule Frequency Remarks

Sequence
of six
weekly
interviews

Recorded farmers’ pref-
erences with respect to
suggested decision aiter-
natives with varying
degrees of gain and un-
certainty of prospects;
actual decisions and ac-
tions about farming; ad-
justment devices to meet
consequence of drought,
etc., for sample house-
holds.

13. Risk investiga-
tion schedules

14. Risk attitude ~—do—
experimentation

schedule

Recorded farmers’ ac-
tual choices resulting
from their participation
in ‘risk game' designed
for the purpose.

Once
every
quarter

15. Time-allocation
studies schedule

Recorded actual pattern
of activities by all mem-
bers of househouds of
a subsample by con-
stant observation for
one day in each of the
seasonal rounds.

16. Diet survey —do—

schedule

Recorded through ac-
tual measurement and
observation of the items
consumed by each mem-
ber of the sample
households.

For all members of
sample households, re-
corded nutritional defi-
ciencies, disease symp-
toms and other issues
related to health status
using methods suggested
by health and nutrition
experts,

17. Heatth status —do—

schedule

18, Demographic Once

Data to determine age-
schedule

specific  fertility  of
women and to indicate
normal completed fami-
ly sizes for all resident
households.

RECORDING SYSTEMS

Schemes vary in the extent to which the job of
recording the required information is left to the par-
ticipating farmers. Farmers may be expected to
keep all the basic records, perhaps with close su-
pervision from a field officer, or the field officers
may visit the farmers regularly to collect and re-
cord the required information. Some schemes have
been devised in which the records are kept by an
agency such as a cooperative through which the
farmers trade.

In order to monitor the recording process and to
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provide for rapid feedback of processed data to
participants, regular submission of recorded data is
normaily required. Many so-called budgetary con-
trol schemes involve a rezular maiching of recorded
progress against a budget. These schemes depend
for their success on rapid processing of the recorded
information and speedy return to participants of a
statement of the processed data compared with the
budget. Ideally this statement should indicate what
actions the farmer should take to correct any faults
or to exploit any opportunities revealed by the com-
parison.

THE INFORMATION RECORDED AND ITS USE

The information recorded may be physical infor-
mation, financial information, or both. It may be
on a whole-farm basis of may relate to some partic-
ular aspect of the farm, such as a specific enter-
prise. For small farmers, simpler recording systems
arc to te preferred. Records are more likely to be
faithfully kept if participants can see their direct
relevance to the decisions they face. Some very
simple budgetary control procedures, based largely
on physical records, can be very effective. For ex-
ample, in intensive pig production, a budgetary con-
trol scheme based onr records of breeding and fat-
tening performance of the stock and of feed input,
both measured in physical terms, and matched
against target performance, tailored for individual
farm circumstances, can provide a useful guide to
action. The logic of such schemes lies in the fact
that it is technical efficiency over which a farmer
has most direct management control in the short
run. Movements in price of inputs and outputs are
generally beyond the farmer’s control and it is not
usually possible for immediate adjustments in farm
organization or methods to be ‘made in response to
such price movements.

Budgetary control schemes based on financial data
are normally operated on a monthly cash flow basis.
Actual net cash flow each month is matched against
some target and the reasons for deviations from the
target are analysed. For small farms there is much
to recommend the inclusion of all domestic pay-
ments and receipts, including farm and non-farm
items, in such records. The distinction between do-
mestic payments, such as school fees, and farm pay-
ments, such as land tax, is an arbitrary one that has
no real meaning to most small-farm families.

Some farm recording schemes do not incorporate
the element of frequent feedback of information to
participants. Instead the records are processed only
at year end. An annual summary for the farm may
te prepared showing gross income and expenditure
and some measures of profitability. This informa-
tion may be given to the farmer, perhaps with some




Table 22 DETAILS OF AGROBIGLOGICAL AND RELATED DATA COLLECTED THROUGH JCRISAT'S VILLAGE LEVEL STUDIES DURING THE

CROP YRARS 1975-76 AnD 1976-77

Mg o
Crop Type of data collected ?}‘Sfllé‘ﬁig !;l:sqe‘::tcl%:lt Information user *
in each) during| ©2ch year
each year
Sorghum 1. Shootfly incidence 6 1 Entomologists
2. Stem borer count 6 1 »
3. Midgefly and preharvest assessment 6 1 "
4. Grain mould counts 6 1 Cereal pathologists
S. Striga assessment 6 1 Sorghum breeders
6. Leaf dicease incidence 6 1 Cereal pathologists
Pigeon pea 1. Wilt and sterility mosaic 5 3 Pulsc pathologists
2. Pod borer counts 10 2 Entomologists
3. Nodule counting 5 2 Microbiologists
4. Crop rotation (with pigeon pea) 30°* 1 Agronomists/economists
Chick-pea 1. Wilt incidence 5 3 Pulse pathologists
2. Pod borer counts 10 2 Entomologists
3. Germination/crop stand 5 2 Pulse physiologists
4. Nodule counting 5 3 Microbiologists
Pearl millet 1. Incidence of downy mildew 5 1 Cereal pathologists
2. Incidence of ergot 5 i »
3. Incidence of smut 5 1 "
4. Incidence of rust 5 1 "
Groundrut 1. Nodule counting 5 3 Microbiologists
Major © crops I. Weed counts 5 1 Agronomists/economists
of the area {per crop)
2. Cropping patterns and crop rotations 3o® 1 »
3. Crop cutling 18 1 Economists
4. Direction of crop planting 30° 1 Pulse pathologists
5. Post-harvest farming practices k{13 1 Economists
6. Rainfall induced delays in farm opera- o* 1 Agronomists/economists
tions
7. Effects of contour bunding on crop yields 3 "
8. Measurement of inflows/outflows into daily »
traditional paddy tanks

* Instructions and pro formas for collecting observations were supplied by the respective scientists who used the data.
trained the investigators for making the obscrvations and measurements.

® Number of households, not plots.

They also

c Besides the said .oservai.ons, measurement of plots and subplots, weighing of fodder bundles, cart loads of manure, etc., were done

on a sample basis.

comparison between his results and those of other
participating farmers (see Section 3.4 below). Aver-
ages may be computed from the recorded data for
groups of broadly similar farms and this information
may be used for the comparisons noted atove. It
may also serve as a useful basis for farm planning
work or for policy-oriented work relating, for ex-
ample, to maintaining or improving rural incomes.

2.5 Farm case studies

Many issues in farm management can only be
understood if the researcher has a detailed under-
standing of farm circumstances. To predict how
farmers might react to specific policy changes may

require intimate study of the realities of farm pro-
duction and of farmers’ attitudes. To collect such
data from a large sample of farms might be too ex-
pensive. A. case study approach may be the only
one possible in such circumstances.

The case study approach involves intensive, de-
tailed study of only one or a few farms. The objec-
tive of this study is to learn, not only what is hap-
pening on the study farms, but why, i.e., to elucidate
the cause and effect relationships that operate. This
process of elucidation is often facilitated by study-
ing more thar one case. Two or three contrasting
cases, by their very differences, may make it easier
to identify important factors leading to the results
observed.

Once an understanding of cause and effect rela-



tionships has been gained, the next step is to try
to extrapolate to the population of interest. This
extrapolation process is quitc unlike the process of
inferring from a sample to the population from
which the sample was drawn. It is a process re-
quiring judgement and experience. Obviously, a
good knowledge of the relevant features of the
farms in the population of concern helps in drawing
inferences. For example, if the case studies rcveal
that the land/man ratio is a critical factor influencing
the profitability of adopting some ncw technology, it
is very helpful to know the distribution of land/man
ratios in the population of farms if one is trying to
draw conclusions about the probable extent of adop-
tion of the technology. For this reason it is often
useful to follow case studies with a simple survey
to collect data on the distribution of kcy attributes
in the populatio: of concern.

2.6 Experiments

Experimentation in the social scicnces is generally
rot possibie or is at best very difficult to organize.
However, in the agricultural sciences experimenta-
tion is the main method by which knowledge is ad-
vanced. Farm management is located at the inter-
face between the social and the biological sciences,
and the farm management rescarcher should be able
to cooperate with agricultural scicntists in the design,
conduct and interpretation of agricultural experi-
ments to elucidate selected problems in farm pro-
duction. No attempt is made here to review tlhe
complex issues of experimental methodology. Rather,
a few comments ar¢ offered on experimentation
from the perspective of farm management research.

As a source of farm management data, experi-
ments have some important advantages. Iaput-out-
put relationships can be clucidated by experiments
in which the level of a sclected input (or inputs) is
varied while other inputs, so {ar as possible, are
held constant. Inputs and outputs can be carefully
observed and recorded to reduce recording errors to
a minimum. Moreover, by replication, statistical
measures of the reliability of the results and of the
“significance™ of differences between treatments can
be calculated.

Despite the above formidabic advantages, experi-
mentation has its drawbacks. In particular, it is
usually expensive in terms of both managerial and
physical resources. Most agricultural production pro-
cesses involve use of many inputs which interact one
with another in determining the level of output
achieved. Mainly for reasons of cost, and to avoid
impossible complexity in experimental design, most
experiments are constricted to elucidate the effects
of varying only one or two input factors at a time.
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The danger in such work is that important interactive
effects between the varied factors and others may
not be revealed. Also, it is obviously important to
select for experimentation those factors bearing most
strongly on output and performance. There may be
difficulties in identifying these factors or, once iden-
tified, they may not be factors amenable to investi-
gation experimentally. For example, factors like
quality of seedbed or standard of weed control may
be difficult to measure quantitatively and to manip-
ulate for experimental purposes. Likewise the ef-
fect of variations in climate over space and time
may severely restrict the generality that can be at-
tached to expecrimental results.

The relevance to farm practice of much experi-
mental data must be questioned. There is a ten-
dency for experiments to be conducted with very
high levels of management by the standards of small
farmers, and even with “luxury” levels of inputs not
directly under study. The response to, say, nitrogen
fertilizer may be investigated with other soil nu-
trients “not limiting,” i.e., applied to a level ol abun-
dance that may be quitec out of proportion to what
is either normal or profitable on farms. The results
of such an experiment may bz almost useless for
farm management purposes. Not only will the re-
corded yields be quite different to those achieved by
farmers, but the marginal response to nitrogen may
be quite different under the experimental and farm
conditions.

One means of improving the relevance of agricul-
tural experimental data is by -ooperation between
farm management researchers and agricultural scien-
tists from the inception of the work. Too often the
farm economist is regarded by the scientists as a
kind of accountant whose job is mercly to work omt
the financial aspects of the results after they have
been produced. It is frustrating to be confronted
with experimental daia of doubtful relevance to farm
practice as the result of luxury levels of input use
for some factors, perhaps with too few levels of the
factors being studied so that the range and type of
response are not adequately described by the data,
and perhaps also with some crucial inputs or outputs
not recorded. By participating in the design of the
experiment, the farm management researcher can
use his influence to minimize such problems. He is
also likely to learn a great deal by such cooperation
from the scientist, who generally knows much more
than he does about the production process under
study.

In a number of institutions, joint research has led
to the development of programmes designed to bridge
the gap between the experimental station and the
farm. For example, in Malaysia, experimental find-
ings are tested on farms, using the farmers’ own la-
bour and other resources, but under the supervision



of the researchers. Only those new technologies that
survive this test are promoted by the Extension
Branch (MARDI, 1973). In a number of Asian coun-
tries an extensive research programme, involving both
scientists and economists, has teen carried out to
study the differences between rice production on the
experimental stations and in farmers’ fields (IRRI,
1977). The aim is to find out to what extent the
so-called “adoption gap” can be closed. Likewise
ICRISAT’s village level studies, as illustrated in
Table 2.2, serve as a basis for guiding cooperative re-
search between farm management and crop spe-
cialists.

2.7 Collecting other fypes of data

The farm management researcher will often need
to employ a wide varicty of types of data, relating
not only to farms and farm production, but to
aspects of marketing, supply of agricultural inputs,
the institutional framework of agriculture, and so
on. In this section a brief review of the main types
of data likely to be useful for farm management re-
search purposes is provided, together with a few
comments on possible sources of such data.

Data on prices can often be obtained from pub-
lished sources such as newspapers or from official
market records. It is usually wise to investigate
exactly what such data rcpreseat, how they are col-
lected and hew reliable they are. Price quotations
in local markets may be higher than actual prices
if bargaining is common. Similarly, afternoon prices
may be different from morning prices if there is
under or over-supply. Farmers who sell to middie-
men may get appreciably less than reported market
prices and even when purchases are by a statutory
body at a fixed price, transport and other transac-
tion costs can mean that net farm receipts are far
less than the quoted price.

If such price data do not exist, it may be the job
of the farm management researcher to organize their
collection. More commonly, he will find himself
engaged in collecting data from local suppliers on
the prices of agricultural inputs such as fertilizer,
sprays and stockfeeds. Most importantly, for farm
management projects involving planning, the re-
searcher will need to draw on and interpret outlook
data to be able to make forecasts of future costs
and prices.

Institutional information of imporiance in farm
management studies can relate to such aspects as
credit or land tenure; marketing arrangements such
as quotas, contracts or purchasing schemes; the
supply of irrigation water, electric power or other
inputs; taxation; and so on. For some studies, in-
formation on regional demography, employment and
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income distribution may be needed. Because the
farm management researcher is oriented toward
problems at the micro level, not only may he need
to employ these kinds of data in his analyses, but
also he is in a unique position to appraise the
impact and effectiveness of institutional policies.
Consequently, a part of his work can be to offer
advice to, say, a credit agency or a statutory mar-
keting body on how they can implement their pro-
grammes more effectively and on how their policies
might be revised to better achieve specified develop-
ment goals.

2.8 Standardization in farm management
data collection

As should be clear from the preceding discussion,
the types of data collected for farm management
research purposes are highly variable. The data
gathered will be dictated by the objective of the
study. Although standardized data collection pro-
cedures have some advantages, discussed below, they
also have some dangers. Standardization can lead
to stereotyped thinking with information being col-
lected for its own sake rather than as part of a
process of solving relevant problems. When a par-
ticular research objective has been defined, stan-
dardized data collection formats may be found to
te unsuitablc because they omit certain relevant
aspects, or include unnecessary aspects.

On the other hand, standardization has some im-
portant advantages. Much the same information is
needed for many farm management research pur-
poses and it is wasteful for each researcher to have
to design his data collection questionnaire from
scratch. If a standardized form is available, much
time can be saved and the risk of omitting necessary
items can be minimized.

A particular advantage of standardization relates
to definttions of terms used in farm management re-
search. There is an unfortunate tendency for prolif-
eration of terms. Worse still, different researchers
may assign different meanings to the same term.
Thus opportunities for results to be misinterpreted
arise and communication between researchers with
similar interests is impeded. Some standardization
of terminology is therefore to be strongly recom-
mended.

Standardization can also be valuable in facilitat-
ing comparison of data collected by different re-
searchers and in permitting routine processing of the
information gathered. By ensuring compatibility of
format of data, standardization can permit the estab-
lishment of a computerized farm management data
bank which can be used as a source of reference
data. As already noted, FAO has such a scheme in




operation and can provide appropriate standardized
pro formas for farm management data collection to
researchers wishing to participate in the scheme.
Requests for pro formas should be addressed to the
Farm Management and Production Economics Ser-
vice, Agricultural Services Division, FAO, Via delle
Terme di Caracalla, 00100 Rome, Italy.

In addition to providing pro formas for data gath-
ering, the FAO farm management data collection
and analysis scheme gives access to a set of com-
puter programmes that can be used to process the
data collected. Four main components of the anal-
ysis system are:

() a farm analysis containing a summary of the
farm’s resources and of its overall economic
performance;

(if) a crop analysis detailing input-output coeffi-
cients for crops on a crop, parcel or ficld
basis;

(it a livestock analysis providing input-output
coefficients for cach tvpe of livestock: and
(iv) supporting analyses containing a variety of

miscellaneous data.

Further details of the data analysis and collection
scheme are given in Friedrich (1977).
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APPENDIX TO CHAPTER 2

ESTIMATION OF PCPULATION PARAMETERS
FROM SAMPLES

Note: The formulae given below are not ne:essarily in
the most convenient form for calculation.

SIMPLE RANDOM SAMPLING

Suppose a sample of size n is drawn (without replace-
ment) from a population of size N with x, being the
value of a study variable for the i-th sample unit, then
population parameters can be estimated as follows.

Estimate of population mean (sample mean):

n

R=Zxx/n.

iz

Estimate of variance of sample mean:

s? /N—n
D
n N

wherc s?, the sample variance, is obtained as

n
s = Z {x,--X¥in—1).
t=1
Estimate of population total:
X=N=z.
Estimate of variance of population total:
viX) = N3v(R) .

Estimate of population proportion for a particular
characteristic:

p= E d;/n
i=1
where d, = 1 or 0 for positive or negative observations
respectively.

Estimate of variance of population proportion:

] p(l—p) .

=|—
vP) [N(n———l)

SYSTEMATIC SAMPLING

The formulae given above also apply to systematic
sampling without replacement, provided the sample is
drawn from a random population, i.e., a population in
random order.



STRATIFIED SAMPLING

Estimate of population mean:
M
= Z N,R,/N
3=1
where R, is the mean of the j-th stratum, M is the

number of strata and N, is the number of sampling
units in the j-th stratum.

Estimaie of variance of sample mean:

1 ¥ N,—n;\ s
V(&) = — E N {——— ) —
N? N, ny
[ER)
where n, is the sample size in the j-th stratum and
s? is the sample variance for the j-th stratum com-
puted as for a simple random sample.
Estimate of population total:
M

X=Nx= NZR, .

i
1=1

Estimate of variance of population total:

M N,—n §2
‘ \ ] ) ]

v(X) = N°v(%) = Nz (——————) _ .
! éﬁ j N, n;

Estimate of population proportion for a particular
characteristic:

1 M

p=— Np,

N
1=1
where p, is the estimate of the population proportion
for the j-th stratum computed as for a simple random
sample.
Estimate of variance of population proportion:

M

1 N(Nj—n,) a
N=Z‘ ey LA

1=1 !

v(p) =

MULTISTAGE SAMPLING

Formulae are given only for two-stage sampling. The
following notation is used:

N = number of first-stage sampling units or clusters
in population;

n = number of first-stage units sampled;

M, = number of second-stage elements in the i-th
first-stage unit;

m, = number of second-stage elements sampled in
the i-th first-stage unit;
N

M = M, == number of elements in thc popu-
i=1
lation;

4

M = M/N =averape size of first-stage sampling
units;

olszrved value of the j-th second-stage element
in the i-th first-stage unit;

my

Xy =

R = X,/m, = sample mean of i-th first-stage

1=1
unit.

Estimate of population mean:

= (Z M,R,) N/Mn .
i=1

Estimate of variance of sample mean:

(N—i)
V(%) = (M,x, —- M&)?

NnM?(n—1) &=

n my

1 E:Ml(M|—’mx)§ : . .
+ — (x“ - x,)- -
nNM? m, (m; — 1)

=1 §=1

Estimate of population total:

n
X=Mg=N E Mg/n .
i=t

Estimate of variance of population total:

n

N(N—n) —
V(X)=———-E (M,&, -~ Mx)
nn—1)
. i=1
n m
N M, (M, —m,)
+ — ————

n m, (m; — 1)

E Xy — ).
- ™

Estimate of population proportion for a particular
characteristic:

n n
P = Mp, M,
1=t 1=1
my
where p= d;/m,
3=

and 4, =0 or | for positive or negative observations
respectively for the j-th element in the i-th unit.

Estimate of variance of population proportion:

(N—n) Zn
vp) = ————— Miz (Pl —py
NnM?(n—1) e

n
1 M; M, —m)
+ . : : Pg(l'—Pi) .
nNM? Zm (m, —1)




In this chapter some of the simpler ways of ana-
lysing and presenting the types of data normally
collected for farm management purposes are de-
scribed. In many research studies, simple tabtula-
tions and comparisons of the data collected will suf-
fice to meet the research objectives. Often such
simple analyses will be all that are possible with the
analytical resources available. At other times more
advanced methods of interpreting and using the data
may be needed, but even so, preliminary analysis
along the lines describad below will generally be an
essential first step.

The chapter begins with a review of some general
principles and methods relating to the presentation
of data in an informative way. Though simple,
these principles of data presentation are extremely
important in order to ensure good communication in
research reporting. The elementary material on ta-
bular and pictorial representation of data in Section
3.1 can be skipped by readers already familiar with
the topics covered. The following two sections then
deal with generally applicable measures of farm per-
formance. The chapter concludes with some com-
ments on the technique known as comparative anal-
ysis whereby farms’ performances are compared
cither with a standard or with one another.

3.1 Tsabular analysis

The first step in tabular analysis is the construc-
tion of a system of classification of the data. Ap-
propriate criteria for classification will te determined
by the nature of the research problem under study
and by features of the daia themselves. In the latter
regard a distinction can be drawn between discrete
and continuous variables.

TYPES OF VARIABLES

A discrete variable can take only a finite number
of possible values. These values may be numerical,
e.g., number of children, or they may be non-numer-
ical, e.g., true or false, principal crop grown, etc.
On the other hand, a continuous variable, which for
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3. SIMPLE DATA ANALYSIS

practical purposes is always numerical, can in theory
take an infinite number of possible values within
some (perhaps unlimited) feasible range. Examples
of continuous variables are yield per hectare, farm
size, age of household head.

In practice, continuous variables are treated as
discrete, usually because of the limited precision of
measurement. For example, yiclds may be reported
to the nearest kiiogram per hectare, farm size to
the nearest 0.1 hectare and age may be reported in
years only. Thus the distinction between discrete
and continuous variables becomes blurred in prac-
tice. Nonetheless the fundamental difference be-
tween the two types of variable should be kept in
mind since it is imporiant in determining class
boundaries in frequency distributions.

DEFINING CLASSES

Classification of data, by definition, requires segre-
gation of the data into classes according to the value
of one or more variables. For numerical variables,
class intervals must be defined. It is usually desirable
to make these intervals of uniform size. Moreover,
the number of intervals must be sufficient to reveal
any relevant patterns in the data, but there should
not be so many intervals as to make interpretation
difficult through unnecessary complexity and detail.
If possible, intervals should be expressed in famil-
iar and convenient numbers such as S5s or 10s.

In drawing up tables, class intervals must be mu-
tually exclusive so that the data are expressed
unambiguously. Thus it is not satisfactory to define
intervals of, e.g., 0-10, 10-20, etc.; rather they should
te, e.g, 0 to <10, 10 to < 20, etc. which for a
discrete variable implies 0-9, 10-19, etc. For con-
tinuous variables the class intervals should be con-
sistent with the accuracy of measurement of the orig-
inal data. If farm area was measured to the nearest
0.1 ha, class intervals should also be defined to
one decimal place, e.g., 0.0 to 0.9, 1.0 to 1.9, etc.
Not only should class intervals be mutually ex-
clusive, but they should also, as far as possible, be
collectively exhaustive of all possibilities. In par-
ticular, it is desirable to include a category *“pot




ascertained” to accommodate any missing observa-
tions.

TYPES OF TABLES

It is useful to distinguish between general pur-
pose or reference tables and special purpose or in-
terpretative tables.

A general purpose table i3 constructed either to
present a summary overview or to present a large
amount of primmary data in a convenient form. In
the latter case, it will normally be included as an
‘appendix to a report, its purpose being to provide
users with access to the primary data so that they
can make their own analyses and interpretations. A
general purpose table may also be used by the re-
searcher himself as part of the process of developing
an appropriate form of analysis to meet the research
objectives.

Special purpose tables, on the other hand, repre-
sent a more advanced stage in the analysis. They
are chosen to illustrate some specific point or points
about the data forming part of the logical investi-

‘Table 3.1 EXAMPLE OF A GENERAL PURPOSE TABLE SHOWING AV

gation of the research objectives. The researcher
will need to give careful thought to the format of
special purpose tables to see that they convey the
relevant information in the best possible way. The
data in special purpose tables may te processed as

‘averages, percentages, index numbers or in any other

relevant way to meet the need for clarification or
emphasis of specific aspects.

Tables 2.1 and 2.2 of Chapter 2 are examples of
general purpose tables aimed at providing a sum-
mary overview. A further example, providing data
of a more numerical nature, is given in Table 3.1.
Examples of special purpose tables are provided in
Tables 3.2 and 3.3.

In addition to their purposec — general or spe-
cific — tables can be classified according to their di-
mensions. The dimensions of a table specify the
number of variables according to which the data in
the table are classified. Thus, a one-dimensional or
one-way table includes data classified according to
only one variable, while in a two-dimensional or
two-way table, two variables are used for classifi-
cation, and so on. In practice, a four-dimensional

ERAGE AMOUNTS OF SUPPLEMENTARY INCOME ON INDIVIDUAL

LAND DEVELOPMENT SCHEMES IN PENISULAR MALAYSiA: BY INCOME GROUP (1969-71)

Income group ($/month/family)
Scheme '
Below 30 31-70 71-120 Above 120 Total
Felda
Serampang 10.6 (20)* — 88.8( 2) — 17.7( 22)
Tenang 8.2 (15) 540( 2) 1010( 1) 260.0( 4) 62.3( 22)
Percha 6.6 (19) 380( 1) 850( 1 — 11.9( 21)
LBJ 5.4 (64) 51.7(12) 97.5(13) 213.3(1%) 52.2(104)
Awah 5.1(12) 50.2( 5) 1000( 1 138.0( 2) 34.4( 20)
Gedangsa 8.5( 8) 47.2( 6) 99.3( 4) 150.5( 2) 65.6( 200
State
Labv 8.2 (55) 47.1(20) 91.7(22) 245.7 (34) 89.8 (131)
Panchang 13.4 (45) 46.7 (17) 89.1( 3) 178.7( 5) 36.5( 70)
Gerbang 9.5 (18) 430( D 99.0( 1) 1530( 1) 222 21)
Menderang 11.8 (12) 4384( 7 — 3450( 1) 41.3( 20)
Dua 15.927) 40.8 (12) 997( D 144.0( 5) 38.7( 45)
Pepuyu 9.2(19) 630( 1) - — 11.9( 200
Fringe
Timbol 16.4( B) 44.8 (12) P0(DhH 138.0( 2) 454 ( 23)
Gentam 11.5(12) 476 ( 5) 95.0( 2) 136.5( 2) 40.0( 21)
Perun 13.6 (13) 42( 5 — 2000( 3) 415021
Beranang 8.9(18) 524( 8) 91.4( 8) 289.5 (21) 134.3 ( 55)
Beting 10.1 (3D 47.8 (15) 89.9 (13) 2298( 9) 65.3 ( 68)
Rambutan 16.6 (15) 39.0( 3) 107.5( 2) — 29.1( 20)
Sahom 11.8(11) 56.3( 4) 90.8( 5) 108.0( 1) 39.3( 20)
Halt 8.0(11) 478( 5) 83.0( 1) — 232( 17

& Figures within brackets denote number of holdings.

Source: Lim (1976, p. 365).
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Table 3.2 EXAMPLE OF SPECIAL PURPOSE TABLE SHOWING
AVERAGE ANNUAL EXPENDITURE (BOTH CASH AND
KIND) PER HOUSEHOLD IN DOUBLE-CROPPING AREA
OF PROVINCE WELLESLEY IN WEST MALAYSIA, 1963

Item of expenditure $ 9

Cash expenditure

Household expenses 946.80 449
Cultivation expenses 505.70 240
Other expenses 42.00 20

Total cash expenses 1494.50 70.9

Expenditure in kind

Retained farm produce 330.70 15.7
Cultivation expenses 138.30 6.6
Other expenses 144.50 6.8

Total expenditure in kind 613.50 29.1

Total expenditure 2 108.00 100.0

Source: Selvadurai (1972, p. 38).

Table 3.3 EXAMPLE OF A TWO-DIMENSIONAL TABLE SHOWING
THE AVERAGE AMOUNT OF FERTILIZER (KG/HA)
USED BY RICE FARMERS IN Kuton ProGo,
INDONESIA, IN THE WET SEASON 1974-75 ACCORDING
TO THE FARMER'S RICE VARIETY AND TENURE STATUS

Rice variety
Tenure status Average

Modern Local
Owner operators 130.7 28.6 87.8
snt an (88)
Share tenants 134.7 105.9 47.1
(15 (12) (02)]
Cash-rent tenants 202.1 80.0 167.2
(5) (2) )
Average 136 6 48.8 99.9
7n (51) (122)

Source: Widodo et al, (1977, p. 80).

* Bracketed numbers indicate the number of farmers on which
the average is based.

table is about as complicated as one can expect most
readers to grasp. Even so, it is usually better to
break down tables involving threz or more dimen-
sions into simpler presentations whenever possible.

Table 3.3 is an example of a two-dimensional
table, while a simple three-dimensional table is il-
lustrated in Table 3.4.

FORMAT OF TABLES

The general format of tables has been illustrated
in the examples given above. This format is sum-
marized in a generalized form in Figure 3.1 which
also indicates the terms applied to different parts
of a table.

Table 3.4 EXAMPLE OF A THREE-DIMENSIGNAL TABLE SHOWING
THE AVERAGE YIELDS OF RICE (KG/HA) IN KULON
PROGO, INDONESIA, BY YEAR, SEASON AND DISTRICT

Pengasih district Sidomulyo district
Year

Wet Dry Wet Dry
season season season season
1970-71 2901 2304 1911 1782
1971-72 2661 1921 2000 584
1972-73 2 589 2251 1694 2027
1973-74 2412 2455 2326 2119
Aveiage 2 641 2213 1983 1628

Source: Widodo er al. (1977, p. 75).

All tables should be numbered, either consecu-
tively through the report or using the notation a.b
for the b-th table of chapter a, e.g., Table 3.1 is the
first table in Chapter 3. Using this system, appendix
tables would be numbered in the style Acd, indi-
cating the d-th table in Appendix c, e.g., Table Al.4
would be the fourth table in Appendix 1.

The title of the table should be as brief as pos-
sible but should clearly describe the contents of the
table. Similarly, the headings in thc boxhead and
the stub should be brief but informative. The box-
head contains the headings ot all the columns in the
table and the stub contains the headings of all the
rows.

Tables usually have a neater appearance if hor-
izontal rules are used above and below the boxhead
and at the foot of the table. In multidimensional
tables, horizontal rules may also be used within the
boxhead to indicate further levels of classification.
(See Table 3.4 above for an example.) Vertical
rules should be used only if necessary for clarity.

Footnotes are used to indicate sources of data, to
record any qualifications or exceptions, or to convey
any other essential information not incorporated in
the table itself. Footnotes may be gereral (e.g., indi-
cating the general data source) or may be tied to par-

BOXHEAD

sTUB FIELG

Footnotes if required.

Figure 3.1, Generalized format of a table.




ticular headings or entries by superscripts. Lower-
case superscripts, e.g. ™ " etc., are recommended since
they avoid confusion with powers of numbers when
attached to numerical entries. Asterisks are con-
ventionally used to indicate levels of statistical
significance.

INTERPRETATION OF TABLES

While at least special purpose tables should be
largely self-explanatory, it will always be necessary
to provide some explanation of each table in the
text. No table should be provided that is not spe-
cifically referred to and, except for appendix tables,
discussed in the main text. The discussion should
draw attention to the main points or relationships
illustrated in the table. Sometimes the construction
of the table itself may necd to be described, while
the main features can often be illustrated and ex-
plained by means of examples drawn from the
table. Any relationships revealed in a table might
be explored further in subsequent tables or other
analyses.

When using tables to analyse the results of a sur-
vey based on a probatility sample, apparent dif-
ferences in averages between classes in the data, or
departures of observed frequencies from expected,
should be tested for statistical significance. The t
test can be used to compare means while the chi-
square test is appropriate for comparing actual with
expecied frequencies. The methods of computing
the necessary statistics for these tests and the appli-
cation of these and other statistical methods to tab-
ulated data are topics beyond the scope of this man-
ual. Researchers engaged in such work who may
need guidance on appropriate statistical methods
are referred to any of the many good introductory
texts on statistics such as Spiegel (1961).

PICTORIAL REPRESENTAG.ON OF DATA

It has been well said that a good picture tells a
story better than a thousand words. Pictorial rep-
resentation can also be used with equal advantage
in place of a tabular analysis. Pictorial representa-
tion of data can often be used to clarify or empha-
size relationships in the data and to provide the
reader with a grasp of the data as a totality without
his having to study all the individual values.

Of the several devices used for pictorial repre-
sentation of data, thc most commonly used are
graphs, scatter diagrams, histograms, bar charts, pie
charts, and frequency distributions.

A graph is drawn on two axes, representing two
quantitative variables or dimensions. Graphical pre-
sentation is appropriate when there is a conticuum
in the data so that points representing paired obser-
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Figure 3.2. Graphs showing yields of rough rice in Taiwan
province, China, and the Philippines (Crisostomo et al.,
1971).

vations of the two variables may be connected by
a line. For example, a variable such as price may
be plotted against time. Sometimes more than two
variables may be included on the same graph, per-
haps to show an association between two variables
with a third. For example, Figure 3.2 is drawn to
allow a comparison of trends over time in rice yields
in Taiwan province, China, and the Philippines.
However, it is usually unwise to include more than
two or three variables on the same graph since the
main advantage of pictorial representation is lost if
a graph is made too complicated.

Scatter diagrams are appropriate when it is wished
to show the extent of association between two
variables in the data but when no clear continuum
exists. The scatter diagram shows the effect of
random and other effects in the data. It allows the
reader to assess visually the extent to which the two
plotted variables are associated. Often a statistically
fitted regression line may be plotted as a graph on
the scatter diagram. Alternatively, a straight line
or curve fitted by eye may bc adequate to empha-
size an association beiween the variables in a scatter
diagram. Figure 3.3, for example, shows the asso-
ciation between farm size and cropring intensity in
a sample of farms, each dot bcing a particular farm
and the curve being drawn by eye through the scatter
of farm observations.

A histogram is composed of a number of rectan-
gles drawn adjacent to each other with the property
that the area of each rectangle, measured as height
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Figure 34. Histogram showing distribution of total annual
income per household, 1973-74, in a sample of Nacamaki
households, Fiji (Bayliss-Smith, 1977).

times width, is proportional to the frequency of ob-
servations in the class interval represented by the
width of the rectangle. Thus a histogram is useful
in indicating the nature of the underlying frequency
distribution. An example is provided in Figure 3.4.

Percentage
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Figure 3.5. Bar chart indicating
Toquero, 1975).
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popularity of different methods of rice threshing in the Philippines by region (Duff and
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Figure 3.6, Segmented bar charts showing apparent per
capita daily energy availability in Sri Lanka (1969-70) by
income class (Abelson, 1975).

In a bar chart the sizes of different classes within
the data are represented by bars of fixed width but
of length proportional to the magnitude or frequency
to be represented. This contrasts with the histo-
gram where frequencies are represented by areas.
When a bar chart is to be used to represent the mag-
nitude of two or moure variables, the bars may be
shaded in different ways. Again, the advantages of
pictorial representation can be lost if too many vari-
ables are included on the same chart. Figure 3.5

Traditional System

Harvesting
38%

287 m.h/ha
90 m.h/ton

Threshing
25%

Cleaning
11%

is an example of a bar chart in which shading has
been used to differentiate three subgroups in the
data.

A bar chart can be extended to show the com-
position of the total magnitudes represented by the
bars by segmenting each bar in proportion to the
magnitudes of the different components. The com-
ponent segments may be given a distinctive shading.
Figure 3.6 is provided as an example.

A simple method of representing the composition
of some total, such as the percentage of an aggre-
gate falling into different categories, is the pie chart.
In a pie chart a circle is divided into segments such
that the size of each segment (angle) is proportional
to the frequency or magnitude of that class. Again,
the various segments can be shaded or coloured in
a distinctive way, An example making use of a
comparison of two pie charts is shown in Figure 3.7.

As noted above, frequency distributicns may be
represented pictorially by histograms. For some pur-
poses, the histogram may be plotted using relative,
rather than absolute, frequencies, i.e., by changing
the vertical scale of the histogram from frequency
to relative frequency (usually expressed as a per-
centage). Such a relative frequency histogram can
alternatively be represented by a relative frequency
polygon, which is the line graph oblained by con-
necling the midpoints of the tops of the rectangles
of the histogram.

It is often reasonable to regard collected data as a
sample drawn from a large population. It is theoret-
ically possible (for a continuous variable) to choose
very small class intervals such that the relative fre-
quency polygon for a large population would

Improved System

Harvesting

225 m.nh/ha) Bundling 10%
73 m.h/ton

Hauling
15%

Figure 37. Pie charts showing comparative labour use for traditional and improved post-production systems for rice,

Central Luzon, Philippines, 1975-76 (Toquero et al., 1977).



closely approximate a smooth curve, known as a
relative frequency curve. Moreover, it is reasonable
to expect that such theoretical curves can be ap-
proximated by smoothing the relative frequency
polygon of the sample, the approximation improv-
ing as the sample size is increased.

Smoothed relative frequency polygons are useful
to indicate the general characteristics of frequency
distributions, i.e., unimodal or multimodal, sym-
metrical or skewed, etc. However, there is a prac-
tical difficulty in the use of this approach. A proper
relative frequency curve should have the property
that the total area under the curve adds up to 100
percent. This requirement is noi easily satisfied
when curves are smoothed by eye and in conse-
quence it may be more conventent to represent fre-
quency distributions in cumulative form. Examples
of smoothed cumulative frequency curves are pro-
vided in Figure 3.8. Such graphs depict on the ver-
tical axis the cumulative relative frequency for all
values lcss than or equal to the corresponding values
on the horizontal axis. Thus Figure 3.8 shows that
in the dry scason, for local varicties, 60 percent of
Cuttack farms had a rice yield of 3 tons per hect-
are or less, while with modern varictics the cor-
responding yield was about 4.4 tons or less. The
requiremnent that the total cumulative frequency adds
up to 100 percent is automatically satisfied for this
form of frequency curve, while the shape of the
curve sgain indicates the general characteristics of
the distribution.

3.2 Measures of whole-farm performance

Small farms are distinguished from larger com-
mercial farms by the closeness and importance of
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Figure 3.8. Cumulative frequency curves showing distribu-
tion of farm rice yields for local {LV) vs. modermn (MV)
varieties and associated levels of MV adopticn in villages
in Cuttack, India, 1971/72 wet and dry seasons (Barker
et al.. 1975).
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Figure 3.9. Simplified representation of flows of goods,
services and cash in a small farm system with borrowing.
(Note: Excludes gifts and reciprocity arrangements, group
ownership, savings and investment, and taxation.)

the links between the farm and the household. It
makes sense in commercial farming to view the
farm as a business and to gauge its performance by
ordinary business criteria. The same criteria can
be applied to small farms when the farm is bemng
viewed as a business system, but different criteria
are relevant if the farm is being considered as part
of the support system for the household. Thus, in
calculating measures of small farm performance it
is necessary to be very clear about the purpose of
the analysis.

The main links between farm and household, and
between these two entities and the rest of the eco-
nomic system, including farm credit institutions, are
indicated in simplified form in Figure 3.9. The small
farm household provides the labour for farm pro-
duction, In return the houschold receives income
in the forms of cash and as subsistence items for di-
rect consumption. As well as family labour, the
farm uses goods and services from the rest of the
economy which are paid for, usually in cash but
sometimes in kind. Farm cutput is divided between
preduction used for family subsistence, output sold

.




to the rest of the economy and payments in kind.
The household also uses goods and services from
the rest of the economy which are normally paid for
in cash. In some households there mav be some
off-farm employment for which remuneration in cash
or kind will be received. For farms empioying
credit, cash loans may be received from time to
time, or inputs may be supplied on credit. Interest
on such farm ioans must be paid and the principal
repaid, either directly or by automatic deductions
from receipts for produce sold.

It must be emphasized that the model presented in
Figure 3.9 is by no means complete. It is based on
the assumptions that it makes sense to consider an
individual household as a separate socioeconomic
entity and to associate with that household an indi-
vidually owned or operated farm. In some societies
these assumptions may not be justified. Various
forms of communal living and communal ownership
of resources, especially of land, are not uncommon.
Even in societies based on identifiable household
units with individual land tenure, the picture in
Figure 3.9 can be clouded by gifting and by various
reciprocal arrangements. Furthermore, savings, in-
vestments and taxation have all been excluded from
the simplified system depicted in the figure. Despite
these limitations, Figure 3.9 provides a convenient
framework for considering the measures of small
farm performance that might be calculated.

There is much confusion of terminology about
farm performance measures in the literature. In the
treatment below we have tried to use terms that are
reasonably descriptive and to define the meaning
we have attached to them. A glossary, containing a
consolidated list of terms used and their definitions,
is provided as an appendix tc the manual.

CASH FLOW MEASURES

As is apparent from Figure 3.9 and the structural
model of Figure 1.2, in reviewing farm performance
it is important to distinguish between cash and non-
cash items. For some purposes it may be important
to know how much cash is generated by the farm
and relatedly, how much cash is available to the
farm household to meet such needs as purchase of
food, fuel and clothes, payment of taxes, school
fees, etc. Some cash measures are summarized in
Figure 3.10.

Farm receipts are defined as the value of cash
received for the sale of agricultural output (see
Figure 3.9). Similarly, farm payments are defined as
the cash paid for goods and services purchased for
farm use. Farm receipts exclude cash loans ad-
vanced for farm purposes. Similarly, farm payments
exclude interest and principal payments on farm
loans. Both farm receipts and farm payments exclude
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performance,

non-cash items. Thus, for example, the value of
subsistence output is not part of farm receipts and
the value of labour paid in kind is not included in
farm payments.

The difference between farm receipts and pay-
ments is called the farm net cash flow and is a mea-
sure of the capacity of the farm to generate cash.
It is useful as the starting point for assessing the
debt servicing capacity of the farm as discussed later.

The amount of cash generated by the farm that
can be devoted to household purposes can be cal-
culated by making appropriate adjustments to farm
net cash flow. Farm receipts not arising from sale
of produce, such as cash loans received, must be
added; and farm payments not relating to purchases
of goods and services, such as interest and principal,
must be deducted. The balance is the farm cash
surplus and is the amount of cash generated by the
farm for household use. Clearly farm cash surplus
must be positive if the farm is to be self-sustaining
in terms of working capital.

Finally, farm cash surplus, plus other household
receipts such as wages for any off-farm employment,
is defined as household net cash income, which is
the amount of cash available to the farm family for
all payments not relating to the farm. It is then a
partial measure of the welfare of the farm family.
While subsistence consumption is not accounted for,
a very low level of household net cash income may
be an important indicator of poverty. In most parts
of the world some cash is needed for familics to
meet basic needs of food, clothing, housing, health,
education, etc. In semi-subsistence agriculture it
may be a reasonable approximation to assume that
farmers have the ordered goals of first satisfying fam-
ily subsistence needs and then of maximizing house-
hold net cash income. In this case the level of this
measure reflects the degree of economic success
achieved.

Cash flows may be calculated for any appropriate
accounting period. For many purposes it may suf-
fice to work on an annual basis. However, if the



pattern of payments and receipts is somewhat sea-
sonal, it may be necessary to assess the cash po-
sition more frequently, perhaps on a quarterly, or
even a monthly basis. When a farm development
programme is under way involving investments which
take several years to yield income, long-term rash
flow budgets, calculated on an annual basis over,
say, ten years, may be appropriate, These types of
budgets are discussed further in Section 4.7.

INCOME AND PROFITABILITY MEASURES

Although cash flows are important in measuring
farm performance, it is clear from Figure 3.9 that
they do not tell the whole story. Non-cash items
arc also important, especially in subsistence and
semi-subsistence agriculture. Income measures can
be calculated which account for the value of the
non-cash transactions and which also allow for any
changes in farm assets over the accounting period.

Before these measures of performance can be con-
sidered it is necessary to give somc attention to the
problems of valuation of subsistence or non-cash
output in semi-subsistence agriculiure. As discussed
by Fisk (1975), it is usual to value subsistence output
using market prices but this presents an obvious
difficulty if the particular product is not traded lo-
cally. In such a case the analyst may have to use
prices obtained from a market elsewhere in the
country, if one exists. Alternatively, valuation may
have to be based on the price of some reasonable
substitute, perhaps assessed in terms of nutritional
content.

When market prices have been icontified, the
analyst must still decide which price to use. The
two main alternatives are net selling price at the
“farm gate™ and gross replacement cost at the “kitch-
en door”, where the terms “net” and “gross” refer
to deduction or addition respectively of marketing
costs. Because farm management analyses are typi-
cally concerned with measuring the performance of
the farm as a system, it is usual to use net selling
price as the basis of valuation of non-cash output.
However, in those studies that focus on the welfare
of the farm family, subsistence income might mere
appropriately be valued at replacement cost.

Gross farm income is defined as the value of the
total output of the farin over some accounting period
(usually a year), whether that output is sold or not.
It therefore includes output produced during the
accounting period and which is:

sold;

used for household consumption;

used on the farm for seed or livestock feed;
used for payments in kind; or

in store at the end of the accounting period.
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To avoid double counting, any output produced in
earlier accounting periods but sold or used in the
current period is excluded from the current gross
farm income. Alternative terms for gross farm in-
come include value of production, gross output and
gross return.

In estimating gross income, those components of
output that are not sold should be valued at market
prices. The calculation is normally straightforward
in the case of crops for which gross income is simply
yield multiplied by net market price. Strictly, ac-
count should also be taken of any changes in the
value of standing crops between the beginning and
the end of the accounting period. Such changes
can be important, especially for perennial crops.
Nevertheless, because of difficulties of valuation, it is
quite common to ignore such changes. For livestock,
on the other hand, changes in the value of the stock
of animals over the accounting period are usually
taken into account. Purchases of livestock are
usually deducted from gross income since they can
be regarded as part-finished output. Livestock gross
income is therefore calculated as:

sales of stock
+ value of stock used for domestic consumption,
payments in kind and gifts
+ value of stock at end of accounting period
purchases of stock
value of stock obtained as payments in kind
and gifts '
value of stock at beginning of accounting period
+ value of livestock produce (e.g., milk, eggs,
etc.) produced.

Gross farm income is a measure of the total pro-
ductivity of all the resources used on the farm. Ra-
tios such as gross income per hectare or per labour
unit can be computed to indicate _the intensity of
operation of the farm.

Total farm expenses are defined as the valae of
all inputs used up or expended in farm production
but excluding family labour. An alternative term
for total farm expenses is total farm costs. Ideally
the expenses included in any accounting period
should be those incurred in producing the output
generated in that period. In practice, however, such
segregation of expenses is not usually possible, partly
for lack of appropriate farm records, but also be-
cause of the impossibility of appropriately parti-
tioning the joint costs involved in much agricul-
tural production.

A compromise that can be adopted when the data
are available depends on the separation of total
farm expenses into fixed and variable expenses. Vari-
able expenses (also called variable costs or direct
costs) are defined as those expenses that are specific




to a particular crop or livestock enterprise and that
vary more or less in direct proportion to the level
of the particular enterprise (at least for small changes
in level). Fixed expenses (also called fixed costs)
are those farm expenses that do not vary in this
fashion. If this division can be made, it may be
possible to segregate for inclusion those variable
expenses which relate to the production of the out-
put generated in the current accounting pericid and
to omit those variable expenses incurred in the cu.-
rent period but relaiing to production included in
a subsequent (or earlier) period. On the other hand,
because fixed expenses cannot logically be appor-
tioned to output on any appropriate basis, they are
generally measured as those fixed expenses incurred
during the current accounting period.

Farm expenses include both cash and non-cash
items. Thus, the value of goods and services for
farm use paid for in kind or advanced on credit
should be included. Similarly, farm produciion
used for seed or animal feed which was included in
gross farm income should also be included as a
farm expense. Where capital inputs such as machine-
ry are used, a depreciation allowance should be
included so as to allow for the fall in value of the
asset through use during the period being assessed.
It should be noted, however, that interest on capital,
whether owned by the farm family or borrowed, is
not included in farm expenses.

The difference between gross farm income and
total farm expenses is known as the ner ferm ir-
core. Net farm income measures the reward to the
farm family for their labour and management and
the return on all the capital invested in the farm,
whether borrowed or not. It is therefore a measure
of farm profitability that can be used to compare
the performance of farms. Because interest is ex-
cluded, comparisons are not confounded by differ-
ences in level of indebtedness. However, the main
value of net farm income is as an intermediate mar-
gin used in calculating other more informative profit
measures.

By deducting the value of various components of
the resources rewarded by the net farm income, the
return to the remaining resources can be calculated.
Because of the difficulties of measuring and valuing
managerial input, this factor is normally not costed
but rather is reflected in higher or lower returns to
the other resources.

Probably the most useful measure for appraising
small farm performance is ner farm earnings. This
is computed from net farm income by deducting any
interest paid on borrowed capital. It measures the
total income earned from the farm for family pur-
poses and is the reward to all family-owned re-
sources used in far.a production. Combining net
farm earnings with any other household income, such

as wage income or payments in kind from off-farm
work, gives family earnings (or total houschold net
income) which is the total income available to the
farm family for all purposes. If assessments of
poverty or of income distribution are needed for
policy or planning purposes, these should usually
be made in terms of family earnings.

In semi-commercial farming, returns on capital
may be a relevant criterion of farm performance. If
a proportion of the capital is borrowed, two mea-
sures can be calculated. Return to total capital is
calculated by deducting the value of family labour
from net farm income. (For this purpose family
labour is valued at prevailing wage rates.) The re-
sulting margin is normally expressed as a percentage
of the roral farm capital (i.e., the total value of the
farm assets). Return to farm equity capital, on the
other hand, represents the return to the family-owned
share of farm assets and is calculated as net farm
earnings minus the value of family labour. This
measure, too, is usually expresse:di as a percentage,
this time related to ferm equity cc, <l. Farm equity
capital, also called farm net worth. is defined as
total farm capital minus farm borrowings.

These two measures of returns to capital can be
used to assess the profitability of the farm invest-
ment. They can be related to the rates of return
available on other investments. However, in making
such comparisons the generaily high level of risk
attached to farm investment should be taken into
account.

These two measures may have little application
in less commercialized agriculture for two main
reasons. First, unemployment and underemployment
of labour are common in such agricultural economies,
meaning that the required valuation of unpaid
family labour is difficult. Second, farmers in such
an economy may realistically have no alternative
investments open to them, so that no comparative
rates of return are applicable.

Next, the return to family labour can be com-
puted as net farm earnings less an imputed interest
charge on farm equity capital. This profit measure
can be divided by the number of family members
working on the farm, expressed as “adult male
cquivalents”, to obtain an estimate of return per
man, which can be compared with ruling farm and
non-farm wage rates.

In rural economies where some farms are rented
and some are owner-occupied, it may be desirable
to treat both types in a similar fashion for purposes
of comparing production efficiency between farms.
In such a case the temant farmer can be regarded
as having ‘borrowed’ capital in the form of ‘land
from the landlord, the interest on this capital being
paid in the form of rent in cash or kind. Thus, net
farm income would be calculated without including



rent as a farm expense, although the rent would be
deducted along with any interest paid in calculating
net farm earnings. Land tax can usually be regarded
as a form of rent paid to the government.

If attention is directed to the farm as a umit pro-
ducing food for the farm household, some measures
of nutritional efficiency may be useful. Output could
be measured in terms of energy, either expressed
directly in joules (or calories), or in more familiar
units such as equivalent in tons of wheat or num-
ber of adult equivalents sustained. These measures
of energy production may be related to the land
area used or to the amount of labour employed. Al-
ternatively, it may be related to the energy con-
sumed in production, either as purchased inputs
alone, or also accounting for labour energy expended
(sec, e.g., Bayliss-Smith, 1977).

MEASURES OF CAPITAL AND DEBT POSITION

Several measures have teen suggested to describe
the capital and debt position of a farm. Of these,
the rates of return on capital have been discussed
above.  Debr servicing capacity can be assessed as
farm net cash flow (Figure 3.10) less cash needed
for family living expenses. This margin can be re-
lated to the annual interest and principal charges
on a farm loan, these charges depending of course
on the terms of such a loan. For example, with a
farm net cash flow of $1 000 and assessed net family
living expenses of $800, the debt servicing capacity
is %200 per year. ‘This wouid service a loan of
$1 000 at 5 percent interest repayable over six years,
or at 10 percent repayable over eight years. Of
course, in determining actual borrowing capacity,
account would have to be taken of possible vari-
ations in farm net cash flow over the period of the
loan. In particular, account must be taken of the
possible need to replace or purchase any capital
items during the period of the loan. Such capital
payments would reduce the farm net cash flow or,
in the case of domestic items, increasc payments for
household expenses. Note that family living expenses
may be treated as net of any wage income, but it
is not generally wise to use such off-farm wage in-
come to “subsidize™ the servicing of farm loans, i.e.,
if at all possible, loans should not be taken if they
caunot be repaid from the farm net cash flow.

A measure of the level of indebtedness of a farm
that can be calculated is the equity ratio, defined as
farm equity capital (total farm capital minus farm
borrowings) divided by total farm capital (total value
of farm assets). [Equity ratio is usually expressed
as a percentage and indicates the proportion of the
value of the farm that is owned by the farm family.
Critical levels of the equity ratio depend on such
factors as the riskiness of the farming environment
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and the terms of farm loans. However, equity levels
below about 60 percent probably indicate excessive

borrowing, judged by ordinary commercial stan-
dards.

AN ILLUSTRATIVE EXAMPLE

The example presented here is adapted from a
hypothetical case farm developed by Friedrich (1977).
However, for present purposes, some minor modifi-
cations have bsen made to the information presented
by Friedrich. The analysis is based on a one-vear
period.

John Doe is a farmer in the ‘Upper Region’ of
country “XYZ'. He owns a farm of 12 acres (4.86 ha),
divided into two parcels. He also rents a third par-
cei of 1.5 acres (0.61 ha) on a sharecropping basis,
one third of the output being paid to the land owner.
In addition, Doe is able to graze his cattle on com-
munal land for a small rent.

The crops grown in the current year comprise 8.5
acres of mixed maize and groundnuts, 3.5 acres of
cotton and 1.5 acres of sharecropped rice. The
groundnuts and cotton are grown wholly for sale,
while a portion of the maize and all the rice are
retained for home consumption.

Cultivation of the crops is done with the help of a
pair of oxen that Doe owns. He also employs a
labourer on a permanent basis, as well as employing
seasonal workers for selected jobs.

In addition to the draught oxen, cattle are kept
for milk and meat. The herd comprises three cows
and a bull, together with young stock. Two calves
were born during the current year and one heifer was
purchased. No cattle were sold or slaughtered during
the current year, but one cow was hand milked for
six months, some of the milk being used in the house
and the rest being sold.

As well as his farm, Doe owns a shop which is
run mainly by his wife.

For further details of this hypothetical case farm,
see Friedrich (1977).

Table 3.5 shows the net worth statement .for the
case farm. The statement comprises a list of the
main farm assets owned by Doe and their value at
the start and end of the accounting year. Debts
are also shown on each occasion and Doe’s net worth
or equity in the farm is calculated as total assets
minus debts. Equity ratios at the start and end of
the year are also shown.

In Table 3.6 the farm income and expenses are
summarized. A distinction is made in this table
between transactions in cash, transactions in kind,
and inventory changes. Variable expenses are de-
ducted from gross income to obtain what is known
as total gross margin. Then overhead expenses are
deducted to give net farm income which in turn is




Table 3.5 NET WORTH STATEMENT FOR CASE FARM

Item Opening value + Purchases — Sales hd ﬁgﬁ:ﬁ:}g:/ Closing value
() (%) (5) (%) %)
Farm assets
Land and improvements 7 467 —53 7414
Buildings 650 —35 615
Tools and machinery 1968 ~—153 1815
Cattle 1000 110 +90 1200
11085 11¢ —151 11044
Debts 515
Net worth (equity) 10 570 11044
Equity ratio (%) 95.4 100.0

Source: Adapted from an example provided by Friedrich (1977),

used in calculating net farm earnings and family
earnings.

Further amplification of the calculation of gross
income is provided in Table 3.7 which shows the
derivation of the gross income earned by the cattle.
As can be seen, inventory changes adjusted for pur-
chases (there were no sales) are included, as is the
value of produce sold and consumed in the house.

Table 3.6 FARM INCOME AND

EXPENSES FOR CASE FARM

Item Cash | Kind l‘t“‘,’g" Total
(%) (%) %) 3
Gross farm income
Crops* 5160 715 5875
Catile ® 283 | 428( 200 911
Total 5443| 1143 200 | 6786
Less variable expenses 1020 1020
Total gross margin 4423 1143 200 | 5766
Overhead expenses:

Rent and land tax 60 60
Permanent labour 1800{ 750 2550

Depreciation of improve-

ments, buildings and ma-
chinery 241 241
Total 1860 | 750| 241 j 2851
Net farm income 2563 393 —41 | 291§
Less interest paid 52 52
Net farm earnings 2511 393| —41 | 2863
Plus off-farm eamnings 3180 500 3680
Family earnings 5691 893 | —41 | 6543

Source: As for Table 3.5,
* Net of share to land owner.

® Net of purchases as per Table 3.7.
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The cash flow measures described above are sum-
marized for the case farm in Table 3.8. Adjustment
to the cash components of gross income and cx-
penses shown in Table 3.6 are necessary because of
the conventional treatment of livestock purchases as
a deduction from gross income, rather than as an
expense. Farm net cash flow is adjusted for interest
and principal payments on the loan of $515 out-
standing at the start of the year (see Table 3.5) to
yield farm net cash surplus. Addition of net receipts
from the store leads tc a household net cash income
for all domestic purposes of $5 176.

It is possible to use the information presented
above to calculate 2 number of ratios of performarnce
for Doe’s farm. We consider first the return to
total capital. This is calculated by deducting the
imputed value of family labour used on the farm
from the net farm income. Doe and his wife spent
a total of 63 days on farm work, valued at £945.
Thus, the return to total capital is 2915 -—945 =

Table 3.7 CALCULATION OF LIVESTOCK GROSS INCOME FOR

CASE FARM
Item Cash | Kind ";;5;" Total

3) ¢ ] it J] (%)

Closing value 1200 1200

Less purchases —110 - 110
—110 1200 1090

Less opening value -1000{— 1000
~—110 200 90

Plus value of milk 393 | 428 821

Livestock gross income 283 428 200f 9il

Source: As for Table 3.5.




Table 3.8 CASH FLOW MEASURES FOR CASE FARM

Item Flow
%)
Cash income 5443
Plus livestock purchases 110
Farm receipts 5553
Cash expenses
Variable 1020
Fixed 1 860
Plus livestock purchases 110
Farm payments 2 990
Farm net cash flow 2563
Less interest and principal 567
Farm cash surplus 1 996
Plus off-farm receipts 3180
Household net cash income 5176

*Source: As for Table 3.5,

$1970. This margin can be related to the average
value of total assets, t.e., (11 08511 C44)/2=%11 064
(Table 3.5), so that the rate of return to total capital
is calculated as 1970 X i00/11 U64 = 17.8 percent.

In a reiated manner, the return on cquity capital
is calculated from net farm carnings less imputed
value of family labour, ie., 2863 —945 = § 1 918.
This margin may be related to the average equity
capital of (10570 + 11 044)/2 = $10 807 (Table 3.5)
to give a rate of return of 1 918 x 100/10 807 = 17.7
percent. Both rates of return may be regarded as
reasonably satisfactory in an environment where the
cost of borrowed capital is of the order of 10 per-
cent, as assumed in this case.

The return to family labour for John Doe and
his wife may be found as the remainder after im-
puting a value to the equity capital invested in the
farm. For an average equity of $10 807 (see above).
interest at 10 percent amounts to $1 081. Thus, the
return to family labour is calculated from the net
farm earnings as 2 863 — 1 081 = 1 782. Related to
the 63 days of labour provided, cquivalent to 0.315
labour years, this margin represents | 782/0.315 =
$5 657 per labour year equivalent.

3.3 Measures of partial farm performance

The farm management researcher will from time
to time be asked questions about the economics of
particular farm enterprises. He will encounter such
questions as “What does it cost to produce a ton
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of wheat?” or “Which is the more profitable, maize or
beans?” In a mixed farming economy and especially
if multiple cropping systems are used, these questions
cannot be easily answered. The reason is that farm
resources such as labour are shared between the
various enterprises on a mixed farm and it is usually
impossible (or very difficult) to work out the economic
cost of the share used by a particular enterprise or
crop within a multiple cropping system. The attempt
is often made, valuing the resources at thecir average
cost. For example, labour is costed at the average
hourly wage rate. But this method does not give
the true economic cost. The real value of labour is
its opportunity cost, also called its marginal valuc
product (mve), ie.. the marginal value in the most
profitable altcrnative use. This varics from season
to season, even from day to day or hour to hour.
At busy times the Mvp of labour may be very high
but at off-peak periods it may fall to almost zero.
Moreover, the Mvp is very difficult to determine.
To obtain even an estimate requires budgets of all
the main alternative uses of labour. Similar problems
are encountered in valuing other resources such as
draught animals or tractors, irrigation water, etc.,
and some products, such as cereal straw or stubble
grazing, which are not directly saleable, may also
present valuation problems.

The difficultics discussed above mean that, except
in a monoculture, it does not make sense to talk of
the cost of producing a ton cf wheat. The person
who asks such a question can usually be persuaded
to reword his request in a morc meaningful way.
He may be concerned to know whether the current
wheat price is sufficient to give wheat growers an
adequate income. That question can be answered
directly from farm survey data, if available. Sim-
ilarly, the person who asks about the relative profit-
ability of two crops probably wants to Lnow
whether a particular farmer or group of farmers
should bc advised to grow one crop rather than
another. That question too can be answered by the
budgeting methods described in Chapters 4, 5 and 6.

Although full enterprise costings are not recom-
mended, it is sometimes of value to calculate some
measure of the performance of an individual enter-
prise on a farm. Provided its limitations:are ap-
preciated, the enterprise gross margin may be useful
for this purpose. The gross margin of an enterprise
is defined as the enterprisc gross income minus the
variable expcnses attributable to that enterprise.
(Variable expenses were defined above as expenses
that vary more or less in direct proportion to the level
of the enterprise.) The sum of all the enterprise
gross margins on a farm is the total gross margin.
Enterprise gross margins arc usually expressed on
a per unit basis, i.e., per hectare for crops and per
head for livestock.




An example of the calculation of an enterprise
gross margin is presented in Table 3.9. The ezample
relates to a cotton crop grown on the hypothetic
case farm discussed above. The data in the table
are taken, with minor changes, from Friedrich (1977).

An enterprise gross margin is not a measure of
enterprise net profitability since it takes no account
of the demands the enterprise places on those farm
resources represented by the fixed expenses. Rather,
the gross margin measures the contribution the en-
terprise makes toward these fixed expenses and to
the farm profit. However, gross margins find their
main use an aid in budgeting. The changes in gross
income and variable expenses resulting from chang-
ing the level of a particular enterprise are automat-
ically accounted for in the anterprise gross margin
so that attention can be focused on planning the
reallocation of the fixed resources or on adjusting
their suppiy.

While enterprise gross margins provide a usefud
framework for presenting relevant data collected
from a farm, there is a danger in placing too much
cmphasis on “historical” or *“‘backward looking” per-
formance measures. As noted above, gross margins
are essentially planning tools and, while data on past
performance may be a useful guide to the future, it
is always necessary to consider what changes should
be made to historical gross margins before they can
be used in budgeting for the future. Thus in using
enterprise gross margins for planning purposes, the

Table 3.9 GRross MARGIN FOR 2.5 ACRES OF COTTON ON CASE

FARM
Item Total Per acre
't 5
Gross income
Ist crop 700 kg
2nd crop 280 kg
Total 980 kg at §1.22 1200 480
Variable expenses
Fertilizer: 100 kg DAP 115 46
Insecticide: 3 applications ) 20
Packing materials 50 20
Fuel and oil for irrigation pump 15 6
Casual labour:
Hoeing 80 32
Picking:
Ist crop 250 100
2nd crop 80 32
Total variable expenses 640 256
Grass margin 560 224

Source: As for Table 3.5.
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individual items of income and expensc entering the
calculation should each be revised so as to take
account of any relevant or expected changes in price,
yield and input levels.

Because gross margins are nct of only variable
expenses, it is always necessary when comparing en-
terprise gross margins per unit to review also the
demands cach enterprise places on farm fixed re-
gources. For example, crop A might have a much
higher gross margin per hectare than crop B, but
before we can deduce that it would pay to grow
more of A and less of B, it would be necessary to
consider, for instance, that crop B occupies the land
for only four months compared with a full year for
crop A, or that A places heavy demands on farm
labour at a peak time and so could not be expanded
without employing more labour.

Special problems may arise in calculating gross
margins on small farms. For example, the common
practice of multiple cropping can make it impossitle
(or inappropriate) to allocate variable expenscs to
individual crops within the cropping system. It may,
however, still be useful to work out a gross margin
for the mixed crop or cropping system as an entity,
or even for the whole rotation. Comparisons with
alternative crop mixtures or rotations on other farms
can iicn be made.

The distinction between casual labour, normally
regarded as a variable expense, and permanent la-
bour, normally viewed as a fixed expense, may be
somewhat arbitrary on occasion. For example, on
some farms, workers are employed more or less
year-round, but are paid on a “task” basis. Such
wage payments clearly satisfy the definition of a vari-
able expense. At other times, labour may be hired
on a casual basis, yct may be allocated to tasks of
an essentially overhead nature, such as maintenance
work. In view of such ambiguities, it is important
always to record full details of casual labour ex-
penses included in an enterprise gross margin cal-
culation. Moreover, the decisions made in distin-
guishing between fixed and variable expenses should
always be kept in mind when reviewing gross margins.

3.4 Comparative analysis

Comparative analysis is a method of assessing the
performance of an individual farm. It is important
to distinguish between the special procedures of
comparative analysis as developed in farm manage-
ment and outlined below, and more general meth-
ods of comparison cf results used, for example, in
analysis of survey data. In the latter case the survey
resulls may be set out in tables or figures, as de-
scribed in the first section of this chapter, so as to
facilitate comparsions between different groups of




farms in the sample. The following rcmarks do not
refer to such general methods of comparison of data.

Comparative analysis is the name given to the
p-ocess of comparing the performance of a farm
with some “standard”. The standard may be any
onc of:

(1)
(i)

previous performance for the same farm:
average performance for a group of broadly
similar farms;

some ‘“synthetic” standard based on cxperi-
mental and other data; or

budgeted performance for the farm in ques-
tion.

(iii)

(v)

The differences between the farm being studied and
the standard are noted, and an attempt is made to
identify the reasons for these differences.

The standards used may relate to technical per-
formance, involving physical measures such as vields
of crops. production of iivestock. or use of inputs
such as labour. Other standards may be mecasured
in money terms. including such ratios as enterprise
(or total) gross margins per hectarc or per unit of
some other resource, nct income per hectare, return
to total capital, etc. Some analysts (c.g., Blagburn,
1961) have developes quitc complex systems of
comparisous of ratios against standards, designed to
arrive by more or less logical steps at an identifi-
cation of the specific strengths and weaknesses of a
particular farm business. However, these systems
are mainly designed for use on commercial farms,
and would generally not be relevant for small, semi-
subsistence farms.

Comparative analysis is c¢ssentially an extension
technique, rather than a research technique. It thus
tends to lie outside the main arca of concern of this
manual. Morcover, the technique can be criticized
as lacking economic justification. Since none of the
standards normally used :zan be said to represent
economic optima for the study [arm, comparison
with the standards may be of little value and may
even be counterproductive, i.e., it may suggest changes
that lead away from, rather than toward the true
(hbut unknown) optimum.

In a research context perhaps the main use for
the comparative analysis approach is in regard to
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synthetic standards derived from experimental data.
As discussed in Section 1.5, a valuable research ap-
proach is. to study in detail the extent and gauses of
the “yield gap” between the yields obtained on ex-
periment stations and those obtained on farms. The
results of such study might be to emphasize the nced
for a more appropriate orientation of rescarch to
real farm circumstances. [ g
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4. WHOLE-FARM PLANNING

4.1 The context of farm planning

Farm planning involves examining the implications
of reallocating farm resources. The planner will be
concerned to evaluate the consequences of some
change or changes in either farm methods of pro-
duction or in farm organization, i.e., in what is pro-
duced and how. Sometimes the changes being con-
sidered will be minor, involving perhaps a new
variety of a crop or a new pasture type, and some-
times they will be quite radical, as when land of
little or no agricultural value is brought into in-
tensive production in some land development scheme.

The context in which farm planning studies arc
undertaken may vary widely. At one extreme, farm
planning may be part of an cxtension programme
wherein a specific plan is developed for an indi-
vidual farm. While thc planning techniques de-
scribed below are well suited to use in such an ad-
visory context, the large number of small farms in
most, developing countries makes this individual ap-
proach impracticable as a means of achieving broad
rural development objectives.

More plausibly, the extension use of farm planning
» methods will involve planning onc or more ca-c
study farms that can be regarded as to some extent
“representative” of the target population of small
farmers. The great diversity commonly found in
farm populations in terms of resource endowments,
management goals and abilities, etc. obviously limits
the value of the representative farm approach. It
is not usually possible to obtain a close match be-
tween the circumstances assumed for the represen-
tative farms and the circumstances of any large pro-
portion of actual farms. Rather, the representative
farm approach can be used to identify general guide-
lines about the economical use of farm resources
for farms of particular types in a given area. These
guidelines would then be promoted among farmers
‘n the region by the usual mass extension methods.

In a different context, the farm planner is con-
cerned not so much with the question of what allo-
cation of resources farmers should adopt 1o achieve
particular individual goals, but rather with trying to
predict what resource allocation farmers will adopt,
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given particular incentives, prices and available tech-
nclogies.  Again, attention may be directed to a
number of “representative” farms and budgets drawn
up for these farms would be scaled up to produce
aggregated projcctions for development planning pur-
poses. Thus this kind of farm planning is often part
of the process of evaluating the feasibility and profit-
ability of development projects.

Farm planning studies of the different kinds men-
tioned above may be conducctd on either a whole-
farm or a partial basi® In whole-farm planning, as
the name suggests, the farm is considered as a
complete entity. The whole crop and livestock pro-
duction programme is reviewed and the use of farm
resources is considered oir an overall basis. If profit
budgets are to be prepared, they are constructed
taking account of all farm income and expense items.
In partial analysis, on the other hand, some aspects
of the farm production system are taken as given
and the budget analysis is conducted considering
only those aspeets of the farm that are directly af-
fected by the proposal under review. Such budgets
are called partial budgets. Their construction and
use are discussed in Chédpter 5.

4.2 The nature of the whole-farm planning problem

The integrated nature of small farm production is
such that it is often most appropriate to consider the
system as a whole. Alternative enterprises or meth-
ods of production compete for the farm resources
of land, labour and capital in its various forms.
Moreover, there are often important inter-relation-
ships among various components of the farm sys-
tem. For example, livestock may depend upon crops
grown for all or part of their feed requirements.

"The same animals may be used for draught pur-

poses in the cultivation of these crops and the ma-
nure they produce may be an important source of
nutrients for crop production. It is difficult in a
partial analysis to account adequately for such inter-
relationships. For reasons of this kind, planning of
small farms is often best undertaken on a whole-
farm basis.




Whole-farm planning involves three main steps.
The first is the development of a farm pian or pro-
gramme. This plan will be specified in terms of
both the levels 10 be adopted of particular farm
enterprises and the methods of production to be used.
Thus the plan will indicate not only what arcas of
various crops are to be grown and what numbers of
livestock are to be kept, but also will specify which
varieties of crops should be grown, when they arc
to be plrnted, what fertilizers and other chemicals
should be applied, what intensity of weeding should
be adopted, and so on. In the case of livestock,
such features as feeding methods and breeding pro-
grammes will be indicated.

The second step in wholc-farm planning is to test
the specified plan for feasibility in terms of the de-
mands that the plan will place upon farm resources,
and in terms of consistency with institutional, social
or cultural planning constraints that apply. Thus
the plan should be ¢xamined to see that it is feasible
in terms of the land area available, that the implied
rotation will be viable in both the short and the
longer term without degrading soil fertility, that suf-
ficient human labour, animal power or machine
power can be made available to complete the work
required in a timely manner, that cnough food will
be produced and enough cash generated to meet the
essential needs of the farm family, and so on.

The final step in whole-farm planning is to evaluate
the particular plan and to rank alternative plaus in
terms of an appropriate criterion, with the objective
of sclecting the “best” plan. Clearly, the criterion
used should reflect the farmer’s objectives. However,
becausc a farmer’s objectives are usually complex
and difficult to elicit, it is common to rank plans
in terms of some readily evaluated criterion such as
net farm earnings. Provided adequate cognizance
has been taken of the farmer’s views in specifving
planning constraints, net farm earnings may be a
reasonable surrogate for his actual but unspecified
objectives.

In some farm planning methods, the three steps
outlined above must be taken one at a time. In
budgeting methods, alternative plans are usually
developed intuitively, perhaps as modifications of
the existing system or as adaptations of systems de-
veloped on other successful farms or in experimental
work. These plans must then be tested for feasi-
bility and, if necessary, modified further before they
can be evaluated. However, in other methods the
three planning steps are combined. Most linear
programming and related procedures are designed to
generate a farm plan that is at once feasible in terms
of specified constraints, and optimal according to
a defined criterion. Such farm programming methods
are reviewed in Section 4.5 telow. However, atten-
tion is first directed to the construction of activity
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budgets which are useful in whole-farm planning

using either programming or non-programming
methods.

4.3 Activity budgets

Activity budgets are important because they form
the building blocks used in all the farm planning
techniques 1o be described later. They constitute a
systematic listing of relevant planning information
about nominaled production technologies. The in-
formation used may have been gleaned from farm
surveys, farm records, experienced extension work-
ers, experimental work, etc. An activity budget is
a convenient means of summarizing such data re-
gardless of its origin.

In discussing activity budgets it is first necessary
to distinguish between an enlerprisc and an activity.
A farm enterprise is defined as the production of a
particular commodity or group of related commod-
ities for sale or domestic consumption. Thus the
term ‘rice cnterprise’ implies the production of rice
(and perhaps rice straw) for sale or domestic use,
without specifying the method of production em-
ployed. An activity. on the other hand, is a speci-
fied method of producing a crop or operating a
livestock enterprise. For example, dryland and ir-
rigated rice are different activities but are part of
the same enterprise.

The significance of the distinction between enter-
prises and activitics lies in the fact that the whole-
farm planning problem involves deciding not only
what to produce but also how to produce it. That
is, it involves selecting an appropriate mix of activ-
ities rather than merely a combination of enter-
priscs.  Of course, in principle, it would be possible
to define an infinite number of activitics representing
all possible ways of producing various products. In
practice, however, it is usually possible to define a
relatively small number of activities which, individ-
aally or in combination, adequately span the range
of production opportunities available to, and worthy
of consideration by, & particular farmer. The
planning problem then reduces to selecting a mix of
these activities that is at once feasitle and optimal.
In this context, an activity budget is a formal state-
ment of the economic and technical characteristics
of a particular activity, prescnted in a way that al-
lows planning to proceed.

An activity budget compriscs some or all of the
following components:

(a) a brief but adequate definition of the activity,
stating what is produiced and how;

a list of the demands placed on farm re-
sources (e.g., land, labour requirements) per
unit level of the activity;

®)




(c) quantification of any inter-relationships be-
tween the specified activity and other possible
activities (e.g., grazing requirements of live-
stock or rotational attributes of crops);

a listing of any non-resource constraints on
the level of the activity cither alone or in
combination with other activities (e.g., mar-
keting constraints or constraints reflecting the
personal preferences of the farmer);

(e) a listing of variable costs per unit level of
the activity;

a statcment of the output produced per unit
level of the activity and, if the output is sold,
an cstimate of the net price received.

d)

$)

By way of an example, an activity budget for
sweet potatoes in Tonga in the South Pacific is
provided in Table 4.1,

4.4 Planning farm resource use

This section is concerncd with the stage in farm
planning rclaiing to establishing the feasibility of a
particular farm plan. Often this will prove to be
the most important stage of a planning study of a
small farm. Farm plans, defined in terms of activity
levels, may often be strongly indicated by technical
considerations. Thus the planner’s main task is one
of establishing that a proposed plan is indeced techni.
cally and economically feasible. The question of
the merits of the proposed plan vis-a-vis alternatives
cither may not arise or may be a secondary issue to
the question of feasibility.

The first requirement in planning farm resource
use is for the planner to make an inventory of the
farm resources available and of the constraints
bearing on the choice of an activity mix. It is usually
convenient to review farm resource and planning
constraints cnder the following headings:

- land and rotations,

--- irrigation,

— labour,

-- draught animals and machinery,

-— livestock feed,

— working capital and credit,

— family food needs,

-~ institutional, social, cultural and personal
constraints.

In drawing up an inventory of these resource and
planning constraints, the resource stocks or con-
straint levels should be quantified as accurately as
possible.

A review is now provided of the quantitative in-
formation needed under each of the above headings

Table 4.1 ACTIVITY BUDGET FOR SWEET POTATOES IN TONGA

IN 1974

1. Definition

Local name: kumala

Scientific name: Ipontcea batatas

Grown as a staple using “traditic 21" technology
Local varieties

2. Seasonality
(a) Planting dates:

Normally planted between March and October, but
can be planted year round.

(b)Y Growth period:

Four to seven months according to weather condi-
tions, etc., typically five months.

{c) In-ground storage:

Harves: can be delayed for up to two months without
appreciable yield loss.

3. Rouational considerations
{a) Crop sequences:

Commonly grown after yams or taro, or as a first
crop after fallow on less fertile land, Usually fol-
jowed by cassava or fallow. Not recommended to
be grown on same area in succession,

(b) Intercropping:

May be grown as an intercrop in young bananas
(effective area 33 percent).

(c) Soil fertility considerations:

High levels of soil nitrogen may cause excessive
vegetative growth and poor tuber production.

4. Planting

(a) Spacing:

Typically planted about 1 m X 1 m. (Grown as a
row crop under mechanization.)
(b) Planting material;

Grown from stem cuttings about 30 cm long, three
or four per hill. 0.05 ha will provide enough planting
material for 1 ha,

5. Other inputs

Fertilizers are not used. Dusting against weevil borer
is recommended but seldom practised.

6. Labour requirements

Job Man-hours/ha

Prepare planting matzrials 60
Plant 100
Form hills 100
Weeding — months after planting:

1 75

2 55

3 35
Harvest 345

7. Yield

Average: 12.5 t/ha




Table 4.1 AcTIVITY BUDGET FOR SWEET POTATOES IN ToNGA

IN 1974 {concluded)}

]
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Usually consumed boiled or baked. Contains 4.2 MI/kg
edible portion, 1.5 percent protein, 15 percent waste,
Not a preferred staple — maximum of 35 percent of
energy intake from this source.
Short post-harvest storage life.

9. Marketing

Typical local price in 1974 of $ 5.50/100 kg, net of selling
costs,

Source: Hardaker (1975, pp. 318-322).

and of some of the planning procedures that can
be used to assess the feasibility of a farm plan with
regard to cach category of constraints.

LAND AND ROTATIONS

The objective of land and rotation planning is to
establish whether a proposcd plan is consistent with
the land resources available, including the need to
ensurc that the implied rotation will not deplcte the
long-term productive capacity of the soil. As we
shall see is the case in planning other resources,
establishing feasibility in regard to land involves con-
firming that the resource supply is grcater than or
equal to the resource needed to operate the pro-
posed plan.

In the case of land, the resource supply is usually
relatively easily established by determining the farm
area.  Account must obviously be taken of aay
areas that cannot be used for agriculture, such as
land occupied by buildings, paths or roads, canals.
etc. In many cases, it will be necessary to differen-
tiate various classes of land such as arable and non-
arable, irrigated and non-irrigated, etc.

Estimating the demand for land may at first sight
also seem to be a simple task, but for some smali
farm systems this is not necessarily the case. Crops
may vary in both the length of time and the seasons
during which they occupy the land. A proposed
plan may incorporate both annual (short-duration)
and perennial (long-duration) crops. In some areas
and for some crops there is only one recognized
growing season but in other places there are two or
even three cropping seasons each year. In some
parts of the tropics, there are no marked seasonal
variations in weather and some crops, especially rel-
atively robust species such as cassava for example,
can be planted at any time of the year. Indeed, in
some situations cassava shares with some other crops
the property of having no clearly defined growing
period. Thus cassava may be harvested some eight
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months or so after planting (less in favourable lo-
cations) or may be left in the ground for two or
three years or more.

A further dimension of complexity in

(S 4300 531 00} of piaiiing

land use arises from the practice of many small
farmers of planting mixed crops or of intercropping
on¢ crop with another.! Perennial crops such as
toconuts may be intercropped with short-duration
crops, especially before the perennial crop has ma-
tured. Two or more crops may be grown simulta-
ncously to exploit differences in growth habit, etc.
One crop may be planted as a previous one is ma-
turing so that a sequence of mixed crops is grown.

In planning land use it is also necessary to take

account of crop rotation and crop sequence consid-
erations
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demanding of soil fertility can deplete the productive
capacity of the soil through such effects as removal
of plant nutrients, build-up of pests and diseases,
and loss of soil structure. Thus it may be necessary
to ensurc that any proposed crop rotation incorpo-
rates appropriate areas of legumes, pasture or fallow
that will restore the fertility of the soil. The fre-
quency with which crops that are vulnerable to soil-
bormme discases may be grown may nced to be re-
stricted. Moreover, attention may need to be given
to the sequence of crops. Crops demanding a high
level of fertility may need to be includad early in a
rotation following a legume or other “break™ crop.
Some crop sequences may be more advantageous
than others if, for example, there is a good match
between the time of harvest of the preceding crop
and the appropriate planting date for the succeeding
crop.

All this can make the farm planner’s task difficult.
Ignoring for the moment the possibility of inter-
cropping, land use planning involves:

(1) establishing the areas of each crop activity
to be planted each year;
establishing the planting dates and durations
of these crops; and
specifying the sequence in which the crops
are to be grown.

(2)

(3)

A framework for planning land use is illustrated
in Figure 4.1. Across the top of the figure the crop
year is divided into appropriate “seasons”. In this
case, six two-month seasons are used. The cropping
sequence is represented in the body of the figure
which shows the crops grown, their order in the ro-
tation, and the period of time each occupies the land.

! The terminology of multiple cropping systems is confused
but some consistent definitions are given in TAC (1978).
See also, for example, Dalrymple (1971) and Stelly er al.
(1976).
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Figure 4.1. Reprzsentation of a crop rotation.

In the case illustrated the first crop planted is yams
which occupy the land for about 10 months. The
first yam crop is immediately followed by a second
(taking 8 months) which is followed in turn by taro.
Taro occupies the land for approximately 10 months
and is followed in turn by sweet potatoes with a
growing period of about 8 months. The rotation is
completed by a 12-month fallow.

The area allocated to each crop in a rotation is
called the “break™. 1f the break for the rotation
illustrated in Figure 4.1 was 0.25 ha, the areas of
crops planted in a “‘steady state™ situation, in which
0.25 ha of first-crop yams were established annually,
weuld be:

ha
Yams 0.50
Tarc 0.25
Sweet potato 0.25
Fallow 0.25

This adds up to 1.25 ha, but in fact the total area
required is only 1.00 ha since, as Figure 4.1 shows,
the rotation can be established on four plots of
0.25 ha, one for each “year” of the rotation.

The method illustrated can be extended to deal
with relay intercropping. The rotation considered
above can be modified to account for the fact that
the second crop of yams can be interplanted with
taro. Further, taro in turn can be interplanted with
cassava which may then be followed by a crop of
sweet potatoes. A rotation accounting for these relay
intercropping possibilities is illustrated in Figure 4.2,

In the steady state, the new rotation comprises:

ha
Yams 0.50
Taro 0.25
Cassava 0.25
Sweet potato 0.25
Fallow 0.25
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The areas planted to the various crops are as before,
except that 0.25 ha cassava has been added. Yet.
because opportunities for relay intercropping have
been exploited, the total land area occupied by the
rotation in the steady state with a 025 ha break
remains at 1.00 ha. Of course, the effect on overall
farm performance of changing to a more intensive
rotation in the manner illustrated will depend, inter
alia, on the effect of relay intercropping on crop
yields.

A rather different land-use planning problem arises
in relation to intercropping of perennial crops. Dur-
ing the establishment phase of crops such as oil palm
and coconuts, the young trees are sufficiently small to
permit cash or subsistence crops to be grown be-
tween the rows. This practice not only provides a
source of cash and/or food for the plantation owner
and his family, but can be valuable in controlling
weeds that might otherwise compete with the young
trecs. Land-use planning in this case devolves to
estimating the amount of land available between
the trees. Clearly, this tends to decline as the trees
grow until, when the overhead canopies of adjacent
rows of trees meet, intercropping may cease to be
practicable. Moreover, as the degree of ground
shade increases, it may be necessary to select for
intercropping only those plants that thrive under
shady conditions.

To illustrate, if young coconuts arc planted at
10m x 10m and if it is deemed that, to avoid root
damage to the trees, intercropping should not im-
pinge within 2m of each tree, the areca of land
available for cultivation varies according to the
planting system used for the intercrop, as illustrated
in Figure 4.3.

It should, of course, be recognized that this some-
what theoretical approach gives only an approximate
estimate of the potential for intercropping of tree
crops. The approach hinges on making a good
estimate of the root zone around each tree which
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Figure 4.2. Representation of a crop rotation with in-
tercropping.
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Tree spacing 10 m X 10 m, i.e., 100/ha.

(a} Area occupied by circular root zones of 2 m radii =
100(2F7 = 1257 m¥ = 0.126 ha.
Hence area available for intercropping using a non-
linear planting system for the intercrop = 1.0 — 0.126 =
0.874 ha.

(b} Area occupied by squure root zones of 4 m X 4 m =
100(4)* = 1600 m* = (.16 ha.
Hence area available for two-way row cropping of in-
tercrop = 1.0 — 0.16 = 0.84 ha.

{(¢) Area occupied by rectangular root zones of 4 m X
10m = 10(4)10 = 4000 m? = 0.4 ha.
Hence area available for one-way row cropping of in-
tercrop = 1.0 — 0.4 = 0.6 ha.

Figure 4.3, Intercropping possibilities for a young tree crop,

should not be planted with an intercrop. Even if
a reliable estimate of this arca is available, the
mcthod provides no allowance for any competition
between the two crops for light, soil moisture, soil
nutrients, etc. Thus, the approach must be used
with discretion. supplemented, whenever possible,
with local data on crop yields under intercropping.
Mixed intercropping can be handled in one of two
ways in land-use planning. First, the fact of mixed
intercropping may be ignored. If 0.5 ha is to be
planted with a mixture of maize and beans, it may
suffice for planning purposes to treat this as, say,
0.25 ha maize and 0.25 ha beans or some other pro-
portionate sole-crop equivalents. If such an approach
is not practicable, perhaps because of complemen-
tarities between the two crops in, say, labour use,
the second alternative is to define a new crop activ-
ity as mixed maize and beans. The production
characteristics, input use, etc. of this activity would
then need to be specified as for single crop activities.

IRRIGATION

Irrigation is an important resource in whole-farm
planning for many farms. As with other resources,
there are two related aspects of the irrigation planning
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problem — feasibility and profitability. The planner
must establish, as conclusively as possible, that the
farm irrigation resources are adequate to meet the
demands imposed on them by the intended farm
plan. He must also consider the profitability of the
proposed utilization of the irrigation resources.

In regard to the feasibility question, the essential
concern is to try to establish that, for the contem-
plated farm plan, irrigation supply is equal to (or
greater than) irrigation requirement. However, in
secking to apply this test it is necessary to consider
more than just the overall quantity of water. For
example, it is necessary to consider the area of the
farm that can be irrigated. Water may te available
in abundance yet it may be impossible to irrigate
some areas because of unsuitable topography, un-
suitable soil type for irrigation or lack of an appro-
priate water delivery and control system.

Scasonality of water supply and requirements must
also be considered. Rivers generally have periods of
high and low discharge rates, and irrigation farming
has to te adapted to the seasonal availability of
water. On the demand side, the appropriate timings
of waterings will generally dcpend on the crops
grown, planting dates, and perhaps on cultural prac-
tices followed (e.g., direct sowing or transplanting).
Similarly, in arcas where crops are partly rain-fed,
seasonal differences in rainfall lead to seasonal vari-
ations in supplementary irrigation needs.

In the simplest case, farm planning for irrigation
involves budgeting water demand for a given com-
bination cf crop activities and comparing this esti-
mated demand to the estimated supply from the lift
pump, tubewcll, watcrway systcm, etc. It is, of
course, necessary to account for seasonality in such
calculations, as indicated above, and to allow for
the fact that, with some watering methods, the min-
imum amount of water that can be applied at any
one occasion may be more than the optimal amount.

Methods of water balance budgeting have been de-
veloped (Thornthwaite and Mather, 1955; Flemming,
1964; Baier and Robertson, 1966) which, if the nec-
essary basic data are available, permit the irrigation
water requirement for a given crop activity to bte
determined. A water balance calculation for the land
preparation period only in Luzon, Philippines, is
illustrated in Table 4.2. The data in this table are
project-level averages and do not reveal the wide
site-to-site variation that would have to be taken
into account in planning individual farms. However,
given such detailed data, a seasonal profile of total
water needs can be found by adding up, on a seasonal
basis, the calculated needs of all irrigated crop activ-
ities in the farm plan. The total profile obtained
can then be related to the seasonal pattern of water
availability, as dictated by such factors as pump ca-
pacity, flow in waterways, or institutional constraints.




Table 42 MEAN VALURS OF WATBR BALANCE COMPONENTS

FOR THE LAND PRBPARATION PERIOD, LUZON,
PHILIPPINBS, 1969-70

tom s
(mm) {mm)
Crop water requirement 500 17
Evaporation losses 223 198
Drainage 417 339
Total requirement 1140 708
Less rainfall 289 182
Irrigation requirement 851 526

Source: Wickham (1973),

Figure 4.4 shows a water requirement profile de-
veloped for a rice production system planned for the
Angat River Irrigation System, Bulacan, Philippines.

Methods of budgeting watcer need using the soil-
water balance are usually based on technical, rather
than economic, considerations. For example, it is
usual to assume that, so far as practicable, each
crop should be watered as soon as the soil moisture
falls to a level at which the crop begins to exhitit
moisture stress. If the marginal cost of water is not
zero, as is often the case, it will pay to trade off a
saving in irrigation costs against some yield loss by
reducing the amount or frequency of irrigation. Sim-
ilarly, if water is limited, it wiil generally be prof-
itable to trade off some reduction in yield per hect-
are arising from a degree of crop moisture stress
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for the opportunity to grow a greater area of irri-
gated crop. Finding the optimal rate of water appli-
cation in such situations is akin to planning the op-
timal use of other inputs such as fertilizer. In
principle, the methods of partial budgeting and anal-
ysis of response, discussed in Chapters 5 and 7, can
be applied for all such planning problems. However,
in the case of irrigation there is a dynamic dimension,
not usually present for other inputs, i.e., the response
of a crop to a particular application of water may
depend on the amounts of water applied at earlier
or later stages in the life of the crop. Methods of
planning optimal water use recognizing the time-
dependent nature of the response function have been
developed (Flinn and Musgrave, 1967; Hall and
Butcher, 1968; Mapp et al., 1975; Windsor and
Chow, 1971). However, in many real farm situations
there may be a relatively small number of practi-
cable alternatives to be considercd, so that choice is
simplified. For example, the choice may be between
one, two or three applications of water to a given
crop, and relatively simple budgets may reveal which
is best.

Considerations of reliability are often important
in planning farm irrigation. Water supplies obtained
from the natural fiow of streams, or by impounding
water in dams, tanks or paddies, will vary from year
to year. The supply of pumped water may be un-
certain, for example, if power supplies for the pump
are not assured. In arcas where water is distributed
via a canal system, farmers on the network distant
from the source may find themselves short of water
if total water available is less than required or if the
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Figure 44. Farm irrigation water requirement, Agat River Irrigation System, Bulacan, Philippines (Julian, 1973).
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allocation procedures are inappropriate or incorrectly
applied. On the demand side, if irrigation is a sup-
plement to rainfall, the amount of water needed
will be uncertain, depending on variable rainfall.

In some areas, too much water can be as much a
problem as too little. Inadequate flood control mea-
sures, poor drainage or poor layout of paddies, etc.
can result in water that is too decp or too slow to
drain away for optimal crop production. Improved,
short-strawed varieties of paddy, for example, may
be risky to grow in areas where there is poor control
of water depth during flood irrigation.

Irrigation planning which takes account of the
reliability of supply or variability of demand is much
more difficult than plannirg in a more ceriain en-
vironment. The methods of accounting for risk,
described in Chapter 8, are appropriate. For the
moment it is sufficient to note that accounting for
risk will generally lead to a somewhat less intensive
use of irrigation, since the penalties incurred when
water supplies fall short of needs are generally quite
severe. For this reason, a practical approach to ir-
rigation planning under risk is to plan using con-
servative estimates of water availability and needs.
Thus, one might base plans on a “dry” year, rather
than on an “average” year. By this means, the
chance of a serious shortfall in irrigation water sup-
plies can be reduced to an arbitrarily low level.

LABOUR

As with other resources, the primary objective in
labour planning is to establish that the supply of
latour available to the farm will be at least equal to
the demands imposed by a given farm plan. If a
labour surplus is found, planning may then centre
on finding further productive employment opportu-
nities. On the other hand, a labour shortage signals
a need to plan an optimal strategy for making good
the deficit.

Effective labour planning hinges on choice of a
unit (or units) of measurement whereby the labour
requirement of a particular farm plan can be assessed
in relation to the potentia! supply of labour provided
by the farmer and his family, together with any
employed labour. For most purposes, the use of la-
bour hour or labour day units has been found sat-
isfactory. It is usual to assume, regardless of actual
work habits, that eight labour hours are equal to
one labour day. The limitations of such a unit of
measurement, however, are apparent. Workers vary
in skill, strength and application while jobs to be
done in farm production also vary in the demands
they impose on workers. The practice is sometimes
adopted of measuring labour on a man-hour or man-
day equivalent, applying conversion factors of, say,
0.8 and 0.5 to labour time supplied by women and
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children respectively. The weakness of this approach,
however, is that for some tasks a woman or child
might be at least as effective as a man and it would
only be for tasks involving physical strength or
endurance that such conversion factors would apply.
In other words, conversion factors strictly need to
be worked out on a task by task basis, and this is
not always practicable. If it is not, it may be reason-
able to assume that workers will ordinarily be as-
signed to jobs either on a conventional basis or
according to what work they do btest. It is then
reasonable to use a single uniform measure for
labour measurement.

Special attention must be paid to cases in which
cultural or other constraints dictate that only certain
workers can perform particular tasks. In such cases
it is necessary to consider not only overall labour
utilization but also the supply of and demands on
particular labour categorics. Thus, if the custom is
that females transplant rice and if it is taboo for
males to assist with this work, the rice area may
well be constrained by the available female labour
force. Similarly, if, because of the strenuous nature
of the work, land preparation must be done by men,
the time of adult males may need to be accounted
for scparately.

Labour needs for a particular crop or livestock
activity can be established knowing the sequence of
tasks to be performed and the labour needed for
each task. Such data are usually collected by field
survey involving either regular recording or time
studies. With such information, seasonal labour pro-
files can be constructed for defined farm activities.
The data on labour utilization for the sweet potato
aclivity, presented in Table 4.1, are of the form
needed to construct such a profile. A further example,
developed from a survey of about 50 paddy rice farms
in Taiwan province, China, is shown in Table 4.3.

Seasonal labour profiles are based on division of
the year into planning periods that may be chosen
either conventionally, such as calendar months, or to
correspond with the biological timetable of oper-
ations. Although conventional planning periods are
often used, the latter approach is generally to be
preferred. For example, if planting of a major crop
must ordinarily be completed between early February
and mid-March, it would clearly be appropriate to
adopt these dates as the limits of a labour planning
period, rather than to use calendar months. When
using labour charts, as described below, the need to
define specific planning periods is avoided.

Once scasonal labour needs for all the activities to
be included in a particular farm plan have been
estimated, attention must be directed to estimating
labour supply. In principle, this is quite straight-
forward. The total labour time available in any
period is found by adding for each available worker




Table 4.3 PADDY RICE FIBLD-OPBRATING SCHBDULES IN TAIWAN PROVINCE, CHINA

. Starting day
Operation Men in team Days hrns‘/nlfx‘a . t ::rflgﬁ::t}:g Fa;::;sc t\lx::nl

%

1. First ploughing 1 44 44 s —25 100

2. Application of manure 2 22 44 —16 20

3. Harrowing and puddling 1 14 150 -—14 100

4. Transplanting 7 1.7 119 0 100

5. 1st additional fertilizer 1 1.3 13 } 10 5
1st cultivation 5 1.7 85

6. 2nd additional fertilizer 1 1.3 13 } 2 63
2nd cultivation 4 2 80

7. 1st disease control 1 1.2 12 30 91

8. 3rd additional fertilizer 1 1.3 13 } 15 54
3rd cultivation 4 2.1 84

9. Removing harnyard grass 2 1.5 30 Cult, season 91

10. 2nd disease control 1 13 13 50 83

11. Harvesting 8 2.9 232 100 100

12. Cleaning, drying ard transporting 2 5 100 103 100

Source: Chen-Chang (1963).
* Based on 10 hours per day per man.

the time he or she can allocate to farm work in that
period. [n practice, however, while it is usually easy
to determine the number of workers available, esti-
mating the labour time of each can present some
difficulties.

Since most farming operations cannot be performed
in the dark, available working time is first of all
constrained to the daylight hours. Further deductions
must be made for personal needs such as mealtimes,
rest and recreation. Time may nced to be deducted
for social activities, such as festivals, weddings and
funerals, and visits to relatives, etc. Allowance may
have to be made for other work such as domestic
tasks, work for the village, local government agency
or church and, in the case of schoolchildren, for
school work. Commonly, some time is lost through
illness, although obviously budgeting for this in ad-
vance is difficult.

Once available working times have been estimated,
it may be necessary to make further deductions to
account for environmental constraints on labour use.
Many jobs require suitable weather conditions, so
that a deduction must usually be made for bad
weather. The extent of such deductions will usually
vary from one season to another and may also be
related to the kind of work to be done. For example,
harvesting usually requires dry weather, while planting
might be possible in both wet and dry conditions.
Relatedly, some jobs require suitable crop or soil
conditions before they can be undertaken. For ex-
ample, ploughing may be possible only within a
certain soil moisture range, and grain may bte put
into store only when it is dry enough.
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It should be evident from the above that estimating
labour availability is not simple. Morcover, because
the factors discussed above vary according to cir-
cumstances, no generally applicable standards can be
provided. Estimates must thercfore te made for
each location, type of farming, ctc. It is, however,
worth noting that in village societies where the
distinction between work and leisure is often some-
what blurred, it is easy to overestimate the time
that people can allocate to farm work.

Once the data for both sides of the labour planning
relationship have been assembled, it is a relatively
straightforward task to construct a budget of seasonal
labour requirements compared with availatility. Such
a budget can be constructed in the form of a table,
with a column for each labour period. Requirements
in each period are obtained by multiplying the esti-
mated per unit labour needs of each farm activity
by the scale of that activity, followed by addition
of the products. Comparison with the labour supply
in each period will reveal the extent of any labour
surplus or deficit. Figure 4.5 indicates in diagram-
matic form the results of such a labour budget.

If the labour budget reveals a deficit of labour in
some period or periods, it must be established whether
casual or contract labour can be hired to the extent
required to make good the shortage. Alternatively,
the farm plan might be modified to reduce the la-
bour requirement by including less of the labour in-
tensive activity or activities. Partial budgeting (see
Chapter 5) could be used to establish which alter-
native would be the more profitable.

In a related manner, a labour surplus might in-
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Figure 4.5. Family labour supply and seasonal labour
demand on a Tongan farm (Hardaker, 1978, p. 217).

dicate an opportunity to change to a more labour in-
tensive farm plan, if this is judged desirable, or for
some members of the farm work-force to find off-
farm employment.

An alternaiive, more flexjble way of constructing
a seasonal labour budget is by means of a labour
chart. This is a figure with a calendar of working
days recorded on the horizontal axis and with
number of workers recorded on the vertical axis. An
example is shown in Figure 4.6. Note that the
numbers of working days on the horizontal axis are
net of all lost time. The labour chart is completed,
as illustrated in the example, by marking the number
of workers assigned to each task and the duration
of that task. A direct visual assessment can then
be made of the adequacy of the labour supply avail-
atde at any particular point in time in relation to
needs at that time.

Labour charts of the type illustrated in Figure 4.6
have two main advantages over the tabular layout of
labour budgets. First, the need to divide the year
into discrete planning periods is avoided. Fach task
is represented on the chart in the period during which
it is performed. Second, if some tasks demand teams
of two or more workers, the chart will reveal the
feasibility or otherwise of the plan in terms of the
number of workers available, rather than solely in
terms of total labour time, as with tatular budgets
(Hardaker, 1967).

DRAUGHT ANIMALS AND MACHINERY

In some circumstances farm plans may be con-
strained by the availability of draught animals or
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particular items of machinery or equipment, such as
tractors, ploughs, harvesters or stores. Methods of
planning the use of such constraining resources are
exactly parallel to the methods described above for
labour budgeting, i.e., the demands on the resource
for a given farm plan must be estimated and
matched against the estimated supply. For draught
animals and items of field equipment, demand and
supply ¢an be measured in hours, while for such
items as grain stores or livestock pens, other units
of capacity, such as volume or floor area, will be
appropriate. Again, as for labour budgeting, sea-
sonality may need to be considered, and if surplus
or deficit capacity is identified, partial budgeting pro-
cedures may be applied to determine what adjust-
ments to the farm plan might profitably te made.

LIVESTOCK FEED

On livestock farms, two related planning problems
must be resolved simultaneously. It is necessaty to
decide what number of the different classes of live-
stock should be kept, and it is also necessary to
decide what steps should be taken to provide feed for
the stock. The latter question involves such issues
as what fodder crops to grow. what feed conservation
measures to adopt and what feed supplies to buy.

As with other resources, livestock feed budgeting
involves matching supply and demand, again ac-
counting for seasonality as appropriate. The dif-
ference in this case is that supply may not usually
be regarded as fixed. Both feed requirements and
feed availability depend on the levels of activities in
the farm plan. Thus, for example, a feed deficit can
be made good either by reducing the level of some
livestock activity, or by increasing the level of some
feed producing activity. However, bearing this dis-
tinction in mind, the same budgeting procedures can
be applied in feed budgeting as in budgeting other
resources.

A number of alternatives exist in the choice of
units of measurement for feed budgeting. For grazing
livestock, when the range of options in regard to feed
soyrces is limited, planning can be based on phys-
ical quantities of the main feedstuffs, i.e., hectares of
grazing, tons of hay, etc. However, if alternative
feeding regimes are to be ronsidered, some common
unit of measurement is needed. Unfortunately, nu-
tritional requirements of livestock are complex, in-
volving several different nutrients, so that no one unit
can be wholly satisfactory. Nevertheless, experience
shows that adequate feed budgets can generally be
constructed using metabolizable energy (ME) as the
common denominator. Feeding standards are avail-
able from which the ME requirements of stock can
be calculated (Rickards and Passmore, 1971; ARC,
1975). These standards attempt to take account of
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Figure 4.6. An example of a labour chart for a mixed cropping farm (Wallace and Burr, 1963).

the size of the animals, their rate of growth, level of
production, etc. Similarly, published data are avail-
able giving the ME content of commonly available
stock feeds. Applying such data to information on
the yields of grazed crops or quantities of feed
provided allows the ME supply to be calculated to a
generally adequate level of approximation.

Because units of energy such as calories or joules
are not familiar to farmers and their advisers, it is
sometimes found convenient to convert ME measures
into “stock equivalents”. For example, a cow equiv-
alent would be the amount of ME required by a
cow at a defined level of production over a given
period. The type of animal chosen as the basis of
the stock equivalent system can be varied according
to the predominating class »f stock in a region. The
system facilitates use of estimates of stock carrving
capacities of pastures and fodder crops expressed in
animals per unit area, e.g., 6 cows/ha.

With livestock such as pigs and poultry, when the
animals are kept under an intensive system and are
not permitted to forage, feed requirements cannot
be adequately represented in terms of ME alone.
Other nutrients, such as essential amino acids, min-
erals and vitamins, must also be considered. Rec-
ommended standards for the provision of these nu-
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trients are available (e.g, ARC, 1975) and the
planning task becomes one of sclecting a mixture of
ingredicnts from the range available so as to meet
the recommendations at least cost. While trial-and-
error budgeting methods can be used for this purpose,
the problem of selecting least-cost diets is well suited
to solution by linear programming (LP). The use
of Lp for farm planning is discussed briefly later
in this chapter. For a discussion of the application
of the method to least-cost diet formulation, see
Dent and Casey (1964).

WORKING CAPITAL AND CREDIT

As agriculture is transformed from a subsistence
to a commercial orientation, capital constraints tend
to become increasingly important. Planning in this
regard relates to the seasonal patterns of cash pay-
ments and receipts. It is necessary to establish that
cash will be available as and when required for
family living expenses and to purchase the inputs
required for the implementation of a given farm plan.
If payments cannot be met from the farmer’s pre-
vious income, credit will be needed. Planning then
involves establishing that credit needs are within the
borrowing limits imposed by lenders or by the




Table 44 EXAMPLR OF A SHORT-TERM CASH FLOW BUDGET

Period
Item
Feb-Mar Apr-May June-Jly Aug-Sept QOct-Nov Dec-Jan
%)

Receipts .
Banana sales 256 155 116 139 221 279
Cassava sales — — _ 117 212 128
Copra saies 11 6 16 27 24 21

Total receipts (A) 267 161 132 283 457 428

Pagyments
Fertiiizers 36 — 24 —_ 24 —
Sprays 12 12 12 12 12 12
Contract services 16 5 — — 10 —
Paid labour 180 48 —_— —_— 23 35

Total payments (B} 24 65 36 12 69 47
Farm net cash flow (A-B) 23 96 9 271 388 381

Less household payments 106 106 113 93 97 135
Surplus (+) or deficit (—) —83 —10 —17 +178 +291 +246

Finance budget
Opening balance 0 —83 —95 —114 +62 +353
Less interest accrued 0 -2 -2 -2 0 0
Less deficit brought down —83 —10 —17 0 0 0

Subtotal —83 —95 —114 —116 +62 +353
Plus surplus brought down 0 0 0 +178 291 +246
Closing loan balance —83 —95 —114 +62 4353 +599

farmer’s own attitude to debt, and that interest and
principal payments on borrowings can be met from
projected income flows.

The main planning tool used to account for capital
and credit constraints is the cash flow budget. This
is a statement of projected payments and receipts
associated with a particular farm plan. It is normally
constructed on a period by period basis with cash
balance being accumulated over the whole period of
the budget. The planning horizon used and the
length of the periods coiisidered within that horizon
vary according to the purpose of the budgetary
analvsis.

Short-term cash flow budgeis are normally con-
structed over a twelve-month planning horizon with
the intermediate cash balance computed at monthly
or bimonthly intervals. Such budgets are useful
for analysing the seasonal use of cash and credit. An
example of a short-term cash flow budget on a bi-
monthly-period basis is provided in Table 44. As
the table shows, net cash surplus or deficit is cal-
culated for each period. Then, in this case, since
borrowing is necessary, the cash surplus is transferred
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to a finance budget, wherein the level of indebtedness
is computed on a period by period basis.
Medium-term cash flow budgets are constructed
in an exactly similar format to short-term budgets,
but normally extend over a planning horizon of
about three or four years, with divisions into perhaps
quarterly or half-yearly periods. Medium-term btud-
gets are appropriate when some change in farm or-
ganization or method which will take a few years
to be fully implemented is contemplated. Such bud-
gets are also relevant when a farm loan is advanced
that will be repaid over the period of a few years.
Long-term cash flow budgeis relate to a planning
horizon of about ten years or more. Again, the bud-
get format is as for short-term budgets, with totals
being accumulated for annual periods. The main
role of long-term cash flow budgets is in planning
farm development, as describbied in Section 4.7 below.

FAMILY FOOD NEEDS

Small farms are generally (but not universally)
characterized by a strong subsistence orientation.



Commonly, a significant proportion of family food
needs is produced on the farm. Thus the general
level of health and welfare of the members of the
farm family may be strongly dependent on the degree
of success achieved in farm food production. Often,
rural development programmes, of which farm man-
agement studies may form a part, have among their
objectives the goal of raising the standard of nutritior
of rural people. For these kinds of reasons, any
farm management analysis dealing with small farms
needs to give very careful consideration to the na-
ture and extent of crop and livestock production for
domestic use.

In principle, the nutritional aspects of planning
family food needs are very similar to the consider-
ations discussed above in relation to planning feed
supplies for farm animals, and the same planning
methods can be used. Thus it might be possible to
specify family food needs either directly. in terms
of so many tons of rice, kilograms of beans,
litres of milk, ete. Alternatively, food needs may
be specified indirectly using recommended nuirtticnal
standards (Passmore et al., 1974). Family food ir.
take can then be planned using the quantitics of the
different foodstuffs consumed and the compes:iiim
of each in terms of essential nutrients. In :-r-
forming such calculations it is, of course, necessary
to consider losses of nuirients in storage, preparation
and cooking. It may also be neccessary to consider
the distribution of foods among the members of
the household. For example, voung children nced
diets with a higher protein content than adults and
the fact that therc is enough protein available in
aggregate for all members of the housechold does not
necessarily ensure the allocation of enough high
protein foods to the children. A programme of nu-
tritional education may be an essential co-requisite
of any scheme to improve the availability and qual-
ity of food supplies to farm families.

An important difference between planning human
nutrition and planning animal nutrition is that for
people it is necessary to take accouni of dietary
preferences and customs. For example. if rice is the
strongly preferred staple, a farm plan based on
wheat as the main energy source will not be ac-
ceptable.  Similarly, most people look for a degree
of diversity in their meals, so that this aspect must
also be allowed for in planning. Some degree of
diversity of diets may be achicved by the purchzse
of certain food items that it is not possible or
profitable to produce on the farm. In relatively few
parts of the world do small farmers nowadays achizve
total self-sufficiency in foodstuffs. Thus in evaluating
the adequacy of a given farm plan in terms of its
capacity to meet family food neceds, it will usually
be necessary to also consider the availability of cash
for food purchases. This aspect has already been
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reviewed above in relation to working capital and
credit constraints.

INSTITUTIONAL, SOCIAL, CULTURAL
AND PERSONAL CGNSTRAINTS

Planning constraints falling into this class are so
varied that it is difficult to say much that is spe-
cific about them.

Institutional constraints include such things as pro-
duction or marketing quotas, which must otwviously
be taken into account in farm planning. Similarly,
there may be institutional restrictions on the avail-
ability of certain inputs such as fertilizer, which again
will have an important impact on planning. In cir-
cumstances where a farmer or group of farmers is
supplying a very small markct, there may be no
quota limiting sales, but the price reccived may
depend upon the amount of production marketed.
Planning must then account for the change in price
to be eapected as the volume sold is varied. Because
Sf 1k~ estimational diffienliias involved, it is fortu-
aate i at such sitvations are rarely encountered in
niall faniming.

Sorial, cultural and personal consiraints are usually
fess clearly defined .-an are institutionai constraints.
Gioup pressures, cultural or relicicus taboos or obli-
gations, and the personal attributes, beliefs and pref-
erences of the farm decision maker can all have
important influences on choice of farm organizalion
and production methods. In so far as farm planning
is concerned with change, some confrontation with
traditional views about farming is almost inevitable.
The difficult task that the planner faces is to decide
which of the constraints in this class can be ignored
and which must be accommodated. It is almost a
truism that, if all existing constraints, real or imag-
ined, are accepted in farm planning, the best plan
that can be found will be no different from the
existing one. Progress can be made in planning only
if the means can be found of convincing farmers
that factors that have until now inhibited change can
be circumvented or overcome. On the other hand,
farm plans, however technically and economically
sound. that requirc radical reform of the existing
system may well be totailv unacceptable to the
farmers who are expected to adopt them.

The key to the solution of the planner’s dilemma
described above lies, first, in a careful analysis of
all relevant aspects of the farming system, followed
by an education programme. By carzful collection
and analysis of data, the planner must initially sat-
isfy himself that an improved system caa be de-
veloped that is feasible and that will raise the stan-
dard of living of the farm family. Then, working
gither directly with his client farmer, or through
the extension service, he must convince the farmers




of the practicability and advantages of the proposed
changes. However, the planner must always keep
it in mind that, ultimately, the decision to change,
or not to change, rests with the farmer. It is farmers
and their families, not the planner, who mast bear
the consequences of any decisions. Hence, nobody
else can, or should, make such decisions for them.

4.5 Farm programming and systems simulation

The so-called “programming approach” to farm
planning is directed toward the selection and com-
bination of crop and livestock activitics into a farm
plan that is at once optimal, in the scnse that it maxi-
mizes a defined objective, and also is consistent with
the relevant constraints of the kinds discussed in
the prcceding pages. The objective usually consid-
ered is total gross margin (tGM). The programming
approach constitutes a particular type of farm system
simulation which, however, may also be conducted
in other ways.

A number of methods bhave teen developed to
implement the programming approach. They can
be classified according to their degice of formality.
At one end of the scale lie the almost .'holly in-
tuitive gross margin budgeting methods, while ai the
other extreme are the compuler-based methods such
as linear programming. Various simplified pro-
gramming approaches are located in the middle,
conibining formal rules with a large element of
judgement. Simplified programming provides a con-
venient vehicle to illustrate the programming ap-
proach.

SIMPLIFIED PROGRAMMING

Simplified programming (sp), also called pro-
gramme planning, is a method of selecting a farm

Table 4.5 INITIAL TABLE FOR

plan in which the required calculations are per-
formed by hand (perhaps with the aid of a calcu-
lator). For this reason, the application of the method
is confined to relatively simple planning problems,
involving only a few activities and constraints. If
the real planning problem involves many activities
and constraints, as is usually the case, the planner
must use his judgement to eliminate all but a few
of the activities and to restrict the constraints to be
considered to a few crucial oncs. If this involves
too great an abridgement of reality, sp may have
to give way to the computer-based technique of linear
programming to be described later.

In sp, the activities are selected and incorporated
inte trial farm plans according to certain riies.
There are several variants of thz mcthod involving
different rules (see, c.g., Clarke, 1962: McFarquhar,
1962; Weathers, 1964; Rickards and McConnell,
1967). None of the rules ordinarily used can be
guaranteed to yield a plan that is optimal in the
strict sensc of earning the highest possible TaM. It
follows that all sp methods require the planner to
apply the selection rules with judgement, varving
them as scems desirable.

The starting point for the application of sp is an
initial table showing the activitics to bz considered,
the gross margins per unit of these activities, the
resource constraints to be accounted for, and the
demands placcd on these resources per unit level of
cach activity. Activity maxima and’or minima will
also be noted. An initial table for an example
problem is illustrated in Table 4.5.

Table 4.5 comprises the initial table for a 30 ha
mixed cropping farm. The activities considered are
cotton, tomatoes, beans, wheot, barley and rye.
Constraints are land, rotational constraints restricting
cereals (i.c., wheat, barley and rve) to 22.5 ha and
wheat 10 15 ha, and labour in five scasonal periods.
Cotton is limited to 3 ha by a production quota and

SIMPLIFIED PROGRAMMING EXAMPLE "

Labour
Activity n?.::’:isn Land (_;:2‘;:.::[ Maximum activity level
) I 11 IIT v v
(3/haj (ha) (ha) (man-days)

Cotton 450 I — 15 4 13 — 35 Quota: 3.0 ha
Tomatoes 540 1 - 4 30 174 - 15 Labour 1I: 3.0 ha
Beans 160 | — 1 1 6Y k37 — Market: 6.0 ha
Wheat 320 1 1 14 1 -- 2 4 Rotation: 15.0 ha
Barley 230 t 1 214 1 — 2 3 Cereal limit: 22.5 ha
Rye 200 1 1 2y 1 — 2Y 3 Cereal limit: 22.5 ha
Available
resource: 30.0 225 134 ité 100 124 156

* The data shown are imaginary.
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tomatoes and beans are limited by restricted local
markets to 4 ha and 5 ha respectively. The bottom
line of the table shows the amounts available of land
and labour in the five periods, while the ecolumns
above these resource supplies show the requirement
of each resource type per hectare of each . ctivity.

The first step in the particular sp method to be
illustrated is to determine the maximum feasible
level for each activity. Thesc maxima are shown
on the righ-hand side of the table. The values shown
are determined for each activity as the minimum of
the individual activity limit and the most limiting
resource constraint for that activity. For example,
in the case of tomatoes, the marketing limit is 4 ha
but the activity is limited by the labour constraint
in period II to 116/39 = 3.0 ha. The latter therefore
becomes the effective maximum for the tomato activ-
ity. The sources of the maxima for the other activ-
ities are reasonably obvious.

The next step in the sp method is an important
one since it can lead to a considerable saving in
arithmetic. The activities and constraints should
be examined to sec whether any can be climinated.
For example, study of Table 4.5 reveals that barley
will always be preferred to rye since it has a higher
gross margin per hectarc and imposes the same or
smaller demands on farm resources. Thus, rye is
“dominated” by barley and can safely be omitted
from further consideration.

In a somewhat similar manner, it can be shown
that some of the constraints can be dropped. For
example, in labour period I, the maximum possible
utilization of labour can be calculated by selecting
the most labour-demanding activities in turn to their
maximum levels. The period I labour required under
such an extreme farm plan is calculated as: cotton,
3 X 15 man-days; plus tomatoes, 3 X 4 man-days:
plus barley, 22.5 x 2.4 man-days; plus beans,
115 % 1 man-days: or under 115 man-days in total,
compared with 134 man-days available. In other
words, labour in period I can never be limiting and
the constraint is redundant. Similar considerations
reveal that the labour constraints in periods 1T and
IV are also redundant.

The next step in the sp method is to rank the
undominated activities according to the gross margin
of cach per unit requirement of ‘each resource. The
purpose of this ranking is to provide a basis for
subsequent selection of activities during the planning
phase. The ranks for the reduced example problem
are shown in Table 4.6. Thus, tomatoes exhibit the
highest gross margin per hectare and so are ranked
first in relation to this resource, followed by cotton,
and so on. In regard to the labour constraints, gross
margins per man-day are fourd by dividing the
gross margins per hectare by the corresponding
man-day labour requiremecnts per hectare.

64

Table 4.6 TABLE OF PRANKED GROSS MARGINS PER UNIT
RESOURCE REQUIREMENTS IN SIMPLIFIED PRO-
GRAMMING EXAMPLE

Gross margin per unit®
Activity
Land | §e™8! | Labour 1T | Labour V
(3)
Cotton 450(2) | o ®(1=)] 113 (4) 13(5)
T- “natoes 540 (1) | oo (I1=) 14 (5) 36 (4)
Beans 160(5) | oo (1=) | 320(1=)]| o (D)
Wheat 320(3) | 320(2) | 320(1=)| 8O(2)
Barley 230(4) | 230(5) | 230(3) 77(3)

s Ranking is glven in parentheses.
b Infinity.

Activity selection is now carricd out by choosing
one of the resources as a key constraint. Activities
are then selected and inciuded in the trial plan
according to the rank of their gross margin per unit
of this constraint. It does not matter very much
whether the resource initially selected as a key
constraint is in fact limiting. since subsequent anal-
ysis will reveal whether or not this is so. Moreover,
it is unusual for there to be only onc limiting re-
source, so that it is sensiblec to repeat the activity
selection procedure using different assumptions about
which constraint may be regarded as the key one.

In our example, we will begin by assuming that
land is the kcy limiting constraint. Tabtlc 4.6 shows
that tomatoes arc ranked first in regard to land pro-
ductivity.  This activity is therefore incorporated
into the trial farm plan to the maximum extent pos-
sible, i.c.. 3.0 ha. The efTects of this selection on the
toM and on the resource balances are calculated in
Section A of Table 4.7. Inspection of the table after
inclusion of tomatoes into the first trial plan shows
that all the period II labour is used up. (In fact,
there is a small deficit of 1 man-day) As can be
scen from Table 4.5, therc is no activity with zero
labour needs in period II, so that further selections
are not possible. The trial plan including only to-
matoes is designated “Plan A” in Table 4.7.

The activity selection procedurc can now be re-
peated using a diffcrent constraint as the basis of
selection. Since labour in period II proved limiting
in Plan A, selection according to this constraint
secems sensible. Tablec 4.6 shows that beans and
wheat tie for first place in 1crms of gross margin per
man-day of pericd II labour. Both activities can
te incorporated into the second trial plan to their
maximum levels. Section B of Table 4.7 shows that
no constraints are yet limiting, and activity selection
can proceed down the list to the third-ranked activ-
ity which is barley. Barley can be included in the




Table 4.7 AcTtviTYy SELECTION FOR SIMPLIFIED PROGRAMMING

EXAMPLE
Selecuon TGM | Land |Gereal | Labour| Labour
({man- | (man-
A. Select by am/ha 300 | 225 | 116 156
1. Tomatoes to la-
bour II
limit: 3.0 ha 1620 3.0 00 | 117 45
PLAN A 1620} 27.0 | 225 | —1 111
B. Select by GM/man-
day of labour 11 300 | 225 | 115 156
1. Wheat to rota-
tion
limit: 150 ha } 4800 i50 | 150 15 60
480! 150 75 | 101 96
2. Beans to mar-
ket
limit: 6.0 ha 960! 6.0 0.0 3 0
§760| 9.0 1.5 98 96
3. Barley to cereal
limit: 7.5 ha 1725| 1.5 1.5 757 225
7485 1.5 0.0 90.5| 73.5
4. Cotton to land
limit: 1.5 ha 675| L5 0.0 60} 525
PLAN B 8§160| 00 0.0 845 210

trial plan to the limit of the cereal cropping constraint,
leaving enough of the other resources to permit 1.5 ha
of cotton, which is next in rank order, to be included.
The result is Plan B in which all the land is used
and the cereal cropping limit reached, but with
surplus labour remaining in periods I and V.
Further trial plans could be developed selecting
on the basis of gross margins per unit of the cereal
limit or of labour in period V. However, period V
labour has not proved limiting in the analyses so
far, so that it seems uniikely that selecting on this
basis will be very rewarding. The cereal limit is
only relevant for wheat and bariey and Plan B al-
ready includes both these crops, with priority having
been given to wheat which is ranked the higher of
the two in terms of the cereal constraint. For these
reasons, further selections based on returns to the
other constraints do not seem to be appropriate.
Of the two plans so far developed, Plan B with a
TGM of $8 160 is clearly superior to Plan A which
has a TGM of only $1 620. However, before Plan B
is accepted as the best that can be found, it is nec-
essary to review the opportunities for substitution
of activities at the margin of this plan. Land and
the cereal limit are the two constraints that are oper-
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ational in Plan B. Table 4.6 shows that tomatoes
rank first in terms of return to these two constraints.
The activity in Plan B ranked lowest in regard to the
same two constraints is beans, and it is evident that
more profit could be made by reducing the area
ccmmitted to beans, substituting tomatoes. The
extent of the possible substitution is restricted to
1.5 ha, at which stage all available labour in period
V would be used up. The effects of making this
substitution are shown in Table 4.8 in ths shape of
Plan C.

By similar reasoning to that used io justify re-
placing beans with tomatoes, it can be shown that
Plan C can also be improved by substituling tomatoes
for cotton. Substitution to the extent of 0.75 ha is
possible, when period I labour becomes limiting. The
result is Plan D, showing a TGM of $8 797, and
comprising:

ha

Wheat 15.0

Beans 4.5

Barley 7.5
Cotton 0.75
Tomaltocs 2.25
Total 30.00

While Plan D cannot be said to be optimal (and in
fact is not), there are no obvious opportunities for
furthcr marginal substitution of activities to increase
the TGM. This plan is therefore adopted as the
end-point of the sp procedure.

Table 4.8 MARGINAL SUBSTITUTION IN THE SiMPLIFIED PRO-
GRAMMING EXAMPLE

Ce-
Substitution TGM | Land | real L:\})lour La!;/nur
limit
(8} | (ha) |rha)!(man-| (man-
days) | days)
PLAN B 8160 00} — | 845 210
Remove 1.5 ha beans:
(4.5 ha rcmaining) —240;+15| —- | +08 0.0
7920| +15 1 --- 85.3 2i0
Add 1.5 ha tomatoes +810|—1.5 § — 59.5 22.5
PLAN C 8730| 00| — | 258| —1.5
Remove 0.75 ha cotton:
(0.75 ha remaining) |—338| +0.75| — | +3.0|+105
B392| 0.75] — | 2838 103.5
Add 0.75 ha tomatoes
ttotal 2.25 ha) 405 0.75f — | 293 1.3
PLAN D 8 797 0.00j — 1 —05 922




As already noted, the particular sp procedure
described and illustrated above is but one of many
variants of the method. For exaniple, the criterion
used to select the activity to be included in the trial
plan at any stage may be varied. Orne alternative is
to select not the activity showing the highest gross
margin per unit of a key constraint, but rather the
activity which, when included in the trial plan,

yields the greatest absolite increment in TGM.

Other variants of the sp method place more em-
phasis on intuitive procedures, with the planner using
his judgement about the order of selection of activi-
ties, and also about the extent to which a particular
activity should be introduced into the plan.

A particularly simple version of sp is known as
gross margins planning. In this method, activity se-
lection proceeds on the basis of one key constraint,
usually land. However, the feasibility of the plan in
terms of other constraints is evaluated only subjec-
tively as the plan is developed. Thus, resource bal-
ances for these other constraints are not calculated
at each stage. However, when a tentative farm plan
has teen arrived at, its feasibility in terms of other
constraints may be checked by doing the necessary
extra calculations. If the plan proves not to be practi-
cable, it would then be modified as necessary.

One advantage of sp, compared with some other
programming methods_discussed below, is that no
computer is required. Moreover, within the limita-
tions of the small numbers of activities and con-
straints that can be considered. the method can
usually be guaranteed to give a plan that is at least
close to the optimum. Formal rules are availatle
to guide the inexperienced planner, while the more
skilled analyst can usc his judgement to ensure that a
satisfactory plan is quickly determined.

The disadvantages of the sp method are that it is
relatively time-consuming to perform all the required
calculations, whilec -— at leust in theory — the plan
obtained may be far from the true optimum. Be-
cause of the tedious arithmeiic involved, the num-
bers of activities and constraints that can be accom-
modated are strictly limited. Tn consequence, the
sP planning model may be a very poor representation
of the real farm situation. Moreover. in sp, it is
quite difficult to take account of interrelationships
between activities, such as between pasture and live-
stock activities. By contrast. these types of rela-
tionships can be handled formally within the frame-
work of computer-based programming approaches.

LINEAR PROGRAMMING

Linear programming (LP) is a computer-based
procedure that can be used for farm planning. With-
in certain limitations to be described below, Lp leads
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to the selection of that mix of activities which max-
imizes TGM.

The initial information required for the application
of Lp is a table or matrix somewhat similar to that
shown in Table 4.5 for the sp method. That is to
say. the initial matrix will include all the available
activities with their gross margins per unit and all the
constraints on these activities. For each constraint,
the level of the constraint will be shown, as will the
per unit requirements of {cr contributions to) that
constraint for each activity.

Because the calculations are performed by com-
puter. it is usually possible to include as many activ-
ities and constraints as seem appropriate to rep-
resent a given farm situation. Thus, initial matrices
of the order of 50 or 60 activities and a similar
number of constraints are quite common and much
bigger matrices, involving even hundreds of con-
straints and activities, are not unusual.

The data for the initial matrix are fed into a com-
puter that is programmed to perform the required cal-
culations leading to the optimal activity mix. The
method of calculation emploved is somewhat similar
to that illustrated for sp. excent that the procedures
for marginal substitution of activities are appreciably
enhanced. A modern. high-speed computer can
usually compiete the calculations for a realistic prob-
lem in a few minutes. Tt would be virtually impos-
sible to perform the same amount of arithmetic using
an ordinary calculator in a reasonable time. More-
over. if the calculations were to be done by hand,
the risk of error would be considerable. In con-
trast, 2 computer can be regarded as almost wholly
reliabie provided (a) that it has been correctly pro-
crammerd and (b} that the correct data are provided
as input.

It is not possible in this manual to give a compre-
hensive treatment of the use of linear programming
for whole-farm planning. The topic is extensively
treated elsewhere (e.z., Headv and Candler, 1958;
Hardaker, 1978; Young and Rickards, 1978). The
treatment here is therefore confined mainly to a
discussion of the advari.ges and disadvantages of
Lp and related techniques for farm management re-
search purposes.

The main advantage of 1pr for farm management
research stems from the great power of modern com-
puters to process large amounis of data efficiently.
While the optimizing characteristic of LpP is an im-
portant advantage over sp, a much more important
consideration is that the Lp model can be made as
large as seems appropriate, without worrying about
the resulting compuiational burden. Moreover, me:st
Lp computer programmes provide facilities for <.
cient processing of variants of the basic model .3
means that the cffects on the optimal plan of .-:ig-
ing key assumptions about prices, yields, or other
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rates of performance can be speedily investigated.
Some Lp packages incorporate parametric routines
whereby selected coefficients in the initial matrix may
be varied continuously over some chosen range and
all relevant solutions in that range ~ _ited out.

LP also generates additional useful economic in-
formation about the optimal solution. For example,
the marginal value product of each scarce resource is
computed. This information is often uscful in in-
dicating where effort should be directed to relax
operational constraints. Similarly, the marginal op-
portunity cost of each activity excluded from the
optimal solution is generaied by Lp. This measure
indicates the extent of improvement needed in the
gross margin of each excluded activity before it
could compete for a place in the optimal solution.
Again, important policy implications may sometimes
te drawn from such information.

By way of a simple illustration, the LP solution to
the sp problem set out in Table 4.5 is shown in
Table 4.9. It can be seen that the total gross margin
of the optimal solution is somewhat better than
that obtained by sp (viz., $8 904 as compared to
$8 797 from Plan D of Table 4.8), illustrating the ad-
vantage of the optimizing nature of Lp. Moreover,
as shown in Table 4.9, some supplementary infor-
mation is provided in the Lp solution — e.g., the
computer output on the ranges of the gross margins
of the individual activities for which, other things
remaining unchanged, the optimal plan remains con-
stant. Such information is useful in assessing the
stability of the solution in the face of possible
changes in costs or prices. These ranges are given
for both the activities in the solution (i.e., the basic
variables) and for the activities excluded from the
optimal plan (ie., the non-basic variables). Thus,
other things remaining constant, the gross margin
for cotton (currently $450/ha) could vary between
$194.54/ha and $974.72/ha without its optimai level
moving respectively to something less than or more
than 1146 ha. Conversely, other things remaining
unchanged, rye would necd a gross margin of
$230/ha (compared to.its current level of $200/ha)
before it would enter the optimal plan. The impor-
tance of the constraints binding the solution can
also be assessed from the information on marginal
value products. These results show the gain in TGM
to be obtained from a marginal unit addition to the
level of each individual comstraint, again other fac-
tors remaining unchanged. Such information may
be valuable in evaluating the feasibility and profit-
ability of relaxing particular constraints.

The chief disadvantage of Lp is the need for access
to a computer. Often, a computer will not be avail-
able close at hand. Long delays and frustrations are
likely if data must be sent away for processing.
Moreover, self-evidently, a computer can cnly process

67

Table 4.9 LP soLuTioN T0 SP PROBLEM OF TABLE 4.5

GM range over which
remain basic
Basic variables ® Level ®
Lower limit Upper limit
(ha) {$/ha) {$/ha)
Cotton 1146 194.54 974.72
Tomatoes 2227 284.29 3 350.00
Beans 4127 4.65 208.02
Wheat 15 000 237.59 open
Barley 7 500 200.00 312.40
Non-basic variables GM to enter
Rye $230.00/ha

Bindir'; constraints Marginal value product

Land $156.54/ha
Cereal limit $43.76/ha
Labour 11 $6.91/man-day
Labour V $7.59/man-day
Rotation $82.40/ha

Non-binding constraints Surplus units

Labour 1 62.53 man-days
Labour HI 70.34 man-days
Labour 1V 64.55 man-days
Market 1.87 ha
Cotton quota 1.85 ha

* Basic variables in the LP solution are those activities which
cn(cr the optimal farm plan.

® These activity levels taken at the respective gross margins of
Table 4.5 indicate the optimal plan has a TGM of $8 904,

the data presented to it. If the input data are in-
correct or inappropriate, the answers obtained will
also be wrong. It is easy to underestimate the consid-
erable amount of work involved in constructing a
medium-sized 1.p matrix and in transcribing the data
for computer vrocessing.

The utility of Lp for farm management research
may be limited in some circumstances by the as-
sumptions on which the techrique is based (though
it must be noted that the same assumptions gener-
ally apply to SP). As its name implies, Lr embodies
an assumption of linearity in the calculation of
TGM and total requirement of any resource for a
given plan. Omne implication is that constant returns
to scale are assumed to apply for each activity, which
may not always be a reasonable assumption. How-
ever, where non-linearities are held to exist, it may
be possitie to represent these adequately as a number
of linked linear segments. For a more comprehen-
sive review of this topic, see Hardaker (1978).




A more setrious consequence of the linear character
of Lp is the implication that all activities and re-
sources are infinitely divisible. This aspect of Lp
can lead to some unsatisfactory features in optimal
solutions. There may be no difficulty in suggesting
to a farmer that he should sow 1.53 ha of wheat,
but it is obvicusly not sensible to suggest that he
should keep 1.53 cows or buy 1.53 tractors. Usually
these difficulties in LP solutions can be overcome by
additional computing. For example, it would be
possible to test the relative profitability of a farm
plan witn either one or two cows, or one or two
tractors, but these additional calculations increase
the cost and the amount of work involved in using
LP. Although special integer programming methods
have been developad to handle these difficulties di-
rectly, integer programming routines are less widely
available than those for Lp and are more difficult
and expensive Lo use.

A further major limitation of the Lp method is
that it is based on the assumption that all planning
cocfficients are single-valued, implying that, at least
in ordinary use, no account is taken of risk. If risk
is important, which is usually the case in small farm
production, this limitation is scrious. However, as
outlined in the next section, various programming
methods have been developed to take some account
of risk in farm planning.

RISK PROGRAMMING

As in the case of Lp, a comprehensive review of
risk programming methods in agriculture is outside
the scope of this manual. For a morec complete
discussion of some of the methods outlined below
and for an introduction to the literature, see An-
derson, Dillon and Hardaker (1977, Ch. 7).

Risk programming methods may be appropriate
for farm planning when vyields, prices or other
planning coefficicnts are appreciably uncertain. The
importance of such uncertainty is enhanced in small-
farm planning by the generally accepted fact that
most small farmers are risk averse. Thus their choice
of a farm programme is likely to be strongly in-
fluenced by uncertainties in their planning environ-
ment, particularly since they are generally poor and
have no reserves of wealth to fall back on.

A variety of risk programming methods have been
used in agriculture. These methods can be distin-
guished in several ways. An important distinction
is between those methods that account for risk in
the activity gross margins, and those that account
for risk in other planning coefficients. Methods of
the first type are better developed and more widely
applied than are methods of the second type.

The most comprehensive method of accounting for
risk in activity gross margins is by use of quadratic
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risk programming. In this method a matrix is
assembled representing the variances and co-vari-
ances of the activity gross margins. This variance-
co-variance matrix is then attached to an initial farm
programming matrix as would be used for Lp, and
the augmented problem is solved by quadratic pro-
gramming. This is a computer-based procedure
which allows the variance of the total gross margin
to be minimized subject to the usual farm constraints,
and also 1o a constraint on the average or expected
value of the TGMm. The latter constraint can be
varied over its feasible range so that quadratic risk
programming leads to the generation of the complete
set of solutions, each of which represents a point of
minimum variance of TGM for a given level of ex-
pected TGM.

It follows from the above that application of the
quadratic risk programming method is based on the
reasonable assumption that farmers are generally risk
averse. The optimal plan for a particular farmer
can be selected from the set of solutions in the so-
called mean-variance or (E, V)-efficient set of farm
plans, generated as indicated, according to the in-
dividual farmer’s attitude to risk (Anderson, Dillon
and Hardaker, 1977, Ch. 7).

An example of an (E, V)-efficient set is shown in
Figure 4.7. For each point on the curve, the so-
lution procedure would indicaie the farm plan to be
followed. Three points on the sct arc indicated cor-
responding to the plans that might be preferred by
three farmers with different attitudes to risk.

Computer routines for quadratic risk programming
are not widely available and are less highly developed
than are those for L. Mainly for that reason, sev-
eral attempts have been made to use Lp approxima-
tions to the quadratic risk programming approach
to farm planning with risky activity gross margins
{Anderson, Dillon and Hardaker, 1977, Ch. 7). Per-
haps the best adapted of these methods for planning
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small farms is MOTAD programming. MOTAD is an
acronym for minimization of total absolute devia-
tion. Additional constraints are added to an ordi-
nary LP matrix to estimate the absolute deviation of
the TGM of any selected plan (Hazell, 1971). This
measure of risk is then minimized subject to the
usual constraints and to a constraint on expected
TGM that is varied parametrically over its feasible
range. By this means a set of solutions is gencrated
that approximates the (E, V)-efficient set. An ex-
ample of the application of MOTAD to planning small
farms in India is to be found in Schluter and Mount
(1976).

The second type of risk programming problem
distinguished above embraces those problems in
which resource stocks or resource requirements per
unit level of the activitics are risky. Problems of
this kind are inherently much more difficult to solve
because an optimal farm plan cannot usually be spec-
ified unconditionally. The levels of at least some
farm activities must usually be specified as functions
of risky planning coeflicients whose actual values do
not become known until after some initial decisions
have been made and some resources committed.
Methods of stochastic programming, including
chance-constrained programming, have been ad-
vanced as means of at least approaching problems of
this kind. The approach known as discrete stochastic
programming (Cocks, 1968; Rae, 1971a,b) is prob-
ably the best method so far developed but has the
disadvantage of requiring a very large initial matrix
to give even an approximate solution, so that it is
expensive to apply. This and some alternative pro-
gramming methods to deal with risky resource con-
straints are reviewed in Anderson, Dillon and Har-
daker (1977, Ch. 7), and. because of their complexity,
will not be discussed further here. It may be said,
however, that farm planning problems with risky
constraints are still largely beyond the scope of the
available methods.

The problem of planning real farms with risky re-
source constraints cannot be ignored simply because
wholly satisfactory methods of analysis are not yet
available. Instead, the planner must do the best he
can within the limitations of existing methods. For
example, in both farm programming and farm bud-
geting studies, a common approach to risky resource
constraints is the use of “fat” and *“thin” coefficients.
To illustrate, if the amount of irrigation water avail-
able from a waterway system to a small farmer in a
particular season is uncertain, farm planning might
proceed by setting the availability not at the average
or expected amount of water, but at some lower,
more conservative level, such that there is a good
chance that the actual availability will exceed the
planned level. In consequence, the plan arrived at
should prove feasible under all but the most adverse
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water supply conditions. A planning cocfficient that
is reduced in this manner is called a “thin” coef-
ficient. Similarly, if the labour required for weeding
crops is risky, depending upon rainfall, planning
might proceed using coeflicients of labour requirement
that are “fat” in the scnse that they represent the
amount of labour nceded in a wet year. Again, the
resulting farm plan should prove feasible in all but
the wettest years.

The difficulty with the use of fat and thin planning
coefficients in this way is that there is usually no
means of knowing how large should be the “in-
surance factor” built into a particular coefficient. If
the factor is too great, farm plans will be unncces-
sarily restricted and opportunities for making good
profits in better than average years will be missed.
If the insurance factor is too small, on the other hand.
the plans developed could prove disastrously im-
practical in an unfavouratic year.

SYSTEMS SIMULATIONS

By farm system simulation is meant the mimicking
of the farm operation via some type of model. The
modcls used may vary from simple gencralized bud-
gets to detailed computerized one-off representations
of the complex interrelated biological, economic and
social processes making up a farm. As already
noted, farm programming proccdurcs constitute a
particular mod¢ of simulating farm performance so
as to decide on an appropriate farm plan.

Another simulation approach is that of Monte
Carlo programming (Carlsson, Hovmark and Lind-
gren, 196Y). This is essentially a budgeting proce-
dure. It has several advantages in the context of
small farm planning. First, it permits the ready use
of a complex objective function embodying several
dimensions (e.g., cash income and subsistence food
production). Second, integer constraints can be easily
included. Third, it can incorporatc risk considera-
tions (Anderson, 1975). An application of the method
to small farm planning is provided by Wardhani
(1976) and the availability of packaged computer
programmes (c.g., Donaldson and Webster, 1968;
Thompson, 1970; Anderson, 1976) makes it rela-
tively convenient to use.

As outlined by Anderson (1974), farm systems
simulation may also be carried out in many other
ways. Applications to small farm situations are
presented by Low (1975) and Zuckerman (1977).

4.6 Whole-farm budgets

Whole-farm budgets are drawn up to show the
anticipated consequences, in terms of selected mea-
sures of performance, of some proposed farm plan.




The plan may have been generated by sp, Lp, Monte
Carlo programming or by some more intuitive
method, perhaps as a simple adaptation of an
exisitng system on the particular farm or on some
other farm.

The budget is constructed on a whole-farm basis
to allow calculation of overall performance mea-
sures. It is usually measures of profitatility that are
of concern, such as net farm earnings, although cash
flow measures may also sometimes be calculated.

Whole-farm profit budgets are usually best pre-
pared in gross margin terms. Thus, the levels of
the farm activities and the gross margins per unit
level of each are used to calculate the TM. Then
fixed expenses (including interest) can be deducted
from the TGM to show the net farm earnings. This
last step is important since it is usually the maxi-
mization of net farm earnings that is the goal in
planning. Many farm planning procedures, including
most of the programming methods, are concerned
with maximizing TGM, within fixed resource con-
straints. Often it will be worthwhile to seeck means
of relaxing constraints that are found to be limiting
the choice of a profitable mix of activities. For
example, a limiting labour constraint can be re-
laxed by hiring another worker, but this policy will
obviously increasc fixed expenses. A whole-farm
budget can be used to test whether the increase in
TGM which the extra worker makes possible is suf-
ficient to more than offset the increased fixed ex-
penses.

In fact, there are four routes to increased net farm
carnings:

1. changing the activity mix to increase TGM
with fixed expenses constant;

2. changing the activity mix to incrcase TGM
with a lesser increase in fixed expenses;

3. reallocating resources so that fixed expenses
can be reduced with no reduction in TGM;

4. reallocaling resources so that fixed expenses
can be reduced with a lesser reduction in
TGM.

The first two methods imply a move to 2 more in-
tensive system, while the third and fourth methods
represent a shift toward a less intensive system of
production.  Under most circumstances, increased
farm profitability is usually most casily achieved by
intensification. However, when farm costs increase
or product prices decline, a reduction in intensity may
be indicated.

An example of a whole-farm profit tudget, drawn
up for the best farm plan found for the example
farm in the sp procedure of Section 4.5 above, is
illustrated in Table 4.10. The whole-farm budget
would be supplemented by activity budgets for the
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Table 4.10 AN EXAMPLE OF A WHOLB-FARM BUDGET FOR THE
BEST FARM PLAN FOUND BY SP

G Variabl T
Activity | AT | Srome | xpenes | rreat | Topm Sross
tha) | (§/ha) | (§/ha) | ($/ha) »
Tomatoes 225 825 285 540 1215
Cotton 0.75 610 160 450 338
Wheat 15.00 400 80 320 4 800
Barley 7.50 300 70 230 1725
Beans 4.50 215 55 160 720
Total 8 798
Fixed expenses )]
Labour 2533
Rent 1810
Machinery depreciation 590
General overheads 735
Interest 40
Total 5708
Net farm earnings $3090

crops included, showing the assumed yields, prices
and detailed variable expenses that make up the
calculated gross margins per unit of cach crop.

If appropriate, the whole-farm budget can be ex-
tended to calculate other measures of farm profita-
bility, such as return on total capital. Similarly, if
required, cash flow measures, such as farm net cash
flow, can be calculated. The calculations necessary
to arrive at these measures have alrcady been de-
scribed and illustrated in Chapter 3 and so will not
be considered further here.

4.7 Farm development budgeting

Development budgeting is appropriate when a
change in farm organization or methods is being
contemplated that will take somc considerable time
to implement. For example, development taudgeting
is appropriate when planning for the establishment
of long-term crops, such as oil palm or rubber, or
when planning to increase livestock production
through a stock breeding programme and pasturs im-
provement. Devclopment programmes of these kinds
usually generate relatively little cash during the early
stages of the programme. Consequently, budgeting
may be important to establish the amount of capital
or credit needed for it to be feasible for the pro-
gramme to be implemented. It may also be neces-
sary to assess the overall profitability of a particular
development scheme and to compare the costs and
benefits of alternative methods of implementation.




Development budgets can be used to make such
evaluations.

Development budgeting, almost by definition, in-
volves long-run planning, which is more difficult than
short-run planning because of the increased uncer-
tainties about prices, costs and rates of performance
in the more distant future. Plans laid now relating
to actions to be taken several years ahead are un-
likely to be implemented in exactly the way, and
with exactly the results, presently foreseen. Rather,
planning is better regarded as an adaptive process,
wherein current plans are used to guide current de-
cisions, but where longer-run decisions are made
tentatively, and only in the degrec of detail necessary
1o allow present decisions to be made. For this
reason, very detailed long-term development budgets
are generally not appropriate. Instead, such budgets
should be seen as a means of setting out, in a system-
atic way, an overview of the main technical and
economic features of the proposed development pro-
gramme, as cucrently foreseen.

The first step in development budgeting is to
establish a development target, i.c., to indicate what
it is expected will have been achieved at the end of
the planning period currently being considered. This
target need not necessarily correspond to the position
foreseen as the ultimate end-point of the farm de-
velopment process. Instead, it may represent a con-
venient goal, adopted for the purpose of the analysis.
Once this goal is attained, new plans could be laid
for the next development study. By this means,
unnecessary time and effort are not wasted in the
preparation of detailed budgets for highly teniative
plans relating to the more distant future.

Usually a useful step, once a target position has
been cstablished, is to draw up a rough and ready
budget to make an estimate of the profitability of
the target farm plan compared with the current
farm system and to relate any increase to profit to
the estimated amount of capital that must be invested
to achieve the target position. In the event that the
proposed development can be shown by this means
to be quite unprofitable, the programme might be
scrapped, or heavily revised, so that further efforts
are not wasted in drawing up a detailed development
budget for a venture that is unlikely to be adopted.

In development planning, there will usually be a
number of technical questions to be resolved about
how the programme is to be implemented. The
methods to be followed, the priorities to be adopted
and the rate at which development is to be attempted
mu-t all be decided before the detailed budget can
be drawn up. Usually, many of these questions can
be resolved on wholly technical grounds. For ex-
ample, some methods may be clearly superior to
others, either in yielding more output for the same
inputs or in requiring less input to obtain a given
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level of production. Similarly, priorities are often
unambiguously determined by technical considera-
tions. For instance, it is clearly impossible for a new
crop to be planted until after the land has been
cleared and prepared. If important choices about the
procedures to be followed remain unresolved, then,
as already indicated, it may bc necessary to draw
up two or more budgets, one for each alternative,
so that the best method can be chosen.

The next step in development budgeting is to set
out the technical details of ihe selected programme(s)
in a reasonably comprehensive way. It is necessary
to specify the planned schedule of work so that the
associated payments can be estimated. Similarly,
the development programme should include estimates
of what is to be produced and when, so that receipts
can be predicted. With the aid of such a detailed
technical programme, combined with forecasts of fu-
ture prices for inputs and outputs, a cash flow bud-
get for the proposed development can be drawn up.
The cash flow budget, which may be constructed on
an annual, quarterly, or even a monthly, basis, will
show, for the planning period until the target position
is reached, the anticipated farm receipts and pay-
ments, and hence the forecast farm net cash flows.
An example of a development tudget, showing the
development programme and associated cash flow
budget, is shown in Tables 4.11 to 4.14.

The example shown in the tables relates to the de-
velopment of a run-down coconut smallholding in
Malaysia by rehabilitating part of the area, replanting
another portion with an improved variety of coconut,
and by planting coffee as an intercrop.

Table 4.11 provides an outline of the planned de-
velopment programme and also indicates the antic-
ipated crop yields. These yields are converted first
into production estimates and then into gross in-
comes in Table 4.12. The capital and operating
costs are detailed in Table 4.13 and the cash flow
budget, summarizing all the above data, is given in
Table 4.14.

As the example illustrates, a cash flow budget is
useful to indicate the timing and amount of any cash
deficits through the development period. Often such
cash deficits will be made good by some form of
credit arrangement. A finance budget can then be
constructed, buildicg on the results of the cash flow
budget, to represent the extent of borrowing and the
manner in which interest and principal payments
on loans advanced are to be met. For the example
introduced above, we assume that a loan to meet the
cash deficits is available at 8 percent interest per
annum on the outstanding balance, the loan being
repayable “at will”, i.e., as the farmer elects. The
associated finance budget is shown in Table 4.15.

If development budgets are being prepared relative
to a planning horizon within which appreciable in-
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Table 4.12 MALAYSIAN SMALLHOLDER Coconut DEVELOPMENT PROJECT: PRODUCTION AND GROSS INCOME FOR A SIX-ACRE FARM

ot | Y1 | Yez | vea E Yed | oves | Yre | ver | vrs | ovro | Yro | Yenn | vz | vens | YOl
: 1 ‘ !
Production ! f |
MAWA (nuts) - = — - - 171 {2021 [4291 {5240 (5987 7200 {7775 7962 (8786 19174
Malaysian Talls (nuts) 6 888 ! 6314 |5746 [5864 (6184 (6509 (6710 o34 [7099 {7407 |7681 [7825 |7v16 7918 [7RS8
Tapioca (picuis) — I 625 125 125 125 625 — - — — — — — - —
Coffee berries (piculs) — l -- — 675| 2363 4055| 5745 709! 796 | 850 850 | 850 | xS0 | x50 | 850
Bananas (tons) 1.59] 1.55 1.33 1.33 N 1.33 1.33 1.32 1.33 1.33 1.33 1.33 1.33 1.32 1.33
..................................... ME e e e e e e e e e e
Gross income Price/unit i ! | !
(M$/unit) | ‘ ! !
MAWA 0.14/nut B | - - o Y 83 601 734 ®3% | 1008 [1OsY (1115 1230 1284
Malaysian Talls 0.17/nut t1mr liom 9T | 99T 108t 1107 14 frie2 1207|1259 1300 (1330 (1346 1346|1336
Tapioca 0.44/1b . 250 500 560 500 - 250 . - - - - - - — — -
Coffee berries 15.50/picul - — 105 366 | 629 820 [10%Y 1234 1315 1318 318 1318 131 13s
Bananas 168/ton 267 267 | 223 | 223 223 223 223 223 223 223 223 223 223 223 m
Tetal 1440 | 1590 11700 1830 [2140 {2230 [2540 (3090 {3400 [3640 |[3860 [3960 [4000 [4120 |4160
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flation is expected to occur, some adjustments may
be needed to the budgets to account for changes in
the value of money over time. Should it be reason-
able to assume that the various components of pay-
ments and receipts will be affected more or less
equally by inflation, cash flow budgets can be drawn
up in terms of real (year 0) money values (i.e., in-
flation can be ignored). This has obvious advantages
of simplicity and of avoiding the difficult task of
forecasting the future rate of inflation. However, if
inflation is expected to affect the budget components
differentially, it will be necessary to account for
changes in relative costs or prices, but again cash
flow budgets can be drawn up in real money values.

It is necessary to take explicit account of inflation
in a finance budget drawn up to represent the man-
agement of borrowed capital. Unless the rate of in-
flation is very high, it is usual for lenders to specify
loan servicing payments in current (inflation-affected)
money values, rather than in real (inflation-indexed)
values. The cost of inflation to a lender is usually
reflected through a higher interest rate. There are
two alternatives the analyst can adopt to deal with
this situation, both requiring a prediction of the rate
of inflation. One possibility is to draw up the cash
flow and finance budgets in current money values.
Alternatively, it may be simpler to draw up the cash
flow budget in real (year 0) money values and then
to divide the cash surpluses or deficits by an index
of inflation to convert them to current values before
the finance budget is drawn up.

In assessing the economic merit of a particular
levclopment programme, the first question to be
addressed is whether the programme is feasible, in
the sense that any required loans can be obtained
and repaid, and whether the farm family can te
supported at an adequate standard of living during
the development phase. A finance budget of the
form just illustrated will provide the means of testing
the financial feasibility of the plan. However, in
other cases the source and/or terms of finance may
have not yet been e.iablished, and it may rather bz a
question of determining some measure of profita-
bility of the investment. One or other of the in-
vesiment appraisal techniques described below will
then be relevant.

INVESTMENT APPRAISAL

A number of investment appraisal methods have
been advocated for use in agriculture. Some of the
simpler procedures, such as payback period and rate
of return on capital, may be used to give a rough
indication of the merits of an investment, but these
methods lack theoretical justification and can give
miisleading results. For these reasons, these methods
will not be described here.

The more rigorous investment appraisal methods
are based on the procedure of discounting. It is
widely recognized that a dollar paid out or received
today is more valuable than the same sum paid or
received in the future. This difference in value need
have nothing to do with inflation. Instead, it reflects
the opportunity cost of capital. Thus, a dollar avail-
able today could be invested at the going interest
rate of, say, 10 percent, so that in one year from
now it would be worth (1 + 0.1) = $1.10. In two
years, if left invested at the same rate of interest,
it would have grown in value to 1.10(1 + 0. =
(I + 01 = $1.21, and in n years the accu-
mulated value would be (1 + 0.1)*. This calculation
is known as compounding and shows how a dollar
available today can be converted to its equivalent
value at some future time.

In general, the value at the start of year n, C,, of
some present sum P invested at an interest rate of
i is given by C, = P(l +i). By simple algebra,
this equation can be turned round to give the for-
mula for discounting. That is, thc value of a sum
C,, paid or received at the start of year n can be
expressed in present value terms, when the interest
rate is i, using the equation P=C (1 + i)™ For a
more complete review of compound interest rate pro-
cedures, sce Chisholm and Dillon (1967).

The merit of the discounting procedure is that it
allows payments and receipts occurring at different
times in the future to be converted to a common
standard in terms of their present value. They can
thus be summed to determine the net present value
of a project. Net present value (NvP) is a measure
of the overall profitability of a project. In the Npv
is positive the project may be said to be profitable,
while if the Npv is negative it is not profitable.
When comparing mutually exclusive projects, such
as alternative ways of attaining the same develop-
ment target, the one with the highest Npv is usually
regarded as the best.

The n~ev of the development programme illus-
trated above is calculated in Table 4.16 for two
rates of interest. It should be noted that this appli-
cation relates to a change in the organization of an
existing farm. Thus only the increments or decre-
ments in farm net cash flow are included in the ap-
praisal. Moreover, the increase in the productive
capacity of the farm at the end of the planning
period must also be taken into account. This latter
consideration is included in the form of the increase
in the anticipated terminal value of the farm. Ter-
minal values may be assessed either by reference to
projected market values, or, more plausibly, by cap-
italizing the projected income stream from that
date onward. An income stream of A dollars per
annum into perpetuity may be converted to a capital
sum C using the formula C = A/i.
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Table 4.16 shows that both the calculated NPVS
are positive, indicating that the project is profitablc,
even at an interest rate of 12 percent.

The Npv method of investment appraisal is rel-
atively straightforward to apply and gives a clear
indication of the profitability or otherwise of a
project. Its critics claim, however, that it suffers
from the disadvantage that the appropriate interest
rate must be determined before the method can be
used. Selection of the interest rate presents few
difficulties if there is a well-developed capital market,
for in this case the opportunity cost of capital may
be taken as equal to the borrowing rate. However,
if there is severe capital rationing, coupled with the
use of institutional measures rather than high in-
terest rates to restrict credit availability, the op-
portunity cost of capital may be appreciably higher
than the cost of borrowing, and may bte very dif-
ficult to determine. In such circumstances, the al-
ternative investment criterion of internal rate of
return (IRR) may be preferable to Npv.

The 1RR is defined as that rate of interest which
makes the Npv of a project exactly zero. It is nor-
mally found be extending the Npv calculation on
a trial-and-error basis until the required interest rate
is found. Interpolation methods can be used to
speed the identification of the required rate. Appli-
cation of the method to our example development
project is illustrated in Figure 4.8.

The npvs at both 8 percent and 12 percent in-
terest have already been calculated, as shown in
Table 4.16. Both are positive, implying an IRr
greater than 12 percent. Npvs were therefore cal-
culated for 15, 20, 25, 30 and 35 percent. The
results are plotted in Figure 4.8 and it may te seen
that the IRR can be estimated by interpolation to
be about 31 percent.

10

19'000

10 20 o "
Interrst rata (&)

Figure 4.8. Relationship between NPV and interest rate for
a six acre farm in the Malaysian Smallholder Coconut De-
velopment Project.

79

Using the IRR criterion, a project is usually said
to be profitable if it yields a rate of return greater
than the cost of capital. In our example an IRR
of 31 percent is considerably greater than the cost
of capital, so that the project is worthwhile. In
comparing mutually exclusive projects, the one with
the highest IRR is normally regarded as the best.

The operational disadvantages of the IRR cri-
terion are twofold. First, it is more difficult to apply
than the Npv, and second, in certain circumstances,
multiple solutions can exist. That is, therc may be
a number of interest rates that all yield zero Npv.
Fortunately, multiple solutions are rarely encountered
in practice, but the fact that they occur is one of the
reasons why NPV is generally to be preferred to IRR
for appraisal of farm development projects.

In investment appraisal using either Npv or IRR
it may be necessary to consider the effect of inflation.
If the cash flows being discounted are in real money
values, the appropriate interest rate for discounting
for Npv calculation or as the cut-off rate for IRrR
evaluation must be the opportunity cost of capital
net of any inflation effect. For cxample, if the
annual opportunity cost of capital is judged to be
25 percent and if annual inflation is expected to be
10 percent, the annual interest rate to be used in
investment appraisal is 15 percent. Of course, if
cash flows are expressed in current rather than real
money values, the rate representing the gross op-
portunity cost of capital should be used.
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Partial budget analysis is concerned with evaluating
the consequences of changes in farm methods or orga-
nization that affect only part rather than the whole
of the farm. The distinctive feature of partial budget
analysis is that only factors contributing to changes
in the measure or measures of whole-farm perfor-
mance being considered are included in the budget.
Thus partial budget analysis of the possible use of
a new fungicide for one of the crops on a crop-
livestock farm would be carried out by budget anal-
ysis encompassing only performance elements which
would be affected by introduction of the new fun-
gicide; by comparing the situation with and without
the new fungicide, the net effect of its introduction
on relevant measures of whole-farm performance
could be estimated.

The merits of a partial approach to budgeting are
considerable. Partial analysis is less demanding of
data than whole-farm budgeting. It is not necessary
to have information on parts of the farm not af-
fected by the change under review since the per-
formance of these sectors will remain constant. For
this reason, partial analysis is generally simpler than
whole-farm analysis. Too, by their nature, partial
budgets are typically applicable to a wider range of
farm circumstances than is the case with whole-farm
brudgets.

Partial budget analysis can be used to evaluate
the cfiects of a change in the way a farm is run on
any of the measures of whole-farm performance
discussed in Section 3.2. However, by far the most
common type of partial budget is a partial profit
budget, constructed to show the effect of the change
under review on some measure of profit such as net
farm income or net farm earnings.

5.1 Partial profit budgets

As already indicated, partial profit budgets —
usually simply called partial budgets — are used
to evaluate the effect on farm profit of a proposed
change in the way a farm is operated and run. For
this purpose, farm profitability can be regarded as
being measured by net farm earnings (see Section 3.2).
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5. PARTIAL BUDGET ANALYSIS

Partial budgeting is most appropriate to evaluate
the effects of relatively small changes in farm orga-
nization or methods. If large-scale changes such as
a major reorganization in the enterprise mix are being
contemplaied, whole-farm budgeting (as described in
Section 4.6) may be more appropriate, even though
a partial approach is still possible. Partial budgeting
is thereforc a very uscful farm planning method. In
any farm management study it would be unusual not
to encounter a number of alternatives relating to the
conduct of a particular farm enterprisc. Partial bud-
geting provides a convenient way of comparing the
profitability of such alternatives. Moreover, as we
shall show, partial budgeting is a relalively simple
procedure. The method can readily be taught to
extension workers, or even to farmers, provided they
have a minimal level of literacy. For this reason,
partial budgeting may be said to have the widest
potential use of the planning methods discussed in
this manual.

The first step in partial budgeting is to describe
carefully and exactly the change in farm organization
or methods being considered. This is important be-
cause experience teaches that a common source of
error in partial budgeting is confusion about the
exact nature of the change under review. To min-
imize the risk of such error, the proposed change
should be spelt out in some detail, and should be
written down at the head of the budget which should
also show the date of the analysis. These steps will
also minimize possible confusion if the budget is
referred to again at some later date.

Next, the gains and losses resulting from the spec-
ified change should be listed and quantified. Deal-
ing with losses first, these can be classified under two
headings. First, there are the extra expenses or costs
that occur because of the proposed change. Second,
to these must be added any gross income or revenue
foregone in consequence of the change; that is to say.
any revenue which would be received under the
present farm system, but which would no longer be
received if the change under review were to be imple-
mented.

On the other side of the budget, the gains also can
be classified into two categories. First, any expenses
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or cosis saved as a COM§EquUEnce o1 tne Proposed
change should be detailed. These are costs that
would have been incurred under the existing system,
but that would be avoided if the proposed change
were to be adopted. Second, to these gains (if any)
should be added any extra gross income or revenue
that arises in consequence of the proposed change.

The change in farm profit associated with the

budgeted change can now be calculated quite simply

as total gains minus total losses. If total gains are
greater than total losses, the budget obviously indi-
cates that the proposed change is profitatie. If the

converse is true the indication is that the nhanoe is
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not profitable. Of course, this assessment of the
change in farm profit is contingent upon the cor-
rectness of the technical and financial data used in
the budget.

In partial budgeting it is not always possible to
quantify and include in the budget all the factors
bearing on the decision as to whether or not a pro-
posed change should be implemented. It is there-
fore a good idea, as the next step in the analysis, to
list any important non-pecuniary factors bearing on
the choice. These factors will include such consid-
erations as the degree of risk associated with the
change, the implication of the proposal for the farmer
and his family in terms of the amount and nature
of the work to be done, and the management skill
required to operate successfully the proposed new
farm system. Any prerequisites for the successful
implementation of the proposed change should also
be noted. An example is where additional capital

is required which must be borrowed, so that a loan"

must be arranged.

When both the pecuniary and non-pecuniary aspects
of the proposed change have been set down, it should
be possible to make a recommendation on which
the farmer or farmers to whom the partial budget
is relevant may act. Thus in an extension context,
the merits of some proposed new production tech-
nology can be assessed to determine whether it should
be widely promoted among farmers by the extension
service. Similarly, the results of partial budget anal-
ysis can be used to answer policy maker’s guestions
about the effects on farm output, income and resource
use of some actual or proposed policy change.

When using partial budget analysis in an advisory
or exiension context, it is, of course, most important
that any recommendation based on the budget results
should take account of the farmer’s aims and objec-
tives. Where the change is being investigated on
behalf of not one, but a group of farmers, a general
recommendation might be made, but any individual
circumstances predisposing a contrary conclusion
should also be noted. If there is only one farmer to
be considered, it is always a good idea to discuss the
budget with him and, if appropriate, with other
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ecision to adont
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or not adopt a pamcular proposal ~muat always rest
with the farmer in consultation with his family, since
t is they, and not the farm management analyst,
who have to bear the consequences of the decision.

Finally, at least when workmg in an advisory
context, the analyst may need to do some follow-up
work to ensure that a change, which has been rec-
ommended in the light of budget results, can be
successfully implemented. It may be nccessary to
monitor the progress of the farm to see that the new
system is being correctly introduced. Supplies of
new inputs may need to be arranged, or the farmer(s)
may need to be instructed in new management skills.
If products new to the district are to be produced,
marketing channels may need to be established, and
50 on.

By way of an example of partial budgeting, con-
sider the case of a small farmer in the Cook Islands
in the South Pacific who grows about 1 ha of veg-
etables for the local market and for export to New
Zcaland. He is considering the purchase of a second-
hand imported tractor with basic cultivation imple-
ments. The farmer’s aim in making the purchase is
to avoid having to pay hire charges to a contractor
to cultivate his land, and to earn some income by
doing contract work for his neighbours. A budget
for this proposed change is sct out in Table 5.1.

The table includes a definition of the change to
be considered, the date of the analysis, the losses
and gains in annual income and expenses that it is
anticipated would result from the proposed invest-
ment, and hence the forecast change in profit. Other
considerations of a non-pecuniary nature are also
briefly noted. Note that, among these other consid-
erations is the fact that, by owning his own tractor,
the farmer could perform his cultivations in a more
timely manner. If this can te expected to increase
yields, the benefits of improved timeliness should
have been included in the budget under the heading
of “extra revenue”. However, in this case, these
benefits proved too difficult to quantify and therefore
were not included in the main part of the budget.

The recommendation to be drawn from the budget
of Table 5.1 obviously depends on the importance
the farmer attaches to having ready access to a
tractor when he needs it. However, this consideration
would need to carry consideratfe weight to offset
the estimated loss of $285 per annum cougled with
the extra input of time demanded of the farmer.

A feature to note in the example budget in Table
5.1 is the treatment of the capital costs associated
with the purchase of the tractor. Because this cap-
ital cost does not occur every year. it does not ap-
pear in the budget as an annual cost. Instead, the
initial cost of the tractor and implements is shared
over the expected economic life of the equipment,

——




Table 5.1

A PARTIAL BUDGET FOR PURCHASE OF A TRACTOR

Change under review: Purchase of a second-hand tractor and implements for $5000 to sav¢ on contract charges and to earn

extra income by doing contract work for neighbours,
Date: May, 1978.

Losses® (%)

Extra costs:

Depreciation: §5 000/5 1000

Interest on average investment: 0.1(5 000/2) 250

Fuel and repairs: 220 hrs at $2.50/hr 550

Annual licence fee 25
Revenue foregone:

Nil i

lotal losses 1825

Extra profit = 1540 — 1 825 = —$285, i.c., a loss of $285.

Other considerations

I. Improved timeliness,

2. Reduced risk of tractor not available when required.

3. $5000 loan required.
4. Farmer must work extra 220 hrs per year.

Gains * (%)
Cosis saved:
Hire of contractor: 70 hrs at $7/hr 490
Extra revenue:
Contract work for neighbours: 150 hrs at $7/hr 1050
Total gains 1540

& Annual basis,

which in this case was five years, leading to an
annual depreciation cost of $1 000. If it had been
anticipated that the equipment would have had any
appreciable salvage value at the end of this period,
the annual depreciation and interest charges would
have been calculated slightly differently according to
the formulac D = (C—S8)/L. and I = i (C+8)/2 where
D is annual depreciation charge, C is capital cost,
S is salvage value, L is economic life in years, I is
annual interest charge and i is the relevant annual
interest rate. This contrasts with the depreciation
and intercst charge calculations of Table 5.1 which
assume a salvage value of zero after fiv: years.

In the budget of Table 5.1 the interest charge is
calculated on the assumption that the required cap-
ital is borrowed at an interest rate of 10 percent
per annum calculated on the balance of the loan.
Hence an interest charge on the average sum bor-
rowed is included in the budget. If the capital is
found from the farmer’s own savings, held perhaps
in a savings bank, the interest item would appear on
the same side of the budget but under revenue fore-
gone, rather than under extra costs. The amount
would be calculated as above but using the rate of
interest paid by the bank.

It shouid be noted that the methods of dealing
with changes in the capital position of the farm
described above are somewhat approximate. If this
aspect of the proposed change is considered im-
portant, a partial cash flow budget, as described in
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Section 5.3 below, may be more appropriate than
a partial profit budget.

A sccond example of a partial budget is given in
Table 5.2. This example relates to a possible change
in the balance of enterprises on a cropping farm in
the Cameron Highlands of Malaysia. The proposed
change is to expand the production of Chinese cabbage
with a corresponding reduction in the area devoted
to tomatoes. A toial of 5 acres (2.02 ha) is involved
in the proposed change.! Tt is possible to grow
three crops of chinese cabbage in a year, but only
two crops of tomatoes. It is not implied that these
crops would be grown consecutively on the same
piece of land, but rather (hat the overall annual
farm rotation would be modified to incorporate
three S-acre chinese cabbage crops instead of two
S-acre crops of tomatoes.

The extra costs show in the budget of Table 5.2
the variable costs of Chinese cabbage production,
while revenue foregone is the gross income previously
earned from two S-acre crops of tomatoes. On the
other side of the budget, costs saved are the variable
costs of tomato production, and extra revenue is
the gross income which would now te earned from
Chinese cabbages.

! Non-metric units are used in this example to correspond
with current usage in the country concerned.



Table 5.2 A PARTIAL BUDGET FOR A CHANGE IN CROPPING PROGRAMME

Change under review: Replacement in annual rotation of two plantings of tomatoes of five acres by three plantings of Chinesc

cabbage.
Date: June, 1976.

Losses* (M3)
Extra costs:
5§ X 3 acres Chinese cabbage:
Planting materials, M$26/ac 390
Fertilizer, M$1 132/ac 16 980
Insecticide, M$148/ac 2220
Fungicide, M$69/ac 1035
Weedicide; M3$27/ac 408
Fuel, M$44/ac 660
Revenue foregone:
5 X 2 acres tomatoes at M$4 200/ac 42 000
Total losses 63 690

|

Extra profit = 80465 — 63690 = M$16 775.

Gains* (M%)
Costs saved:
§ X 2 acres tomatoes:
Planting taterials, M$7/ac 70
Fertilizer, M$1 197/ac 11970
Insecticide, M$182/ac 1820
Fungicide, M$173/ac 1730
Weedicide, M$28/ac 280
Fuel, M$§47/ac 470
Exira revenue:
§ X 3 acres Chinese cabbage at M$4 275/ac 64125
Total gains 80 465

Other considerations

1. Increase in family labour input (30 man days).
2. Small reduction in risk.

* Annual basis. .
Source: Based on data given by Chiew (1976},

In this case, the budget shows an increase in an-
nual profit for the proposed change. Although the
change implies an increase in the amount of family
labour needed, it is assumed that this labour is
available, and a recommendation might well be made
in favour of the proposal.

5.2 Gross margin budgets

It should be reasonably evident that a budget such
as the one shown in Table 5.2 above, relating to a
change in the levels of the enterprises in a farm
plan, can be more simply constructed using gross
margins. The budget of Table 5.2 records the gross
income foregone and the variable costs saved for the
enterprise being reduced in scale (tomatoes), and
the extra gross income and additional variable costs
for the enterprise being expanded (Chinese cabbage).
A simpler presentation is therefore achieved by
deducting the variable expenses from the gross in-
come of each crop. In the example above, the two
gross margins would be calculated as shown in
Table 5.3 for tomatoes and in Table 5.4 for Chinese
catbage. These tables represent simplified activity
budgets for the two enterprises, as outlined in Sec-
tion 4.3. The partial budget to calculate the extra
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profit from the change is then simply constructed
using the enterprise gross margins as follows:

Losses M3
Gross margin foregone:
2 X 5 acres tomatoes
at M$2 566/acre 25 660
Gains M3
Extra gross margin:
3 x 5 acres of Chinese
cabbage at M§2 829/acre 42 435

Extra profit = 42 435 — 25 660 = M$16 775

The use of gross margins for calculating the ef-
fect of changes in farm organization on farm profit
in the manner just illustrated is obviously very con-
venient. The procedure has already been illustrated
in the context of farm programming in Section 4.5.
However, in using gross margin for partial budgeting,
there are some dangers which must be kept in mind.
First, there is an obvious temptation to conclude
that farm profit can always be increased by ex-
panding those enterprises showing a high gross mar-
gin per unit land area at the expense of those showing
a lower return to land. As has been illustrated in
Chapter 4, this might not always be so because of




Table 5.3 GROSS MARGIN BUDGET FOR TOMATOES

Table 5.4 Gross MARGIN BUDGET FOR CHINESE CABBAGE

Gross income/acre: (M$) Gross incomefacre: (M$)
175 piculs/acre at M$24/picul 4200 190 piculsfacre at M$22.5/picul 4275
Variable expenses/acre: (M§) Variable expenses/acre: ({M$)
Planting materials 7 Planting materials 26
Fertilizer 1197 Fertilizer 1132
Insecticide 182 Insecticide 148
Fungicide 173 Fungicide 69
Weedicide 28 Weedicide 27
Fuel 47 Fuel 44
Total 1634 Total 1 446
Gross margin/acre 2 566 Gross margin/acre 2829
Approximate growing period 5 months Approximate growing period 4 months
Labour input 154 days Labour input 106 days

resource and other constraints. If the areas of the
crops with high gross margins per unit of land are
expanded without regard to the constraints, a likely
consequence is that fixed expenses will be increased.
perhaps to the point where the increase in total gross
margin is more than offset. It follows, therefore,
that partial budgets should be constructed using
gross margins including explicit consideration of the
effcct of the proposed change on the level of fixed
expenses. Thus, the appropriate format for a partiai
budget using gross margins is as follows:

Losses
Gross margin foregone
Extra fixed cxpenses X
Total losses A=w+x
Gains s
Extra gross margin v
Fixed expenses saved zZ
Total gains B=y+2z

Extra profii = B— A.

In our gross margin budget example of Tables 5.3
and 5.4 above, no changes in fixed expenses were
anticipated, so that there was no need to set out the
budget in this more complete form.

The second danger in the gross margin budgeting
approach is the implicit assumption of linearity in
gross income and variable expenses. While Chinese
cabbage presently being grown on the farm in our
example above may indeed yield a gross income of
M8$4 275 per acre on average, with average variable
expenses of M$1 446 per acre, as set out in Table
5.4, it may not be safe to assume that the additional
three 5-acre crops will also produce the same gross
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income per acre with the same level of variable ex-
penses. Perhaps the additional area may have to be
grown on less suitable land or at a less appropriate
stage in the rotation, so that the yield will be less
than for the cxisting area. More fertilizer may be
nceded to achieve the same yield. Alternatively, it
may be that, because a larger proportion of the farm
is now devoted to Chinese cabbage, the incidence of
pests and disease will be increased. As a result,
spraying expenses may be greater, not only on the
additional arca, but also on the existing area.

The gross margin budgeting format set out above
does not provide a convenient framework for con-
sideration of non-lincarities of the types just described.
If such non-linearities are thought to be present in a
particular case, the more general partial budgeting
format, discussed in Section 5.1, is more appropriate.
Moreover, the danger in the gross margin approach
is that proper consideration may not be given to
possible non-linearitics. For this reason, gross margin
budgeting should be used with caution. It is not a
technique that is recommended for use by inexpe-
ricnced farm management workers.

5.3 Partial cash flow budgets

Cash flow budgeting has already been discussed
and illustrated with a fairlv comprehensive example
in the context of development budgeting in Section
4.7. The main purpose here is to emphasize that
cash flow budgets may be constructed on a partial
basis, as well as on a whole-farm basis. In partial
cash flow budgeting, only those cash flows which
would te changed as a consequence of some pro-
posed change in the farm plan are included in the
budget.




Partial cash flow budgets may be drawn up on a
short, medium or long-term basis. A short-term
budget would be constructed to show the effects on
the scasonal paitern of cash flow of the change under
review. It would therefore normally be drawn up
on a monthly basis, probably with a planning ho-
rizon of one ycar. A medium-term budget would
extend over perhaps two or three years with cash
flows typically recorded quarterly, while a long-term
budget would extend over several years and the cash
flows would normally be reported on an annual basis.

Short and medium-term partial cash flow budgets
are of limitcd value in most circumstances, since,
with these shorter time horizons, the usual purpose
of cash flow budgeting is to establish the feasibility
of a particular farm plan in terms of capital and
credit.  As discussed in Scction 4.4, this question
can usually best be investigated on a whole-farm
basis. However, long-term partial cash flow budgcts
do find considcrable use for evaluating the profita-
bility of some proposed change in the farm plan
using discounting methods. In fact, although the
development budget in Section 4.7 above was drawn
up on a whole-farm basis, the evaluation of net
present value (Npv) and internal rate of return (IRR)
was carried out in a partial way, ie., the proposed
development project was evaluated in terms of the
changes in net cash flows compared with the existing
farm system.

For a further, rather more siraightforward example
of partial cash flow budgeting, we turn again to the
budget for the purchase of a farm tractor in the Cook
Islands. A partial profit budget for this proposal is
given in Table 5.1. For a simple investment decision
of this kind, where no development phase is involved,
an adequate economic appraisal can be made in the
way illustrated in Table 5.1. However, an alterna-
tive cvaluation, which is thcoretically slightly more
satisfactory, can be made using a cash flow btudget
coupled with the Nev criterion. The relevant cal-
culations arc shown in Table 5.5 for the five-ycar
period corresponding to the expected life of the
tractor.

The budget is set out in a manner which parallels
the format of a partial profit budget. Cash flows
lost, in the form of extra payments of foregone re-
ceipts, are recorded for each year in the planning
period.  Similarly, gains in the form of payments
saved or exira receipts are also enumerated. Sub-
tracting total cash flow losses from total gains indi-
cates the extra net cash flow in each period covered
by the budget. These net cash flows can then be
discounted to find the Npv or IRR. In the example,
the Npv is calculated by discounting using an an-
nual cost of capital or interest rate of 10 percent.
It is reassuring to note that the Npv found is neg-
ative, implying that the investment would not be
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Table 5.5 PARTIAL CASH FLOW BUDGET FOR PURCHASE OF A
TRACTOR *

Year 0| Year 1| Year 2{ Year 3| Year 4 | Year %

(5
Losses
Extra pay-
ments:
Cost of
tractor
Fuel and
repairs
Annual
licence fee
Receipts
foregone;
Nil
Total annual
losses

5000

550} 550, 550 550, S50

25 25 25 25 25

5000 575 575 575| S75| 575

Gains
Payments
saved :

Hire of
contractor

Extra receipts:

Contract
work

4901 490; 490] 490| 490

1050] 1050; 1050 1050| 1050

Total annual

gains — 1540| 1540 1540/ 1540| 1540

Extra net cash
flow

Discount factor®
Present value

—5 000
1.0000
-5 000

+965
0.9091
+877

+965
0.8204
+797

+965
0.7513
+ 725

+965
0.6830
+659

+965
0.6209
+599

Net present value® = —§1 343,

* Fur details ol
pared in May 1978
b Assuming an annual interest rate of 10 percent, ie., i = 0.10.

the propused change, sce Table 5.1. Budget pre-

profitable. This conclusion conforms with that found
in the partial profit budget of Table 5.1.

Partial cash flow budgets of the form illustrated
are most appropriate for cvaluating changes of a
developmental nature, ie., where costs of making
the change are spread over more than one year,
and/or where there is a time lag of a few years be-
fore the full benefits of the change occur. In this
context, if inflation should be a significant factor,
it should be taken into account as outlined in Sec-
tion 4.7.

5.4 Parametric budgets
As discussed above, budgeting is concerned with

predicting the consequences of alternative courses
of action. In this sense, as noted in Section 4.5, they




constitute perhaps the simplest approach to farm
system simulation. However, because the future is
always to some degree unpredictable, many of the
planning coeflicients used in budgets are uncertain.
Rates of technical performance may be difficult to
predict because they vary from year to year and
from farm to farm, and may be inadequately doc-
umented. Similarly, prices of inputs and outputs
may vary in a largely unpredictable way. Budgets
are ordinarily constructed using the “best esiimates”
of future rates of performance and prices. A best
estimate can be takcn as the mean or expected value
of the farmer’s or analyst’s subjective probability
distribution for that coefficient or required piece of
data. In addition, the term “best estimate™ implics
that all rcasonable steps have been taken to gather
relevant information, so that the degree of uncertainty,
or variance, surrounding the esdmale is as low as
practicable. Because the amount of evidence that
can be gleaned varies from one planning coefficient
to another, the degree of uncertainty will also vary
from cocflicieat to coeflicient. The planner will often
be well advised to consider the effect on the budget
of departures in uncertain planning coefiicients from
the estimates initially adopted.

In some cases, one particular planaiag coefficient
may be regarded as a key source of uncertainty. A
useful variant of partial budgeting in such a case is
known as break-even budgeting. In this method,
which is usually applied to partial profit budgeting,
the budget is drawn up to establish the value of the
selected cocflicient at which gains and losses are
equal. The value so determined is known as the
break-cven value. The merit of the method lies in
the fact that it changes the nature of the asscssment
that must be made in regard to the unceriain coef-
ficicnt. Instead of assessing the expected value, the
planner or farmer can assess the probabilities that
the actual value will be above or below the established
break-cven level.  Thus, the chance that the pro-
posed change will prove profitable can be assessed
{subject to all other coeflicients taking their expected
values). It is usually casier to assess the probability
of un uncertain coefficient exceeding or falling below
a specified value than ii is to ussess an expected value
for that cocfficient. If the break-cven value is found
to be very high or very low, a conclusion about the
likely profitability of the change under review may
be drawn with a high degree of confidence.

The break-even budgeting method can be illus-
trated using the example of the partial profit budget
for the purchase of a tractor presented in Table 5.1.
The decision in this case can be seen to hinge on the
amount of contract work obtained. The demand for
contract work in the district might be viewed as
highly uncertain, so that it would be useful to estab-
lish the break-even value for the number of hours of
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work obtained. The required break-even budget is
shown in Table 5.6.

The procedure in break-even budgeting is to assign
some pronumeral, in this case, h for hours, to the
key uncertain coefficient. (A pronumecral is a letter
or other symbol used to represent a number.) The
partial profit budget is then drawn up in the usual
way except that the expression for extra profit, found
as gains minus losses, becomes an algcbraic expres-
sion involving the pronumeral. The break-ev.n value
is then found by sectting this expression equal to
zero and solving, as illustrated in the lower part
of Table 5.6.

The notion of replacing a selected planning coeffi-
cient in a budget with a pronumeral can be extended
to more than once cocfficient. Such budgets are called
paramcliric budgets and arc designed to show the
cffect on (extra) profit of variations in the selected
planning coecfficients. Thus, break-even budgets are
really a special category of parametric budgets.

Parametric budgeting is best explained using an
example, and we turn again to the budget for the
purchase of a tractor. Suppose that now wc wish
to investigate the effects of different assumptions,
not only about the amount of contract work obtained,
but also about the cconomic life of the equipment
and about the level of fuel and ~=nair costs per hour
worked. Each of these planii=ny coefficients can be
represenied by a pronumeral and a parametric bud-
get can be drawn up as shown in Table 5.7.

As shown in Table 5.7, the expression derived for

increase in profit, D, in terms of the three selected
parameters, h, t and f. is
5.1 D = 215 4+ 7h— 5 000/t -— £(70 -+ h).
This expression can now be used and interpreted in
a numbter of ways (Cassidy, 1964). One possibility
is simply to evaluate the expression for selected
values of the parameters. The values used might be
those judged relevant to a particular case, so that
the parametric budgeting approach provides a means
of extending the application of the budget to a num-
ber of farms with somewhat different circumstances.
(For an example of a very extensive parametric live-
stock budget intended for use in this way, see
Byrne, 1964.) An extension of this approach is to
tabulate the values of D for pariicular values of h,
t and f within the ranges judged relevant. However,
perhaps the best way of summarizing the results of
such evaluations is in graphical form, as illusurated
in Figure 5.1.

The graphs in Figure 5.1 are drawn to permit
evaiuation of D for given values of h, f and t. Use
of the graphs is illustrated for h = 150, f == 2.5 and
t =5, which were the values used in the original
partial profit budget of Table 5.1. For these values
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Figure 5.1. Graph to evaluate expression for extra profit
in tractor purchase budget example of Table 5.7.

of the three parameters, Figure 5.1 shows a net loss
of —§$285, as calculated in the original tudget.

The construction of Figure 5.1 may warrant some

explanation. It is developed from a rearrangement
of expression (5.1) above into the form
(5.2) D = [215 + 7Th — £(70 + h)] — 5 000/t.
The term in square brackets is evaluated first and is
plotted on the horizontal axis of Figure 5.1 for values
of h in the range of interest and for selected values
of f. In the lower right-hand quadrant of the figure,
the final term incorporating t is introduced. Because
the graphs to be plotted are linear, it suffices to find
two points on each line, which can then be joined
using a ruler to obtain the lines shown.

Before leaving the topic of parametric budgets, it
should be noted that although the usual applicaticn
of the method is in the context of partial profit bud-
gets, parametric budgeting can also be applied to
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other kinds of partial budgets, such as cash flow
budgets. For example, the partial cash flow budget
of Table 5.5 could be constructed using the same
parameters as in Table 5.7. The net present value
could thereby be found as an expression involving h,
f and t, and this expression could be evaluated
graphically or in other ways, as described above.
The chief difference would be that the parametric
cash flow budget would prove rather more com-
plicated than the parametric profit budget.

The procedures of break-even and parametric bud-
geting can also be applied to whole-farm budgets. In
a break-even context, the value of the coefficient of
concern can be determined at which some selected
measurc of overall farm profit is zero, or is equal to
some chosen critical value. Likewise, parametric
procedures can be used to reflect the effects on overall
farm performance of variations in a number of
planning cocfficients.

5.5 Risk budgeting

Risk budgeting is a form of parametric budgeting
adapted to the case where probability distributions
have been specified for the uncertain coefficients such
as yields and prices, and where the aim is to assess
the probability distribution of the resulting profit
or gross margin. Again, like other forms of bud-
geting, it is a type of simulation modelling as dis-
cussed in Section 4.5.

To give a simple example of risk budgeting, the
gross margin per unit arca of a cash crop can be
defined as

(5.3) g=y(p—u—v

where g is gross margin (§/ha);

y is yield (t/ba);

p is price (§/1);

u is those variable expenses that are related to
the level of yield (§/t); and

v is those variable expenses not related to the level
of yield (§/ha).

In the typical case, both y and p will be uncertain
and subjective probability distributions on these un-
certain quantities might be assessed. Risk budgeting
is concerned with using these distributions, together
with estimates of u and v, to find the probability
distribution of g.

In some special cases it is possible to calculate
statistics of the distribution of g directly from infor-
mation about the distributions of y and p. For most
distributions of y and p likely to be considered, it
is straightforward to calculate the mean and variance
of g (Anderson and Doran, 1978). If higher-order




Table 5.6 BREAK-EVEN BUDGET FOR THE PURCHASE OF A TRACTOR

Change under review: Purchase of a second-hand tractor and implements for $5 000 to save on contract charges and to earn*’
extra income by doing contract work for neighbours,

Date: May, 1978.

Pronumeral: 1et h = hours of contract work performed.

Losses*® (3 Gains® [t )]
Extra costs: Costs saved:
Depreciation: $5 000/5 1000
Interest on average investment: 0.1(5 000/2) 250 Hire of contractor: 70 hrs at §7/hr 490
Fuel and repairs: (70 + h) hours at $2.50/hr 175 + 2.5h
Annual licence 25

Exira revenue:

Revenue foregone:
Contract work for neighbours: h hrs at §7/he Th

Nil
Total losses 1450 4+ 2.5h Total gains 490 + 7h

490 + 7h — 1450 — 2.5h

Extra profit =
= 4.5h — 960.

Break-even value:
When extra profit is zero, 4.5h — 960 = 0, i.e., h = 213.3 hours.

Other considerations: As noted in Table 5.1.

a Annual basis,

Table 5.7 PARAMETRIC BUDGET I'OR THE PURCHASE OF A TRACTOR

Change under review: Purchase of a second-hand tractor and implements for §5 000 to save on contract charges and to earn
extra income by doing contract work for neighbours.

Date: May, 1978.

Parametric variables: Let:
h = hours of contract work performed;
t = economic life of machinery;
f = fue] and repair costs per hour worked.

Losses® (3 Gains* 5

Extra cosis:

Depreciation 5 000/t Costs saved:

Interest on average investment: 0.1(5 000,2) 250 Hi £ tractor: 70 hrs at $7/hr 490

Fuel and repairs: (70 + h) hours at $f/hr £(70 + h) fre of contractor: i

Annual licence fee 25
Revenue foregone: Extra revenue:

Nil o Contract work for neighbours: h hrs at $7/hr 7h

Total losses 5000/t + 275
+ £/(70 4+ h) Total gains 490 + 7h
Extra profit == 490 + Th — 5000/t — 275 — (70 + h)
= 215 + 7h — 5000/t — £(70 4+ h),

Cther considerations: As noted in Table 5.1.

* Annual basis,
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moments of the distribution of g are needed, such as
the third moment which is used to measure the
skewness of the distribution, some difficulties may be
encountered, especially if the distributions of y and
p are not independent. Similarly, if it is desired to
obtain the whole distribution of g, perhaps to display
in the form of a cumulative distribution function for
subjective evaluation of the degree of risk, direct
analysis will be applicable only in a few special cases.
When direct analysis fails, the best operational ap-
proach is by use of simulation based on Monte Carlo
sampling as illustrated by Anderson, Dillon and
Hardaker (1977, Ch. 8).

The Monte Carlo method applied to risk budgeting
involves pseudo-random sampling from the distribu-
tions of the unccrtain parameters in the budget to
oblain a set of planning coeflicients. The arithmetic
involved in calculating the required gross margin is
then performed in the usual way, and the whole
process is repeated many times. The resulting distri-
bution of values of the gross margin can then be
summarized in some informative way. For example,
the distribution might be plotied as a cumulative
distribution function, or requircd summary statistics
{such as the estimated mean and variance) of the
gross margin can be calculated.

Because of the relatively large sample size (i.e.,
runs of the budget simulation model) necded in
applying the Monte Carlo risk budgeting procedure
outlined above, a computer is usually used to imple-
ment such analyses. One set of computer pro-
grammes developed for this purpose has been pro-
vided by Anderson (1976). The following illustrative
application of the method is taken from that source.

The case studicd relates to a decision maker in-
terested in a risk evaluation of the gross margin per
hectarc of barley. Variable expenses for the crop
are regarded as being virtually certain at $82/ha. It
is assumed, largely for the sake of expediency, that
unceriainty in the yield and price of barley can be
adequately captured using triangular distributions.
This form of distribution has the advantage of being
completely defined by only three parameters —- the
highest possible value, the lowest possible value,
and the most likely or modal value (Anderson, Dillon
and Hardaker, 1977, Ch. 8). These parameters for
the assessed distributions of the yield and price of
barley are given in Table 5.8. It is assumed that
there is no correlation between yicld and price, ie.,
that the two distributions are independent.

The above data were processed using the Monte
Carlo method of risk budgeting. Summary statistics
of the distribution found for the gross margin per
hectare are given in Table 5.9. In additicn, the results
are plotted in the form of a cumulative distribution
function in Figure 5.2 which shows, for example,
that there is a probabiliiy of 0.75 that the gross mar-

Table 5.8 PERFORMANCE MEASURES FOR BARLEY — RISK
BUDGETING EXAMPLE

Yield (t/ha)
Worst possible yield 1.00
Most likely yield 1.75
Highest possible vield 2.50

Price (8j1)
Worst possible price 60
Most likely price 75
Highest possible price 90

Table 5.9 SUMMARY STATISTICS OF STOCHASTIC GROSS MARGIN

Mean (§/hn) 46.6
Standard deviation* ($/ha) 25.1
Coeflicient of skewness® 0.36

* Square root of variance.

® Coefficient of skewness, a1 = My/V'-5 where M; is the third cen-
tral moment and V is the variance. The coeflicient is positive or
negative according as the distribution is skewed positively (long
tail above mode) or negatively (long tail below mode).

0.75F

ymulative probability
o
w
=)

c A i i 1
o 20 40 60 80 100 120 140

Gross margin (§/ha)

Figure 5.2. Smoothed cumulative distribution function for
the distribution of barley gross margin.

gin per hectare will be below $62. The information
in Figure 5.2 and Table 5.9 could be used by the
decision maker to assess the riskiness of the barley
gross margin. Similar data for other cash crops could
be processed in the same way and would allow the
relative attractiveness of barley vis-a-vis other crops
to be assessed. A risk-averse farmer might well
elect to grow a crop with a lower expected gross
margin if the results of risk budgeting showed it to
be less risky than the alternatives.
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6. INPUT-OUTPUT BUDGET ANALYSIS

Much data relating the ievel of crop yield or output
to different levels of inputs are gencrated via agre-
nomic experiments. This is particularly so for such
important inputs as fertilizers, insecticides, fungicides,
weedicides, and labour, animals and machinery used
in crop production. Likewise, animal feeding experi-
ments often generat= data relating feed inputs or
. stocking rate of livestock output. In Chapter 7,
econometric procedures relating to the estimation and
economic analysis of input-output relationships (or
production functions) based on such data are out-
lined. Less elaborate and more direct procedures
for the economic appraisal of such data and the der-
ivation of farmer recommendations from them are
presented in this chapter. The basis of these pro-
cedures is partial budget analysis as outlinud in
Chapter 5. When applied to the analysis of input-
output data, such partial budgeting is known as
input-output budget analysis. As already intimated,
the input-ouiput alternatives being compared will
usually relate to the different treatments used in an
experiment or set of comparable experiments. How-
ever, data on differing input-output combinations
may also be available from farm surveys and such
data may also be appraised via input-output budget
analysis.

The aim of input-output budget analysis is to de-
rive farm recommendations which are consistent with
the farmer’s desires to increase expected income,
to avoid undue risk and to make the best possible
use of his scarce investment funds.

To illustrate input-output budget analysis, we will
use the maize-fertilizer trial data shown in Table 6.1.
These data encompass the results of eight trials each
with the same set of 12 nitrogen-phosphate fertilizer
combinations or treatments. Each of the yield levels
listed in Tabie 6.1 is the average of the three repli-
cations run of each treatment in each of the trials.
These average yields provide the best estimate of
the treatment cutput that would be obtained on the
entire field in which the particular trial was located.
Trials 1 to 4 were conducted in one year and, respec-
tively, trials 5 to 8 the next vear at the same sites.
Thus the data have both a spatiai {four different sites)
and a time (two different years) dimension.
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The data of Table 6.1 are those used by Perrin
et al. (1976) in their cxposition of input-output bud-
geting which, with their permission, is followed here
so that the more thoroughgoing treatment presented
in their CIMMYT Manual can be used as a direct
supplement to the presentation of this chapter.

6.1 Data and analysis requirements

To be successful, input-output budgeting should
lead to recommendations that are acceptable to farm-
ers. This implies two things: first, the data used in
the analysis must be representative in the sense that
they should fit the farmer’s production conditions,
otherwisc the farmer will not obtain the results
predicted by the analysis; second, the procedure used
in evaluating the data should be consistent with the
farmer’s goals and with the factors — particularly
his tenure and resource situation — that influence
his ability to achieve those goals.

DATA REPRESENTATIVENESS

Whether the data used come from experiments or
from a farm survey, they must relate to a group of
farmers from within an agroclimatic zone whose
farms :.re similar and who use much the same prac-
tices. Such a group of farmers constitute a recom-
mendation domain. This is the domain or farmer
target group to which the data must relate and be
relevant, and to which recommendations from the
analysis will be directed. The data of Table 6.1 re-
late to such a recommendation domain. They encom-
pass four representative sites across the region to
which they relate, involve two years of results so as
to give some account of climatic variability over
time. and relate to practices (use of N and P) which
are of interest and feasible for farmers in the region.

MEETING FARMER GOALS

It is impossible to conduct experiments on each
individual farm and make recommendations tailored
to each individual farmer. The best that we can




Table 6.1

MAIZE YIEIDS (T/#s 0F |4 PERCENT MOISTURE GRAIN) BY FERTILIZER TREATMENT IN EIGHT TRIALS

Fertilizer treatment (kg ha)
Trial

: 0 50 100 150 0 50 100 150 0 50 100 150
P20s: 0 0 0 0 25 25 23 25 50 50 50 50
1 0.40 1.24 3.63 3.76 0.79 2.58 4.23 472 1.67 251 3.28 3.60
2 1.53 2.60 5.14 532 1.67 3.79 5.10 6.83 1.41 4.13 5.89 6.27
3 4.15 4.86 4.80 4.87 4.44 5.00 497 5.28 5.12 5.66 6.36 6.62
4 242 3.82 523 4.48 2.36 4.54 6.26 717 1.61 4.41 5.38 6.58
5 1.64 1.92 2.08 2.19 204 e 3.12 293 i.44 3.4 3.32 3.62
6 1.61 2.94 4.14 4.34 1.81 3.92 36! 3.81 1.18 3.89 5.38 4.92
7 4.74 5.41 4.29 4.92 4.91 522 5.38 514 5.10 4.88 4.54 528
8 1.21 233 1.97 223 1.53 2.78 2.49 2.80 1.37 3.51 3.75 4.35
Average 221 3.14 391 401 2.44 3.88 4.40 4.84 2.36 4.05 474 5.16

Source: Perrin et al. (1976).

generally do is to make generalized recommendations
that are oriented to a particular rccommendation
domain but with, as need be, some differentiation of
recommendations for farmers of different tenure type
(such as owners and share-farmers) within the domain.
The individual farmer may then select from and
adjnst these recommendations to his own unique
circumstances as dictated by his resource and tenure
situation, his goals, and his preferences about how
best 1o use his resources to achieve those goals.

As noted in Section 1.3, farmers may have diversc
goals and varying constraints on their achicvement.
To make generalized recommendations from input-
output budget analysis, some simplification is nec-
essary. The assumption made is that farmers think
in terms of net benefits as they make their decisions.
For example, a weed-conscious farmer will recognize
that by eliminating weeds from his ficld, he will be
likely to benefit by harvesting more grain. QOn the
other hand, he will also recognize that he must give
up some cash to buy herbicides and then give up
some time and effort to apply them, or he must give
up a lot of time and effort for hand weeding. The
farmcr will weigh ihe benefits gained in the form
of grain (or other useful products) against the things
lost (costs) in the form of time and cash given up.
The net result of this weighing up in the farmer’s
mind we refer to as the net benefir from a decisior
— the value of the benefits gained minus the value
of the things given up.

While the farmer can make his own judgements
about net benefits intuitively by applying his own
judgements about trade-offs between monetary and
non-monetary elements, and his own judgements and
preferences about the risks he might face, as an
outsider the farm management analyst has to be
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more systematic. Accordingly, likely net benefits are
judged in monetary terms, attaching so far as possible
money valucs to all the clements of the net benefit
calculation even though no money transaction may
actually occur. This, of course, does not imply that
farmers are concerned only with money. It is simply
a device to represent the process that goes on in the
farmer’s mind. For example, if our weed-conscious
farmer were quite commercialized, we could attach
anticipated market prices to the labour, herbicides
and grain in the net benefit calculation. But if he
were a subsistence farmer, we would have to employ
the concept of opportunity cost to represent the
values he places on labour and grain since there
would be no money paid out or received. Oppor-
tunit, ost is the value of any resource in its best
alternative use. Consider the opportunity cost of
the farmer’s time. If he has a job off the farm which
he has to give up temporarily to weed his field, then
the opportunity cost of his time in weeding his maize,
say, is the wage he would have been carning if he
had stayed in his job instecad. Suppose, however,
that the best alternative use of his time is working
on his tobacco crop, and that a day’s work on to-
bacco will increase the value of the tobacco harvest
by $6. In this case, the opportunity cost of his time
in weeding maize is $6 per day since that is what
he gives up by weeding his maize instead of tending
his tobacco. But what if the farmer would merely
sit in the shade if he were not to weed his maize?
Is the opportunity cost of his time zero? This is not
very likely since most people place some value on
relaxation.  Still, it is difficult to guess the value
which a farmer places on leisure if that is the highest-
valued alternaiive use of his time. Likewise, if the
alternative being considered involves a drastic reor-




ganization, say, of the farm cropping pattern, it may
be impossible to estimate opportunity cost withoui a
thoroughgoing whole-farm analysis. As in these ex-
amples, reliable estimates of opportunity cost may
often not be readily available. In such cases the best
that can usually be done is to use a judgemcntal
estimate ¢. opportunity cost.

As well as the problem of simplifying the net ben-
efit calculation by using money as a common de-
nominator, there are three other problems to be met
in making farmer recommenda‘ions from input-out-
put budget analysis. Accommodating rssource con-
straints (particularly scarcity of investment funds) is
one and handling uncer a):ity (arising particularly
from price and climatic variation) is another. These
two difficulties are respectively considered in Sec-
tions 6.4 and 6.6 below. The third problem is that
of allowing for differences in the tenure status of
farmers. This question is discussed in Section 6.7.
Until then it is assumed (unrealistically) that there
are no difierences in tenure status between farmers
in the recommendation domain so that, other things
being cqual, the budget evaluation of costs and ben-
efits is the same for all farmers.

6.2 Estimating benefits and costs

In applying partial budgeting to sets of yicld re-
sponse data (such as that of Table 6.1) in order to
carry out input-output budget analysis, it is useful to
dcfine more precisely a number of elements that enter
the budget calculations.  Assuming that the farmer
is an owner operator or a cash renter and not a
share-farmer or landlord, the relevant definitions are
as follows:

Net yield is the measured yield per hectare in the
field, minus harvest and storage losses where ap-
propriate.

Field price of ourput is the value to the farmer of
an additional unit of production in the field prior
to harvest. Farmers who sell part or al! of their grain
will be concerned with money field price while those
who consume the entire crop will be concerned with
opportunity field price. Money field price of output
is the market price of the product minus harvest,
storage, transportation and marketing cosis. Oppor-
turity field price of output is the money price which
the farm family would have to pay to acquire an
additional unit of the product for consumption.

Gross field benefit is the net yield times field price
for all products from the crop. In general, this may
include money benefits or opportunity benefits, or
both.

Field price of an input is the total valuc which

must be given up to bring an extra unit of input onto
the field.

Money field price of an input refers to money val-
ues such as purchase price or other direct cxpenses.

Opportunity field price of an input refers to the
value of input opportunities which must be given up,
ie., the value of the input in its best alternative use.

Field cost of an input is its field price multiplied
by the quantity of that input which varies with the
decision. It may bc expressed as money field cost
or opportunity ficld cost, or perhaps both, depending
on the input.

Total field cost {or variable cost) of the decision
is the sum of field costs for all inputs which are af-
fected by the choice. Such variable cost can consist
of either money costs or opportunity costs or boih.

Net benefiis are cqual to total gross ficld benefits
minus total ficld costs.

While the above definitions ar= couched in terms of
crop production. analogous definitions (on a per ani-
mal rather than per hectare basis if desired) apply
for livestock production.

Should the farm decision maker be a share-farmer,
appropriate adjustment must be made to the above
definitions so that they relate only to the share-
farmer’s share of input and output. Likewise, if it is
the landlord and not the share-farmer who is the
relevant decision maker, the defined quantitics must
be in terms of the landlord’s share of input costs
and oulput returns.

6.3 A paive example

Assuming that share-farming considerations arz not
relevant, partial budget analysis of cach of the (N,P)
treatment yield averages over the cight trials of
Table 6.1 is shown in Table 6.2. The yield cu-ves
in Figure 6.1 provide a graphic picture of the average
yield response. Both Table 6.2 and Figure 6.) omit
consideration of the yield variability associated with

5 eee-® 50 Kg/ha P205
i e 8 25 kg/ha P205

el -
-

-—=0 0 kg/ha P205

0 25 50 75 100 125 150
Nitrogen applied, kg/ha

Figure 6.1. Average yield response curves for nitrogen at
three levels of phosphorus based on the data of Table 6.1.
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Table 6.2 PARTIAL BUDGET ANALYSIS OF TREATMENT YIELD AVERAGES FROM MAIZE TRIALS OF TABLE 6.1

Fertilizer treatment (kg/ha)
Budget element '
N: 0 50 100 150 0 50 100 150 0 50 100 150
Pi0:: 0 0 Y 0 25 25 25 25 50 50 50 | S0

(1) Average yield (t/ha) 2211 314, 391, 401 244 3.88| 440! 484 2.36] 405| 474 5.16
(2) Net yield (t/ha) 1991 2831 3.52) 3611 220f 349 396 436 2.12| 364 427 464
(3) Gross field benefit

($/ha @ $1000/t) 1990 2830 3520 3610} 2200 3490 | 3960|4360 | 2120 3640 4270 | 4 640
(4) Nitrogen ($8/kg N) 0 400, 800 | 1200 0| 400| 800( 1200 0 400| BOO| 1200
{5) Phosphate ($10/kg P20s) (U 0 0 0] 250 250 250 | 2507 500 500 500} 500
(6) Variable money costs

($/ha) [(4) + (5] 0! 400 BOO | 1200 250 650 1050] 1450 S00| S00) 1300 1700
(7) Number of applications 0 1 2 2 1 1 2 2 1 1 2 2
(8) Cost per application

(2 man-days @ $£25) 50 50 50 50 50 50 50 50 50 50 50 50
{9 Opportunity cost ($/ha)

(N x (8)) 0 50 100 100 50 50 100 100 50 50 100 100

t10) Total variable costs (§/ha)

[16) + (9)] 0| 450 9001300 300 700 1150 1550 550| 950 1400/ 1800
‘11) Net benefit (3/ha)

[(3)— (10)] 1990 [ 2380 2620|2310 19002790 2810 2810 1570 | 2690 | 2870 2 840

cach treatment across locations and across time. This
will be considered later.

Table 6.2 shows the alternative choices of fertilizer
levels as column headings, then the average yield
for each, followed by net yield after adjusting down-
ward 10 percent for assumed harvest and storage
losses {this adjustment being judged the appropriate
one for the recommendation domain being consid-
ered). The market price judged relevant for maize
in the area is $1 200 per ton, but after making cor-
reciions for harvest costs, iransportation costs and
shrinkages, the ficld price ot additional yield is
estimated to be $1000 per ton. Resulting gross
field benefit is shown in line 3. Lines 4, 5 and 6 of
the table calculate the variable money cost and lines
7. 8 and 9 the variable opportunity costs; total vari-
able costs are calculated in line 10 and the net ben-
efit per hectare of each alternative is given in line 11.
The cost items, of course, reflect the cultural prac-
tices of the recommendation domain (animal tillage
and hand application of fertilizer); likewise fertilizer
field prices include transport cost, and labour op-
portunity cost is a judgement based on discussion
with farmers in the area.

The net benefit estimates given in line 11 of Table
6.2 complete the partial budget analysis of the aver-
age treatment vields from the experiments of Table
6.1. One might be tempted at this point to choose
the (N,P) treatment of (100,50) as the generalized
recommendation. However, this would be a hasty
choice as no consideration has yet been given to the
questions of capital scarcity, yield uncertainty and
risk aversion.
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6.4 Allowing for capital scarcity

The analysis of Table 6.2 is naive in not con-
sidering the cost of capital (and also risk). It is im-
portant to allow for the cost of capital because
shortage of capital is a general feature of small
farmers and must be allowed for in deciding on rec-
ommendations to be made to them, otherwise the
recommendations are unlikely to be acceptable.

By investment capital is meant the value of inputs
(purchased or owned) which are allocated to an en-
«erprise with the expectation of a return at a later
point in time. By the cast of investment capital is
meant the benefits given up by the farmer through
having his capital tied up in the enterprise for a
period of time. Such cost of capital may be a di-
rect cost in the form of an interest charge that has
to be paid; or it may be an opportunity cost in the
form of earnings given up by not using the funds,
or an input already owned, in their best alternative use.

The cost of capital for small farmers in developing
countries is generally quite high. Interest charges
by moneylenders are often in excess of 100 percent
per year. This can effectively double the cost of
inputs purchased with such loans. Too, most small
farmers have very little capital of their own and
want to invest it only in inputs giving high reiurns.
This means that the opportunity cost of capital, as
well as the direct cost, is quite high for these
farmers.

Two ways to include the cost of capital in input-
output budget analysis would be to either increase
the cost of each input by an appropriate amount or




to include a direct or opportunity interest charge
element as a cost item iu the budget (as in the analysis
of Table 5.1). Another approach, and the one
followed here, is to charge no cost to capital in the
budgeting procedure, but instead to attribute net
benefits as a return to invested capital. This rate of
return to capital can then be compared with the
rate which this capital would realize in alternative
uses. If the calculated return for a production al-
ternative is above the opportunity rate of return
then we can judge the first to be desirable from the
point of view of the farmer (assuming all alternatives
are equally risky).

For generalized recommendations, however, we
need to work on the basis of a minimum rate of
return which will be acceptable to farmers in the
recommendation domain. There is no clear basis
for sclecting such a minimum rate. Taking ac-
count of the direct or opportunity cost of capital and
allowing for risk (as discussed in Section 6.6 below),
it is generally accepted that the rate of return to
farmers on their working capilal over the cropping
season should be at least 40 percent, of which half
is an allowance for risk. Of course, no great ac-
curacy can be claimed for this rule of thumb. Some
people, for example, would place the figure at 50
percent or even 100 percent and these figures will
be appropriate in somc cases, particularly for sub-
sistence farmiers in areas with high yield variability.

6.5 Marginal analysis of net benefits

The series of partial budgets constituting an input-
output budget analysis can be evaluated graphically
as a net benefit curve. This curve shows the rela-
tionship between the variable costs of the alterna-
tives and their expected net benefits. The net ben-
efit curve is constructed by plotting each of the
alternatives under consideration according to its net
benefit and variable cost. and then drawing a graph
through the undominated alternatives, as shown in
Figure 6.2 for the fertilizer data of Table 6.2. The
dominated alternatives are those which would never
be chosen because relative to them there is at least
one other alternative which has a higher or at least
an equal net benefit and a lower variable cost. Under
normal circumstances we would never expect a farmer
to choose a dominated alternative. Thus in Figure
6.2 the only undominated (N,P) alternatives are (0,0),
(50,0}, (50,25), (100,25) and (100,50).

Marginal analysis may now be applied to the net
benefit curve of Figure 6.2 (i.e., to the undominated
alternatives of Table 6.2) in order o assass just how
the net benefits of investment increase as the amount
invested increases. Marginal net benefit is the aspect
of significance. i.e., the increase in net benefit ob-
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Figure 6.2, Net benefit curve based upon the partial budget

analyses of Table 6.2, [Numbers in parentheses represent
(N, P) combinations in kg/ha]

tainable from a given increment of investment. Thus
in the example of Figure 6.2, the marginal net
benefit from investing $450 in 50 kg of N is
$2 380 — $1 990 = $390. The next possible incre-
ment of expenditure is to spend an additional $250
for 52 kg of P.O,, thereby taking us from the
(50,0) to the (50,25) alternative. The marginal net
benefit from this increment in expenditure is
$2 790 — $2 380 = $410. The marginal rate of return
to a given increment in expenditure is the marginal
net benefit divided by the marginal cost. Generally,
it is expressed as a percentage. Thus the marginal
rate of return of the first increment in fertilizer in-
vestment capital in Figure 6.2 is determined as:

Marginal net benefit/Marginal cost

(2 380 — 1 990)/(450 — 0)
390/450
87%.

For the second increment of investment, the marginal
rate of return is likewise:

Marginal net benefit/Marginal cost

il

(2 790 — 2 380)/(700 — 450)
410/250
164,

I

Of course, it is not necessary to construct a net
benefit curve to determine the undominated alterna-
tives. This can be done directly, as shown in Tatle
6.3, by listing the alternatives in order of net benefit
and then deleting dominated alternatives by inspec-
tion (any alternative which has a variable cost equal



Table 6.3 DOMINANCE ANALYSIS OF FERTILIZER INVESTMENT

ALTERNATIVES
Investment alternative
Net benefit Vacrcn;a;?le Duminated?
N P20

(8ha) {kglha) | (kglha) | (8/ha)

2870 100 50 1400 No
2 840 150 50 1 800 Yes
2810 100 25 1150 No
2810 150 25 1 550 Yes
21790 50 25 700 No
2690 50 50 950 Yes
2620 100 L 200 Yes
2380 50 0 450 No
2310 i50 0 1300 Yes
1990 0 0 0 No
1 900 0 25 300 Yes
1570 0 50 550 Yes

to or higher than any alternative above it is dom-
inated). Thus we obtain the five undominated al-
ternatives of Table 6.4, which are of course the same
as those making the nct benefit curve of Figure 6.2.

Table 6.4 presents the marginal net benefit, mar-
ginal cost and marginal rate of return for each
input-output investment alternative. Considering the
listed rates of return, and applying the general rule
of thumb that farmers will not want to make an
investment unless it returns at least 40 percent per
crop season as proposed in Section 6.4, it is obvious
that farmers would generally be willing to invest
both the first $450 for 50 kg of N and the further
$250 for 25 kg of P,O,. With n:arginal rates of
return of 87 and 164 percent respectively, both
these increments yield well over the required 40 per-
cent. But farmers in the recommendation domain
would in general not want to invest more on N and
P than this first $700. Thus using the marginal

Table 6.4 MARGINAL ANALYSIS OF UNDOMINATED FERTILIZER
INVESTMENT ALTERNATIVES

Alternative e o et
]:’Nv:tf Variable M
enefit cost lar- Mar- | Marginal
N P:0s ginal | yinat | rate of
benefit cost return
(kglha) | (Eglha) | ($]ha) | ($tha) | (§/ha) |(Blha) | (9%)
100 50 2 870 1 400 60 250 24
100 25 ’_2 810 “1150 20 450 4
50 25 2790 _700” 410 250 164
50 0 2 380 450 390 450 87
0 0 1990 0 — —_ -—
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analysis approach and a minimum return criterion
of 40 percent per crop season, we could be rather
confident in recommending the (50,25) investment
alternative. On the other hand, if risks were not
great and very cheap credit were available so that
farmers were, perchance, happy with a 10 percent
return over the crop season, then a recommendation
of (100.50) with a total investment outlay of $1 400,
ie., $700 beyond (50,25). and a marginal rate of
return of (2 870 —2790)/700 = 11 perceat would
be acceptable.

The above aralysis has not included a specific
consideration of risk. This is taken up in Section 6.6
below.  First, however, we should note the contrast
between the correct (i.e., marginal) analysis we have
applied and the incorrect approach of applying a
global or average basis of analysis. The rate of
return to the extra $700 cxpenditure incurred by
using the (100,50) alternative rather than the (50,25)
alternative is 11 percent. But thc average rate of
return to the entire expenditure of #1400 entailed
for the (100.50) alternative is (2 870 — 1 990)/1 400
= 63 percent. On the basis of a 40 percent min-
imum return criterion, this appears adequate — but
that would be an incorrect conclusion since marginal
analysis shows that, while the farmer would be
earning 63 percent on his %1400 outlay. he would
in fact be earning 114 percent on the first $700 and
only 11 percent on the last £700 invested.

6.6 Allowing for variability in net benefits

Particularly for small farmers, risk is an important
consideration. This is especially true for farmers
near the subsistence level. For them an occasional
net loss can have very serious conscquences.

Risk due to variability in net benefits from a par-
ticular investment can arise from two sources. These
arc variability in yield and variability in prices or
opportunity costs. We will consider cach of these
risk elements in turn.

YIELD VARIABILITY AND MINIMUM RETURNS ANALYSIS

Two major types of yield variability that will
occur with any particular level of input use in any
recommendation domain are differences across space
(i.e., from location to location or sitc to site) and
across time (i.e., between seasons or years). Both
spatial and time variability are well illustrated by
the net benefit data of Table 6.5 based on partial
budget analyses of the fertilizer-trial data of Table 6.1.
As previously noted, trials 1 to 4 relate to four
different sites in one year, and trials § to 8 respec-
tively refer to the same sites in the following year.
The net benefits listed are based on constant prices




and relate to the average yield of the three repli-
cations run of each treatment at each site. While
there will be variation in yicld at a particular site
between replications of the same treatmeni, we do
not need to consider this within-site variation as it
simply corresponds to the usual variation faced by
farmers within a particular ficld and for which they
automatically allow.

The average nct benefits for all cight trials listed
at the bottom of Table 6.5 formed the basis of our
marginal analysis (withoui regard to risk) in Section
6.5 above.

Inspection of Table 6.5 shows substantial vari-
ability across both space and time. For example, for
the (50,25) altcrnative, net benefits range from a high
of $4000 to a low of $1 620 with an average net
benefit of $2790. More importantly, notice that no
single treatment consistently gives the highest net
benefit across the trials either overall or across sites
or years.

The data of Table 6.5 come from a set of agro-
nomic e¢xperiments involving a relatively consistent
and carcful pattern of management. If the basis
of the data were a farm survey, there would also
be a further source of variation due to inevitable
variations in management practicc between sample
farmers in any recommendation domain. Such inevi-
tablc variation in management praciice will also in-
duce variation in the benefits & farmer mayv expect
in applving recommendations based on input-output
budget analysis from experiment-based data.

To summarize, there are three sources of yield
vaniability to b2 recogniszed in attempting to predict
farm performance of alternative input investments.
They arc:

(1) Site-to-site or spatial variability under the
same management conditions.

(2} Year-to-year or time variability under the
same management conditions.

{3) Management level variability on a given site
in a given year.

Minimum returns analvsis provides a method of
examining the relative risk of disaster of alternative
investment possibilities. In Scction 6.4 we suggested
adding a 20 percent risk premium onto the direct
cost of capital as a rough rule of thumb. Minimum
returns analysis provides a further refinement to
complement such a rule of thumb. The procedure
of minimum rcturns analysis is to appraise the worst
25 percent or so of the outcomes of each alternative
under study. If the proposed recommended alterna-
tive based on marginal analysis appears to be no
more risky than current farmer practice, confidence
in the proposed recommendation is enhanced. If,
on the other hand, the proposed recommendation is
found to have worst results which are poorer than
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the poorest from current farmer practice, then the
rccommendation needs to be reconsidered.

To carry out minimam returns analysis at least
five or six sets of observations on each investment
alternative are needed. Too, if experiment-based
data are being used, as well as “successful” trials, they
should encompass all those trials which failed or
were abandoned because of drought, flood, insects or
disease etc. so long as these failures occurred for
reasons that might also confront farmers. Failed or
abandoned trials should only be excluded if they
arose because of factors that would not occur in
farm production.

Tablc 6.6 presents the worst net return from the
cight trials for each invesiment alternative of Table
6.5. For this set of data, the alternative recom-
mended by marginal analysis. i.e., (50,25). is also
the investment which has the best worst return
(%1 620) across the eight situations. Thus a farmer
concerned about occasional low returns could not do
betier than to choose this alternative.

The last line of Table 6.6 shows the average net
return for the worst two outcomes of each of the
studied alternatives. Again the (50,25) alternative
provides nearly the highest average.

Often the alternative selected by marginal analysis
will prove to be significantly inferior to others in
terms of downside risk or minimum nct return. In
such cases, account must be taken of the impor-
tance attached to risk by farmers in the recommen-
dation domain and a decision made as to whether
or not to adjust the recommzndation.

PRICE VARIABILITY AND SENSITIVITY ANALYSIS

In asscssing net benefits in input-output budget
analysis, just as with any whole-farm or partial
budgeting, it is generally impossible to be sure of
the prices to be used. This is especially true for prod-
uct prices and labour costs. As with yields, product
prices and labour costs will vary both over time and
across locations. In particular, different farmers
will attach different opportunity costs to their time.

How serious such errors in estimation may be
can be ascertained by using sensitivity analysis.
Under this procedure, the prices judged uncertain
or prone to error are changed within likely bounds
of the original budget estimate to determine if the
ranking of alternatives is affected. Sensitivity anal-
ysis in budgeting is thus a particular application of
parametric budgeting as outlined in Section 5.4.

To demonstrate the use of sensitivity analysis,
consider whether errors in estimating labour cost
could have an important effect on our fertilizer
recommendation example. From Table 6.2, we see
that of thc five undominated treatments of Table
6.4, the first two require four extra days of labour,



Table 6.6 MINIMUM RETURNS ANALYSIS OF THE FERTILIZER INVESTMENT ALTERNATIVES OF TABLE 6.5

Net benefit Rt s
(0,0) (50,00 i (100,0) | 1 W 2%y
Worst 360 670 870 | 670 ¢ 10%0 l
Second worst 1050 1280 970 | 710 1200 |
Average of worst | ;
two observa-
tions 725 975 920 690 ’ 1140

! !
150,25) | (10,25)

Atternative (N,P) investments

(150.25) l (0,500

|
i

: |
50,301 l’-\lou,ﬁn: 115050}

(8/ha)

1620 § 1090 970 5tu 1310 1550 1 460
1 800 1 660 | 1090 6RO 2150 1590 1490

1740 1375 1030 595 1730 1570 | 1475

the second two require two extra days of labour,
and the last no extra labour. Would a change in
labour price affect the ranking of these undominated
alternatives? At the previously established ficld
price of libour of $25 per man-day, the (100,50) al-
ternative returns a net benefit $80 higher than the
(50.25) alternative. However, if we incrcased the
field price of labour to $65 per man-day, both would
return the same net benefit, calculated as follows:

(50,25) (100501
Gross field benefit $3 490 $4 270
Variable money costs 650 1 300
Variable labour costs (at $65/day) 130 260
Total variable costs '7;1-8—0~ 1—;60
Net benefit $2710 $2 1710

Thus for farmers whose opportunity cost for labour
approaches $65, the (100,50) alternative would give
ro increase in benefits over the (50,25) alternative.
This provides further argument for the recommen-
dation of (50,25) from marginal analysis. Further,
coriparing the (50,25) and (0,0) alternatives, it can
be shown (again usirg parametric budgeting) that
for any labour field price up to $212 per day, the

(50,25) alternative would still offer a higher net
benefit. Thus we can be confident that errors in
estimating labour field price will not affect the cor-
rectness of our recommending the (50,23) alternaltive.

Now suppose we were interested in whether maize
price changes of up to 20 percent would affect the
recomnwendation to be made. The maize field price
range to be considered is thus a low of $800 to a
high of $1 200 per ton. At a field price of $1200
per ton, the question is whether (100,50} should
replace (50,25) as the recommendation. At $800 per
ton, it is whether (0,0) should replace (50.25). Rel-
cvant calculations are thus as follows:

Maize ficld nrice of:

$1 200/t $800/t
(50.25)  (10050) (00}  (50.2%,
Gross field benefit $4 188 $5124 31592 §2792
Variable costs 700 1400 0 2700
Net field benefit 3488 3742 1592 2092
Marginal net benefit $236 $500
Marginal rate of return 347, 71%
Marginal rate of return
at $1 000/t 11% 1149,

Table 6.5 NET BENEFITS ALTERNATIVE FERTILIZER INVESTMENTS BY SITE AND YEAR ($/hu)

Alternative (N,P) investments
Trial Year | Site

(0,0) (50,0) (100,0) (150,0) ; (0.25) (50,25) | (100,25) i (150,25) (0,50) (50,50) | (100,50) | (150,50}

1 1 A 360 670 2370 2080 2410 1620 2660 2700 950 1310 1550 1490

2 1 B 1380 1890 3730 3490 1200 2710 3440 I 4 600 720 2770 3950 3840

3 1 C 3740 3920 3420 3630 3700 3800 3320 3280 4 060 4 140 4320 4 160

4 1 D 2 180 2990 3810 2730 1820 3390 4 480 4900 900 3020 3 440 4 120

5 2 A 1480 1280 970 670 1 540 2190 1 660 1090 750 2150 1590 1 460
6 2 B 1450 2200 2830 2610 1330 2 830 2100 1 880 510 2500 3440 2630

7 2 C 4270 4420 2960 3130 2120 4000 3690 3080 3990 3440 2690 2930

8 2 D 1090 1650 870 710 1 080 1800 1090 970 680 2210 1980 2120
Average 1990 2 380 2 620 2310 1 900 2790 2810 2810 1570 2690 2870 2 840
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Thus at the higher maize price, the (100,50) alter-
native becomes nearly high eoough to warrant rec-
ommendation (assuming a minimum return criterion
of 40 percent). It there was a goud chance of a
maize field price of more than § 1 200, this alternative
would need to be seriously considered. However,
the calculations show that even if the maize price
were as low as $800, the (50,25) recommendation
is still sustained since even though the marginal rate
of return falls from 114 percent tc 71 percent, it
is still handsomely above 40 percent.

6.7 Allowing for tenure differences

Often the recommendation domain of interest will
involve significant groups of farmers having different
types of tenure but of a relatively common form
within cach group. If these tenure types are such
that each implies a different relative relationship
between enterprisc costs and benefits, a single gen-
cralized recommendation from input-output budget
analysis may often be inappropriate. In particular,
this is likely to be the case if the recommendation
domain includes, as one of its significant tenure types,
share-farming situations where the proportionate share
of costs of the farm decision maker (whether lie be
the landlord or the share-farmer) is not the same as
his proportionate share of bencfits. The appropriate
recommendation for such decision makers will not
necessarily be the same as it would for an owner
operator, a cash renter or the decision maker in a
share-farming arrangement where all cests and re-
turns are shared in the same proportion.

In using input-output budget analysis to derive a
recommendation for share-farming decision makers
rather than owner operators or cash renters, exactly
the same principles apply relative to allowing for
capital scarcity and risk as outlined in the previous
sections of this chapter. The only difference is that
the partial budget analysis along the lincs of Table
6.2 must bc made in terms not of total enterprise

costs and returns but in terms of the decision maker's
share of these costs and returns.

To illustrate the above considerations, suppose the
recommendation domain to which the data of Table
6.1 relate contains significant groups of (i) owncr
operators, (i) share-farmers on an arrangement where-
by the share-farmer is the decision maker and all
costs and returns of the crop are shared between the
share-farmer and the landlord in the respective pro-
portions of 60 percent and 40 percent, i.e., a 60 : 40
share agicement, and (ii/) share-farmers on an ar-
rangement whereby the landlord is the decision maker
and receives 75 percent of the crop and provides all
the purchased non-labour inputs while the share-
farmer receives 25 percent of the crop and provides
all the required labour. Taking appropriate account
of these tenure arrangements, the net benefits for
cach fertilizer alternative can be calculated in similar
fashion to that of Table 6.2; they are as listed in
Table 6.7. Note that the net benefits for the owner-
operator decision maker are the same as in Table 6.2
since that table assumed the farmer to be an owner
operator or cash renter. Note also that the relative
net benefits of the differcnt alternatives to the 60:40
share-farmer follow the same pattern as for the cwner
operator because this share-farmer shares to the same
degree (60 percent) in all costs and benefits: conse-
quently the share-farmer’s net benefits are 60 per-
cent of the owner’s nct benefits. For the share-
farming situation where the landlord is the decision
maker, however, the differential sharing of costs and
benefits causes the relative relationship between the
net benefits of the alternatives to be altered.

Table 6.8 presents marginal analysis of the average
nct benefits of undominated alternatives for the
landlord decision maker. For the owner-operator
and share-farmer tenure situations, the undominated
alternatives and their marginal- rates of return are
as shown in Table 6.4. Comparing Tables 6.4 and
6.8, it can be seen that the landlord’s three undom-
inated alternatives are the same as the last three
for the owner-operator and share-farmer situations,

Table 6.7 AVERAGE NET BENEFITS OF ALTERNATIVE FERTILIZER INVESTMENTS BY TENURE SITUATION OF RELEVANT DECISION MAKER

Alternative (N,P) investments

Decision maker

(0,0) ’ (50,0} ) (100,0) ! (150,0) j (0,25) ! (50,25) !(100,25) ’ (150,25) ) (0.50) } (50,50) ‘(100.50) l (150,50)

Owner operater ® 1990 | 2380 2620 | 2310

($/ha)

1900 | 2790 | 2810 | 2810 | 1570 | 2690 | 2870 | 2840
Share-farmer ° 1194 1428 1572 | 1386 1140
Landlord © 1492 1722 1840 | 1507 1 400

1674 | 1686 1686 942 | 1614 | 1722 | 1704
1967 | 1920 I 1820 | 1030 | 1830 | 192 | 1780

]

2 As in Table 6.2.
b Having o 60 percent share of all enterprise costs and benefits.

¢ Receiving a 75 percent share of benefits and paying all purchased non-labour inputs.




Table 6.8 MARGINAL ANALYSiS OF LANDLORD DECISION
MAKER'S UNDOMINATED FERTILIZER INVESTMENT

ALTERNATIVES
Alternative Cg:il; :sl;rgrgl cnﬁc:u
Variabl

ngcetm Cost © Mar- g}::l

N ey | M|
benefit return

kgiha) | (kglha} | ($/ha) | ($/ha) | (Blha) | (Blha) | (%)
50 25 1967 650 245 250 98
50 0 1722 400 230 400 57
0 0 1492 0 — — —

but that the landlord’s tenure arrangements with his
share-farmer are such as to delete the (100,50) and
(100,25) aiternatives from consideration. However,
comparing the marginal rates of return in Table 6.4
and 6.8, it is apparent that on the basis of a 40 per-
cent minimum return criterion and without taking
account of risk, the appropriate recommendation for
the landlord decision maker would be the (50,25)
alternative. Perchance, this is the same as suggested
by Table 6.4 for the owner-operator and share-farmer
situations. It must be emphasized that such coin-
cidence of preferred alternatives is by no means
always to be expected. This being so, input-output
budget analysis needs to be carried out for each sig-
nificant tenure group in the recommendation domain.
As outlined in Section 6.6 above, risk analysis to
take account of yicld and price variability could
also be applied to the data of Table 6.1 from the
point of view of the landlord decision maker.

6.8 Summary

The procedures of input-output budget analysis
may be summarized as follows:

I Dechine the recommendation domain of interest
and ascertain the extent to which it contains
significant groups of farmers having different
tenure status.

II.  For each significant teaure group, calculate

average net benefits to the farmer decision
maker for each investment alternative.
A. Estimate benefits for each alternative as
follows:
(1) Calculate average farm yiclds for each
alternative.
(2) Estimate the field price of products.
For sellers, this will be the local farmer
market price less ccst of harvest, shell-
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ing/threshing, storage, transportation
and marketing. These costs will gen-
erally total at least 10 percent of the
market price, sometimes much more.
For subsistence farmers, local market
price plus transportation and marketing
costs may Ue more appropriate.
Multiply field price per unit by the de-
cision maker’s share of average farm
yield for each product and sun to ob-
tain gross field benefit for each alter-
native. ‘

B. Estimate variable costs for each altzrnative

as follows:

(1) Identify the variable inputs, i.e., those
items which are affected by the choice
of alternative. Include chemicals, seed,
labour, equipment, etc. as appropriate
depending on the decision maker’s
tenure situation. Estimate the quantity
of each of these inputs used for each
alternative. To estimate the quantity of
labour and equipment required under
farmer conditions, familiarity with
farmers’ practices is required.
Estimate the field price of each input.
Normally this will be retail price plus
transportation costs for purchased in- -
puts. Field price of labour will nor-
mally be an opportunity cost. Start
with the farm labour wage rate and
adjust if the labour is needed at a very
busy season or a very slack season.
Multiply the field price of each relevant
input by its quantity and sum over in-
puts to obtain the variable cost for each
altcrnative. This will include a money
cost component and an opportunity cost
component.

C. Substract the decision maker’s variable costs
from his gross field benefit to obtain the
net benefit for each alternative.

3)

(2)

3)

III.  Using marginal analysis, choose a recommended
treatment for cach significant tenure group as
follows:

A. Array treatments from high to low net re-
turns. Eliminate dominated alternatives.
Calculate the rate of return to each incre-
ment in capital. Graph the net returns
curve if several alternatives are involved.

B. Select as the recommendation the alterna-
tive which offers the highest net benefit
and a marginal rate of return of at least
40 percent (or some other critical level
judged appropriate) on the last increment
of capital.




V.

Check the suitability of the recommendation
for each significant tenure group from the point
of view of yield and price variability as follows:

A.

Use minimum returns analysis to compare
the minimum returns from the selected al-
ternative to those from all other alterna-
tives. If it compares unfavourably, a dif-
fcrent recommendation may be more con-
sistent with local farmers’ circumstances.

Use sensitivity analysis to determine wheth-
er the choice of recommendation is sensi-
dve to product or input prices which are
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particularly subject to estimation error. If
the rccommendation is sensitive to these
changes, consider changing the recommen-
dation or obtaining more information about
the price in question.
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7. PRODUCTION FUNCTION ESTIMATION

7.1 Introduction

Small farmers generally have little control over the
climatic, economic and social environment in which
they have to work. Nonetheless, they must decide
what products to produce, how they will produce
them (ie., what technology to use), and how much
of them to produce.

These questions are all interrelated. As shown in
Chapters 4, 5 and 6, budget analysis can provide
guidelines.  Lincar programming analysis, as out-
lined in Chapter 4, also answers these questions but
in a more complete way. In particular, it takes
more direct account of the resource constraints facing
the farmer. Another approach is that of production
function analysis. It is more analytical than bud-
geting and based on more complicated theory than
linear programming. And while budgeting and lincar
programming can readily be applied to the individual
farm, production function analysis is not so useful
for the individual farm. Its main appiication is to
the analysis of sets of sample data from experiments
or groups of farms. From such sample data, pro-
duction function analysis can be used to give guideline
suggestions about recommendations to farmers. But
its main use is to give a more overall view which
can facilitate the appraisal of government policies
affecting farm production.

Because of the ‘nfluence of climate, pests and dis-
ease, the small farmer cannot decide exactly how
much of a product he will produce. He can, how-
ever, decide how he will allocate his limited re-
sources of land, labour, power, cash, etc. Apart
from the effect of climate and other uncontrolled fac-
tors, this allocation of his resources will determine
how much the farmer produces. Thus, though he
cannot exercise full control, the farmer can certainly
influence how much of a crop he produces by his de-
cisions about how much seed, manure, chemical fer-
tilizer, labour, land, etc. he will use for the crop.

The quantitative relationship between inputs and
outputs is known as a production function. The
estimation and analysis of such relationships are
known as production function analysis. In its fullest
forms, such analysis can be very complicated. How-
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ever, we will make no attempt to cover such complica-
tions here, nor will we try to expiain all the theory
involved. OQur interest is to introduce the basic es-
sentiais of how to use production function analysis
in farm management research. For more detail, ref-
erence must be made to such texts as Dillon (1977),
Heady and Dillon (1961). Leftwich (1970), Kmenta
(1971) and Singh (1977, Ch. 2). At the same time
the nature of production function analysis is such
that our exposition necessarily covers more compli-
cated material than that presented in other chapters
of this manual.

7.2 Cautions

The production function is a physical relationship.
Taking account of all the input factors (soil, fertil-
izer, climate, labour, etc.) influencing ontput, it de-
fines the production passitilities open to the farmer.
Suppose we knew this production function. In an
ideal world we could then combine this information
with information on prices and opportunily costs
(a) to judge what combination of inputs would be
best for the farmer to use and (b) to study the ef-
fects on production and input use of alternative gov-
ernment policies influencing prices and the quan-
lity of resources available to the farmer.

However, the world is never ideal. Information
from production function analysis can never be per-
fect. First, there will always be uncertainty about
the effect of such uncontrolled factors as weather
and disease. Second, the production function has to
be estimated statistically from data which may be
imperfect. Third, the estimated production function
can only be interpreted as an average relationship
across some set of (hopefully representative) obser-
vations. Fourth, prices and opportunity costs may
not be known with certainty. Fifth, every farm and
farmer are unique. Resource qualities and amounts
vary between farms. Farmers vary in their mana-
gerial skill, their opportunity costs, their assessment
of uncertainty and their reactions to it, and in their
preferences about the possibilities they see as open
to them.




For the above reasons, informaticn based on pro-
duction function analysis must be interpreted with
caution and judgement. It can te very useful for
both extension and policy purposes, especially when
supplemented with macro and other micro economic
analyses. But it should never be regarded as perfect.
This is especially so relative to small farms involving
a subsistence component and having to operate in
a delicate balance with their physical, economic
and social environment.

7.3 Notation

As a convenient shorthand in production function
analysis, output is usually denoted by Y and the
amount of the i-th input factor by X,. Thus we
can say, in words, that:

Y depends on the input quantities X, X., X,, .. .. X,
or, more briefly in algebraic shorthand, that output
and inputs are related by the function

(7.1) Y = (X, X0 . X,):

Since this function involves m input variabdes, it is
termed an “m-factor production function.”

Equation (7.1) says that the amount of output Y
is determined by the guantities of the m input factors
X,, X. ..., X, the precise algebraic form of the
production function being unspecified. If Y were
rice production, the set of X variables would be all
those factors such as available soil nutrients, climate,
fertlizer, labour, etc. which influence rice yicld.
While we can usually specify the more important of
these factors, we could hardly list all of them.

The input factors X,, X,, ..., X, may be classified
in various ways. Some will be under the farmer's
control, others not. Some will be variable, some
fixed. Some will be ur -ertain, others not. Some
will be very important, others of little significance.
Uszually the production fuaction will be estimated in
terms of some small number of important inputs,
say X,, X,, ..., X,, which are variable (i.e.,, not
fixed in size) and are under the farmer’s control. The
remaining (m-n) input factors X, ,, X ,m ..., X,, are
all those that are either fixed or not under the
farmer’s control, or so unimportant in their influcnce
that we can regard them as fixed. In these terms,
the production function is generally written

(72) Y=fX,.X.. ... X, | Xpirr- - Xp)
or, more briefly, as the n-variable input function
(7.3) Y =1X,, X,, ..., X,)

For example, we might estimate rice yield per
hectare (Y) as a function of nitrogen fertilizer ap-

plied (N), pesticide used (P) and labour (L). This
implies
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(7.4) Y ={f(N,P, L)

and it is assumed that all the other factors influencing
rice yield per hectare (such as water available, solar
energy, soil type, etc.) are held fixed or are un-
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imporant. This assumpiion can never be fully true
so that the estimated function corresponding to equa-
tion (7.4) can only be approximately correct.  In
general, such approximations will be reasonable
enough, so long as we remember that they arc only
approximations. As discussed by Dillon (1977, Ch. 5),
they relate (in a rough sense) to some sct of average
conditions for all those input variables left out of
the estimated production function.

If appropriate data are available, the set of input

factors included in the production function may be
extended to include some of the factors not under
the farmer’s control. For example, equation (7.4)
might be cxtended to include solar energy (S) so as
to give an cstimated function
(7.5) Y =1{(N, P, L, 8.
Since the level of solar energy that will be available
to a future crop can only be predicted probabi-
listically, as shown by Dillon (1977, Ch. 5) the anal-
ysis of such production functions becomes more
complicated.

7.4 Shape of the production function

Agricultural input-output relationships follow the
law of diminishing returns.  As additional units of
an input are used, cach exira unit causes a smaller
increase in output and beyond some level of use, extra
units of an input may causc output to fall. In other
words, the marginal product of the i-th input factor
(i=1, 2, ..., n), denoted MP, and calculated as
the first derivative dY, dX,, decreases as X, increases.
This implies that if we graph the single-variable
input production function Y = {{X,), it will have a
shape as in Figure 7.1. Likewise, the production
surface corresponding to the two-variable production
function Y = (X, X,) will have a shape as in Fig-
ure 7.2 where the height of the surface above any
point in the (X,, X,)-planc tells us the level of output
corresponding to that combination of X, and X_. Fer
more than two inputs, we cannot draw the production
function but have to rely on algebraic representation.

From an economic efficiency point of view, we are
only interested in that part of the production functiou
(i.e., region of the production surface) where each
input factor has a diminishing but positive marginal
product. This implies that f.r meaningful economic
analysis, any estimated production function must
have positive first cerivatives, te., dY,;dX, > 0, and



Te— Y=f(Xl)
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Figure 7.1. Shape of the single variable production func-
tion Y = f(Xi)

negative second derivatives, i.e., d*Y/dX, <C 0 within
the relevant range of interest.

7.4 Algebraic form of the production frnction

By algebraic form we mean the specific algebraic
representation of the production function. While
equations (7.4) and (7.5) depict possible production
functions for rice, they do not imply a specific form
of function. As already noted, within the relevant
range of input levels for economic analysis, the only
requircments on the algebraic form of the production

Figure 7.2, Production surface corresponding
to Y = f(Xa, X2).

function are that its slope relative to increased use
of any particular input factor (i.e., dY/dX,) be pos-
itive and that this slope be diminishing (i.e.,
d°Y/dX,;* be negative). These requirements should
hold for all the variable factors involved. Many al-
gebraic forms meet these requirements. The choice
of a particuiar algebraic form, however, is delimited
by three further considerations. First, the functional
form used must adequately represent the production
process it is meant to represent. Essentially, this is
a matter of subjective judgement based on how well
the estimated function fits the data on which it is
based and how well it fits our prior judgements about
the physical and economic logic of the production
process under study. Various criteria can assist in
making this judgement as we discuss below in
Section 7.8. Second, the algebraic form should pref-
erably be one which is easily estimated by statistical
procedures. Third, it should be easily manipulated
in terms of economic analysis.

While a variety of algebraic forms meet the above
requirements — see Dillon (1977, Ch. 1), three forms
stand out as being of most general usefulness. They
are the quadratic polynomial, the square-root qua-
dratic polynomial, and the power (or Cobb-Douglas)
function. We will restrict our discussion to these
three types of production function. Experience in-
dicates that they serve adequately and that, except
for special purposes, there is little if anything to gain
from investigating other functional forms.

QUADRATIC POLYNOMIAL

With a single variable input, the quadratic poly-
nomial production function is written

(7.6) Y =a, +aX, +a,X?*%

In this equation, a,, a, and a,, are coefficients to be
eslimated statistically. To be relevani for economic
analysis, any such fitted function should have the gen-
eral shape shown in Figure 7.1. This implies that
output is a maximum when X, equals —a,/2a,, and
that the linear coefficient a, is positive and larger in
absolute terms than the quadratic coefficient a,,
which should be negative. Equation (7.7) gives an
example of an estimated single-factor quadratic where
Y is units of grain yield per hectare and N is units
of nitrogen fertilizer per hectare.

.7 Y = 18.43 + 0.29N — 0.002N?.

Y is a maximum of 28.9 units when 72.5 units of N
are used. The relevant range for economic analysis
must lie between N = 0 and N = 72.5 since, within
this range of N, dY/dN = 0.29 — 0.004N is positive
and d°Y/dN* = —0.004 is negative.

Using equation (7.7), we can estimate grain yield
for given levels of nitrogen fertilizer. We could



only do this sensibly, however, for situations cor-
responding to that for the data from which the
function was estimated. Any variation in soil type,
climate, cultivation practice, etc. (i.e., in any of the
other factors that can affect production) would tend
to invalidate the predicticns.

With two variable inputs we have the general qua-
dratic form

(78) Y = a, +aX, +aX, +a X" +a,X}?

+ a.X,X,

which is exactly analogous to equation (7.6) except
for the addition of a term involving the interaction
coefficient a,,. If either of the input factors is taken
as fixed at a particular level, the two-variable qua-
dratic collapses to a single-variable quadratic in the
other factor. Thus if X, is fixed at some level, say k,
we have
(7.9) Y = (a, + a,k + a..k?)

+ (a, +a,. KX, +a,;, X*

where the bracketed coefficients can be written as

(7.10) Y =a,/ +a’X, +a, X2

To be relevant for economic analysis, the fitted
two-variable quadratic should be such that its implied
single-variable functions of the type shown in equa-
tion (7.10) meet the criteria for single variable gqua-
dratics that we vutlined refative to equation (7.7). In
meeting these criteria, the interaction coefficient a,,
may be either posiiive, zero or negative,

Equation (7.11) is an example of the two-variable
quadratic where Y is grain yield per hectare and N
and P are respectively units of nitrogen and phos-
phate fertilizer applied per hectare.

(7.1H) Y = 827 4+ 0.27N + 0.31P -— 0.002N*
— 0.0014P- + 0.0006NP.

With P = 40, this preduction function collapses to
that of equation (7.7). With N = 0 say, it collapses to

(7.12) Y = 827 + 0.31P — 0.0014P~

Equation (7.11) implics a maximum yield of 40
units of Y when N = 869 and P = 129.3. So long
as the relevant range of fertilizer levels does not
exceed these values, the function is appropriate for
economic analysis (assuming, of course, that it fits
the data satisfactorily).

With three variable input factors, the quadratic
becomes

(7.13) Y =a, +aX, +a,X, + a,X, +2a,X;*
+ a,.X.* + a,.X;" + a..Xx,X,
+ a,. X, X, + a,,X.X,.
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With one of the factors fixed at some level, it col-
lapses lo a two-variable function; with two factors
fixed, to a single-variable function. For economic
relevance, these implied single-factor functions for
each factor must meet the criteria already outlined.

As equation (7.13) shows, three-variable quadratics
are messy. If we have three or more variable factors,
it is generally best to use a power function rather
than either the quadratic or square-root quadratic
form.

SQUARE-ROOT QUADRATIC POLYNOMIAL

Square-root quadratic polynomials are exactly anal-
ogous to the ordinary quadratic functions discussed
above except that X, is replaced throughout by its
positive square-root X,'/z. Thus for a single factor
we have

(7.14) Y =3, +a,X;'2 +a,X,,

and for two factors

(7.13) Y

a, + a, X,z +a,X,": + a,,X,

+ 4. X, + a,.X, X,z

a,+aZ +aZ +a,Z>*+a,zZ}
+a,.2,Z,

where Z, = X,"s. In other words, a square-root
transformation is applied to the input variables. Com-
pared lo the shape of the ordinary quadratic, the
effect of the square-root transformation is to make
the production surface more gently sloped and non-
symmetrical when plotted against X, levels. As
discussed by Dillon (1977, Ch. 1), other transfor-
mations or mixtures of transformations might also
be used.

The conditions for square-root quadratics to be
relevant for economic analysis are analogous to those
for the ordinary quadraticc.  When plotted, the
(implied) single.variable functions should have the
general shape of Figure 7.1 with (in terms of X,'/2)
the lincar coefficient a, being positive and the qua-
dratic coefficient a, being negative. The interaction
cocfficient a,; of equation (7.15), if relevant, can be
positive or negative.

Like the ordinary quadratic, square-root functions
are generally not as convenient to use as the power
function when there are three or more variable factors
to be considered.

Equation (7.16) gives an empirical illustration of
the two-variable square-root quadratic. Again Y is
grain units per hectare and N and P are units of
nitrogen and phosphate fertilizer per hectare. The
function is based on the same set of data as our
quadratic examples of equations (7.7) and (7.11).

(7.16) Y = 8.3] + 1.66N"z+ 1.84P/: —0.13N
—0.035P + 0.IN'/zP/2,




PoweRr orR CoBB-DOUGLAS FUNCTION

The power or Cobb-Douglas production function
has the following form:

(7.1 one variable input: Y = a X*'
(7.18) two variable inputs: Y = a X,*'X,*
(1.19) n variable inputs: Y = a X *'X,*. .. X"

As equations (7.18) and (7.19) indicate, with two
or more variable factors, the power function is mul-
tiplicative. When the input and output quantities
are transformed to logarithms, the resultant function
is linear, e.g., with n variable inputs we have

(7.20) log Y =loga, + a,logX, + a,log X,
+...+a,logX,

If all factors except one are held constant at non-
zero levels, the multivariable power function col-
lapses 1o a single-variable function as in equation
(7.17). To be relevant for economic analysis, the
power function must have cach estimated a; coeffi-
cient positive and less than one. This ensures dimin-
ishing returns to each factor. As well, none of
the X, values can be zero since this implies zero
output. Another difference to the quadratic and
square-root quadratic is that the power function does
not have a maximum: it increases indefinitely.

The power function estimate based on the same
set of grain-fertilizer response data used to illustrate
the polvnomial function is

(7.21) Y = 7.55N0-007po.z4a,

7.6 Economic analysis

Given an estimate of a multivariable production
function, we can estimate the level of output for
given quantities of input, the marginal physical pro-
ductivity of each input factor, and the isoquant equa-
tion for any specified level of output. From the
isoquant equation, which specifies the locus of all
input combinations yielding a specified level of out-
put, we can estimate the rate of technical substi-
tution between factors. These substitution rates can
then be equated to the inverse factor-price ratios to

determine the isocline equations specifying the least-
cost combination of input factors for any feasitle
level of output. Finally, the profit maximizing set
of inputs can be determined by simultaneously
solving the set of equations equating tae marginal
product of the i-th factor with the factor/product
price ratio. As shown by Dillon (1977, Ch. 2), pro-
duction function analysis can be further extended
to take account of constraints on input or output
levels and to allow optimization over an array of
production processes to be carried on simultaneously.

We will illustrate the above-mentioned economic
derivations in terms of the two-variable quadratic,
square-root and power production functions of equa-
tions (7.8), (7.15) and (7.18) respectively.

MARGINAL PRODUCT

The marginal product of X, denoted MP,, is the
change in output arising from using an additional
unit of X,. It is derived by taking the partial deriv-
ative of Y with respect to X, For the twe-factor
quadratic, square-root and power functions of equa-
tions (7.8), (7.15) and (7.18), marginal products are
as shown in Talble 7.1.

ISOQUANT EQUATIONS

An isoquant equation describes all combinations of
factors wanich yield a given quantity of output, say
Y* It is derived by setting Y equal to Y* in the
production function Y = f(X,, X,...., X,) and solving
in terms of X, to obtain the equation:

(1.22) X, = gX.. Xo- -0 X0 Y.

An isoquant for two factors is shown diagrammati-
cally in Figure 7.4 below. The isoquant equations
for our three production funciion forms are as shown
in Table 7.2. As these equations indicate, the poly-
nomial forms are more computationally tedious than
the power form.

RATE OF TECHNICAL SUBSTITUTICN

The rate of technical substitution of factor X, for
factor X,, denoted RTS,, specifies the amount by

Table 7.1 MP: FOR THE TWO-FACTOR QUADRATIC, SQUARE-ROOT AND POWER PRODUCTION FUNCTIONS OF EQUATIONS (7.8), (7.15)

AND (7.18)

Production function

Margina! product of X
MP: = 3Y/3Xy

Marginal product of Xz
MP: = 3Y/3X2

Quadratic (7.8)
Square-root (7.15)
Power (7.18)

ar + 2an X1 + azXz
a1/2X1t + a1 -+ a12Xa4/2Xut
apa1X121-1Xze? = a4, Y/X,

az + 2a22Xz2 + a12Xa
a2/2Xzt + a2z + 212X1#12Xa!
2022X181X282-1 = a;Y/X2




Table 72 ISOQUANT EQUATIONS FOR THE TWO-FACTOR QUA-

DRATIC, SQUARE-ROOT AND POWER PRODUCTION
FUNCTIONS OF EQUATIONS (7.8), (7.15) anp (7.18)
ductiug Isoquant equation
ng’ngﬁgnn 1= g0, YY)
Quadratic
(7.8) X1 = {— (a1 4 a12X2) +
+ [(a1 + a12Xz2? — dan (a=Xz2 +
+ a20X2? + ao — Y*)}H/2an
Square-root
(7.15) X1 = [— (a1 + a12Xot) +
+ [(a1 + a12X24)? — 4ay) (a2X2t +
+ az2X2 + a0 — Y*)]42/4a1:?
Power
(7.18) X1 = (Y*/apXz82)l/a1

which X, must be increased if X, is decreased bty one
unit and the level of production is to remain un-
changed. RTS,, is equal to the slope of the isoquant
which in turn is equal to the negative inversc ratio
of the factors’ marginal products. Thus we have

(723)  RTS, = dX/dX, = —MP/MP, = RTS.

The expression for RTS,, for our three functional
forms are shown in Table 7.3. As indicated by
equation (7.23), the expressions for RTS,, are the in-
verse of those for RTS,.. Again, the power function
gives the simplest expressions.

ISCCLINE EQUATIONS

For anyv factor price ratio k = p,/p,, where p, and
p, respectively denote the unit price of X, and X,
the isocline equation specifies the least-cost expansion
path or combination of the pair of factors X; and X,
for production of any specified quantitv of output.
It is assumed that in small farm situations, the unit
prices of X, and of Y (denoted p, and p, respectively)
are given and not influenced by the farmer. Hence
the price ratio k can be treated as a constant in-
dependent of Y. At every point along the least-cost
isocline the rate of technical substitution of X, for X;

Table 7.3 RTSi2 FOR THE TWO-FACTOR QUADRATIC, SQUARE-
ROOT AND POWER PRODUCTION FUNCTIONS OF EQUA-
TIONS (7.8), (7.15) anD (7.18)

Production Rate of technical substitution
function TS = —MP:y/MP:
Quadratic
(7.8) — (a2 + 2a20Xz + a12X1)/
[ (a1 + 2a11X1 + a12X2)
Square-root
(7.15) — (a2/2X2? + azz + a12Xat2X:4) /
[ (@1/2X1? + an + a12X24/2X11)
Power
(7.18) — azX1/a1Xz

is inversely equal 1o the negative ratio of their
prices, i.e.,

(724) —-—RTS” = p]/pl = k

Solution of this equation gives the least-cost isocline
equations for our three functional forms as listed in
Table 7.4. The relative simplicity of the power
function is again obvious. Note that with n factors
there will be n(n — 1);2 isocline equations, one for
each of the possible pairs of factors. Diagrammatic
illustration of isoclines is given by Figures 7.4 and
7.5 below.

OPTIMAL INPUT COMBINATION

If there are no constraints on the quantity of out-
put to be produced or on the quantity of inputs
available, the profit-maximizing combination of in-
puts is given by simultaneous solution of the set of
cquations equating the marginal product of each
input with its factor/product price ratio. Thus with
n variable inputs therc is a set of n equations

(1.25) MP, = p,/p,

to be solved simultaneously for the set of optimal X,
values. For each of our three two-variable functional
forms, these equations are as shown in Table 7.5. As
noted in the table, for the power function to imply
finite optimal input amounts, we must have the sum
of the exponent coefficients (in this case a, + a,)
less than one. This sum indicates, for the power
function, the type of returns to scale that are implied
to prevail. Respectively, if this sum is less than one,
equal to one or more than one, we have decreasing,
constant or increasing returns to scale.

CONSTRAINTS TO PRODUCTION

Typically, a farmer's supply of resources will be
constrained in that he faces an outlay constraint. In

Table 7.4 LEAST-COST ISOCLINE EQUATIONS WITH pz/p1 = K
FOR THE TWO-FACTOR QUADRATIC, SQUARE-KOOT AND
POWER PRODUCTION FUNCTIONS OF EQUATIONS (7.8),
(7.15) anp (7.18)

Production Least-cost isocline equation
function or pi/pr =k
Quadratic
(7.8) X1 = [kar —az + (kapz — 2az22)Xz]/

J(a12 — 2 kan)
Square-root

(7.15) X1 = [2 (ka1 — aze) X2t —az +
+ {las — 2 (ka1 — az2) X212 +
+ 4dkarz (a1X2! + a1:X2)]?/4a12?
Fower
(7.18) X1 = karXzfa:
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Table 7.5 EQUATIONS TO BE SOLVED SIMULTANEGUSLY TO
OBTAIN OFTIMAL INPUT QUANTITIES FOR THE TWQO-
FACTOR QUADRATIC, SQUARE-ROOT AND POWER PRO-
DUCTION FUNCTIONS OF EQUATIONS (7.8), (7.15) AND
(7.18)

Production

= p/
function MPy = pi/py

Quadratic (7.8) X1 = (p1/py — a1 — arzX2)2an;
Xz = {pz/py — az — a12X1)/2az2
Square-root

(7.15) X1 = [(ar + a1=Xat)/2p1/py — a1
X2 = [{az + a12X19)/2(p2/py — az2)]?
Power (7.18) with|

a1 + az <1 X1 = [p1/pyacaiXz8T]1/1a1-1)

X= = [pzlpyaoalealll/(n?-l ]

this case his optimal level of production is specified
by simultaneous solution of the set of least-cost
isocline equations

(7.26) —RTS,, = p,/p,

and the iso-cost locus

(7.27) xl = [C_"(pzxz + psxs +...+ pnxn)],pl
where C is his total possible expenditure on the
factors X,, X,,..., X,. Thus for each of our three
functional forms with two variable factors we have
a pair of equations (equation (7.27) plus the appro-
priate one from Table 7.4) to solve for X, and X..
It then remains to check that greater profit cannot be
obtained for an outlay of less than C. If it can, the
outlay constraint is not effective and unconstrained
best operating conditions must be calculated as per
Table 7.5. The appropriate check is to calculate the
ratio p,MP,/p, for one of the input levels calculated
from equations (7.26) and (7.27). As shown by Dillon
(1977, Ch. 2), if this ratio is greater than one, the
constraint is cffective. An example of an iso-cost
line is shown in Figure 7.4 below.

Sometimes there may be a constraint on the quan-
tity of output that a farmer is allowed to produce.
In this case the optimal input quaniities are given
by simultaneous solution of the least-cost isocline
equations of equation (7.24) (or Table 7.4) and the
isoquant equation (7.22) (Table 7.2). Figure 7.4
below provides a diagrammatic illustration.

Farmers will also often be constrained by the cost
of credit or by profit possibilities available to them
from alternative products. Suppose the cost of
credit or the net return per unit of outlay available
from other production processes is denoted by r.
Outlay on X, in the process under study should
then be restricted to the level which yields a mar-
ginal profit of r. The optimal resource quantities
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are then given by simultaneous solution of the set
of n equations

(7.28) MP, = p, (I + 1/p,.

7.7 Empirical example

To illustrate production function analysis we will
use the grain-fertilizer functions used to exemplify
the quadratic, square-root and power functions in |
Section 7.5. With Y, N and P respectively denoting
units of yield, nitrogen and phosphate fertilizer per
hectare, the equations are:

Quadratic (R? = 84%).

(7.29) Y = 827 + 0.27N + 0.31P — 0.002N?
wkk L2 2 )] R
—0.0014P* + 0.0006NP
ka x

Square-root quadratic (R? = 879%):
(7.30) Y = 8.3l + 1.66N'/2 + 1.84P'/z

L2 L) L2 2

— 0.13N — 0.035P + 0.INzP*/5

(1] ] L] %

Power (R* = B89 of log Y):
(7.31) Y = 7.55N0-007po-244,

*k  KEE

These equations were each estimated by ordinary
least-squares regression as discussed in Section 7.9
below. The R® values indicate how much of the
variation in the yield data (or logarithms of the
yield data for the power function) is explained by
the fitted functions; the asterisks under the coeffi-
cients indicate their level of statistical significance
(*** = 19, ** =509, *=10%) as discussed in
Section 7.8. The data on which the functions are
based are listed in Table 7.6 (Yeh, 1962). Some pre-

Table 7.6 CROP-FERTILIZER DATA USED TO ESTIMATE THE
TWO-FACTOR QUADRATIC (7.29), SQUARE-ROOT (7.30)
AND POWER (7.31) PRODUCTION FUNCTIONS

Units of nitrogen (N)
Units of
phosphate (P) 0 l 2 © l " I % I 120
(units of grain produced)
0 7.8 96 | 13.2 ] 160 | 122 9.0
20 202 | 221 | 272 | 262 | 234 | 23.1
40 188 260 290 | 380} 264 | 293
60 153 | 22.1 | 269 | 289 | 28.7 321
80 2321 279 | 330 | 379 370 | 31.7
120 2751 319 370 402 | 440 | 336

Source: Yeh (1962).



Table 7.7 PREDICTED GRAI® YIELDS FOR SOME LEVELS OF
FERTILIZER BASED ON THE QUADRATIC (7.29),
SQUARE-ROOT {7.30) AND POWER FUNCTION (7.31)

ESTIMATES
: Units of nitrogen (N)
. Units of
Estmated | Jhocphate |———
® 0n | l 80 ! 120
(predicted units of grain produced)
Quadratic o* 8.3 159 171 11.9
Square-root 8.3 13.6 12.8 10.9
Power 7.6 10.8 11.5 12.0
Quadratic 40 184 270 29.2 249
Square-root 18.6 279 28.7 28.1
Power 18.6 26.6 28.4 29.5
I
Quadratic 80 24.1 336 36.8 3315
Square-root 220 329 344 343
Power 220 31.5 336 350
Quadratic 120 253 358 39.9 376
Square-root 243 36.5 385 389
Power 243 347 37.1 38.6

= Taken as one unit in the case of the power function,

dicted yiclds based on the cstimated functions are
shown in Table 7.7.

The marginal products of N and P are given for
our three functional forms by the respective equations
shown in Table 7.8. Estimated values of MP, at P
levels of 60 and 120, calculated from the formulae
of Tablc 7.8, are listed in Table 7.9 for each of
our three estimated functions. Analogous calcu-
iations could bc made for other levels of P. and
likewise for MP, at various levels of N. The MPy
data of Table 7.9 are graphzd in Figure 7.3.

The isoquant equations derived from our three
estimated functions are presented in Table 7.10.
These cquations give all the combinations of N and
P required 1o produce specified levels of Y. Some
such equal-product combinations and the associated
rates of icchnical substitution of N for P are shown
in Tables 7.11, 7.12 and 7.13 based respectively on
our quadratic, square-root and power function esti-
mates. The respective numerical formulae (cor-
responding to the algetraic formulae of Table 7.3)
on which these RTS,. values are based are given
in Table 7.14. As would be expected from the
logic of production, increasing quantities of N are
required to replace a unit of P as the level of P
decreases, if production is to be maintained un-
changed. Thus in the quadratic case of Table 7.11
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Figure 7.3.

Marginal product of nitrogen from estimated
functions,

with 'Y = 20, 0.73 unit of N can replace one unit
of P when P =40, but when P =10, 3.83 units
of N are required.

Lcast-cost isocline equations are derived as per
cquation (7.24). These equations, based on our
three estimated functions and with a price ratio of
k = pp/py = 14.0/8.1 = 1.73 are given in Table 7.15.
As shown in Figure 7.4, for the quadratic function
the intersection of this isocline with the isoquant
for Y = Y* (i.e., simultaneous solution of the iso-
quant and isocline equations) gives the least-cost
combination of N and P for production of Y* under
the given input price ratio. This corresponds to a

Table 7.8 EXPRESSIONS FOR MARGINAL PRODUCTS OF N AND
P DERIVED FROM THE ESTIMATED QUADRATIC (7.29),
SQUARE-ROOT (7.30) AND POWER (7.31) FUNCTIONS ®

Estimated _ _
function MPx~ = 3Y/[3N MPp = 3Y/3P
Quadratic
(7.29) 0.27 — 0.004N 0.31 — 0.0028P
+ 0.0006P + 0.0006N
Square-root
(7.30) 0.83/Nt —0.13 0.92/Pt —0.035
+ 0.05Pi/Nt + 0.05Ni/p}
Power
(7.31) 0.73po-244/No-003 1.84N0-007/po.T38

s Note that for the power function, MP; may also be expressed

as a;Y/X; where Y is the estimated yield.
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Figure 7.4. 1lustration of optimal input determination for
the casc of an output constraint (point A) and an outlay
constraint (point B) based on the quadratic production
function estimate of equation (7.29).

constraint on output. The example shown at point
A in Figure 7.4 is for Y = 30. For a constraint on
outlay as specified by equation (7.27), the optimal
input combination under the given pricc conditions

Table 79 MPx aT P =60 anp P =120 roR THE 1TV &
FACTOR QUADRATIC (7.29), SQUARE-R0OOT (7.30) A ™
POWER (7.31) PRODUCTION FUNCTION ESTIMATES
MPy with P = 60 ! MPy with P = 120
¢ Quadratic S‘}_';if‘c' Power |Quadratic Sc:_g?):e- Power
1 0.30 1.09 1.99 0.34 1.25 2.36
20 0.23 0.14 0.13 0.26 0.18 0.16
40 0.15 0.06 0.07 0.18 0.09 0.08
60 0.07 0.03 0.05 0.10 0.05 0.06
80 | —0.0t 0.01 0.04 0.02 0.02 0.04
100 § —-0.09 | ~0.01 0.03 - 0.06 0.01 0.04
120 -0.17 | —0.02 0.03 -0.14} 0.00 0.03
Table 710 ISOQUANT EQUATIONS BASED ON THE QUADRATIC
(7.29), SQUARE-ROOT (7.30) AND PoweRrR (7.31)
PRODUCTION FUNCTION ESTIMATES
Quadratic:
N = {— (0.27 + 0.0006P) + [(0.27 + 0.0006P)*

+ 0.008 (0.31P — 0.0014P? + 8.27 — Y*)}}} / (—0.004,

Square-root:

N = {—(1.66 + 0.1P¥) + [(1.66 + 0.1P})?
+ 0.52(1.84P* — 0.035P + 8.31 — Y*)]:{2/0.068

Power:
N = (Yt,7_55p0-244)10-309

0 aNp Y = 30 WITH VARIOUS
LEVELS OF N AND P BASED ON THE QUADRATIC
PRODUCTION FUNCTION ESTIMATE (7.29)

Y=2 Y =30
U | W | R | S | U | R
5 40 0.73 16 100 0.15
14 30 1.01 21 80 0.42
26 20 1.51 34 60 D.0A
49 10 3.89 59 45 150

Table 7.12 RTSsp FOR Y == 20 AND Y = 30 WITH VARIOUS
LEVELS OF N AND P BASED ON THE SQUARE-ROOT
PRODUCTION FUNCTION ESTIMATE (7.30)

Y =20 Y =30
Uplis | Upits | —Rsyp | Units | Units | s
1 35 0.13 il 90 0.30
3 25 0.34 15 80 0.45
10 15 1.26 24 70 0.84
20 10 3.59 3 60 1.35
Table 7.13 RTS:ur For Y =20 AnDp Y = 30 WITH VARIOUS
LEVELS OF N AND P BASED ON THE POWER PRO-
DUCTION FUNCTION ESTIMA1E (7.31)
Y=2 Y =30
S|P | s | U | W s
1 50 0.05 9 120 0.19
4 30 034 24 80 0.76
12 20 1.51 50 60 2.10
68 10 17.14 137 40 R.63
Table 7.14 FORMULAE FOR CALCULATING RTSwnp
(= 1/RTSxr) DERIVED FROM THE ESTIMATED
QUADRATIC (7.29), SQUARE-ROOT (7.30) AND POWER
(7.31) FUNCTIONS
Estimated -
function RTSyp = — MPo/MPy
Quadratic
(7.29) —(0.31 — 0.0028P + 0.0006N)/
{0.27 — 0.004N + 0.0006P)
Square-root
{7.30) — (0.92/Pt — 0.035 + 0.05N#/PY)/
(0.83/N# — 0.13 + 0.05P#/NH
Power
(7.31) —2.52N/P
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Table 7.15 LEAST-COST I1SOCLINE EQUATIONS FOR THE ESTI-
MATED QUADRATIC (7.29), SQUARE-ROOT (7.30) AND
POWER (7.31) FUNCTIONs WITH pr/py = 1.73

Estimated Least-cost isocline e?uaxion

function —RTSpp = 1.73)
Quadratic

(7.29) N = 20.89 + 0.51P
Square-root ‘

(7.30) N = {—(0.92 + 0.19Pt) & 1(0.92 +

+ 0.19P#)2 4+ 0.29P% + G.017P}*}/0.1

Power

(7.31) N = 0.686P

is specified by the intersection of the least-cost
isocline and the iso-cost line. This also is illustrated
in Figure 7.4 at point B for the case of outlay being
constrained to 480 money units per hectare.

To delermine the optimal level of Y and the
associated combination of N and P if there are no
constraints on output or outlay, we need also to
know p,. Calculation of these optimal quantities
is as per equation set (7.25). Thus if the price of
Y is 100 per unit, setting MPy = p\/p, and
MP,. = p,/p,. for the case of the quadratic equation
(7.29), we have the two equations:

(7.32a) 0.27 — 0.004N + 0.0006P = 0.081
(7.32b) 0.31 — 0.0028P + 0.0006N = 0.14.

Simultaneous solution of these equations indi-
cates optimal input quantities of N = 58.2 and
P = 73.2 units per hectare. Substituting into pro-
duction function equation (7.29), these input quan-
tities imply an expected yield of 35 units of Y per
hectare (as shown at point C in Figure 7.4). Anal-
ogous calculations for the estimated square-root
and power production functions give the optimal
quantities shown in Table 7.16.

Table 7.16 UNCONSTRAINED OPTIMAL LEVELS oF N, P AND
Y PRASED ON THE QUADRATIC (7.29), SQUARE-
ROOT (7.30) AND POWER (7.31) PRODUCTION FUNC-
TION ESTIMATES WITH Pn = 8.1, pp = 14 AND

py = 100
Optimal quantity
Estimated
function -
N P Y
(units per hectare)
Quadratic
(7.29) 58.2 732 350
Square-root
(7.30) 30.8 46.8 28.3
Power
(7.31) 32s 472 271
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If the opportunity cost of funds is r per unit of
outlay, equation (7.28) provides the optimal quan-
tities. Thus if r is 0.I5 (i.e., an opportunity cost

of funds of 15 percent), we have for the quadratic
case:

(7.33a)
(7.33b)

0.27 — 0.004N + 0.0006P = 0.093
0.31-— 0.0028P + 0.0006N = 0.161.

Simultaneous solution of this pair of equations in-
dicates that under the given price and opportunity
cost conditions, the optimal input quantities are
N = 54.0 units per hectare and P = 64.8 units per
hectare. The implied optimal level of output is 33.3
units per hectare.

78 Choice between alternative estimates

Choice between alternative production function
estimates is a matter of subjective judgement, guided
by consideration of: (a) goodness of fit: (b) a priori
economic and physical logic: (c) easc of analysis:
and (d) judgement about the economic implications
drawn from the production function estimates. We
will illustrate these considerations using the alter-
native crop-fertilizer functions of equations (1.29),
(7.30) and (7.31). Though not specifically oriented
to production function estimates, good discussion of
these questions is provided by Rao and Miller
(1971, Ch. 2.

GOODNESS OF FIT AND STATISTICAL SIGNIFICANCE

Goodness of fit to the data on which a function
is based can be judged by: (i) visible inspection of
cither predicted outputs against the data output
values or of implied single-variable functions plotted
against the correspending data obscrvations; and
(if) statistical measures rclating the fitted function to
the data.

The two major statistical mcasures are the coef-
ficient of multiple determination or R*® value which
measures the amount of variation in the data ex-
plained by the fitted equation, and tests of signif-
jcance (t tests) on the estimated individual coef-
ficients. For example, the quadratic estimate of
equation (729) has an R* value of 0.84 indicating
that this equation explains 84 percent of the vari-
ation in the yield data of Table 7.6. The corre-
sponding figure for the estimated square-root func-
tion (7.30) is 87 percent. The estimated power
function of equation (7.31) is tased on a loga-
rithmic transformation of the data of Table 7.6. Its
R® value refers to this transformed set of data. As
a result the R? value for the power function is not
strictly comparable with those for the quadratic
and square-root functions, only roughly so — see Rao




and Miller (1971, Ch. 2) who also discuss the use

of the adjusted coefficient of multiple determination,

denoted R, which adjusts R* for the number of
coefficients being estimated.

As usually conducted, tests of significance on the
individual regression coefficients indicate the prob-
ability that a coefficient of that size could have
arisen by chance from the sample data if the true
value of the coefficient were zero. Thus, as shown
in equations (7.29}, (7.30) and (7.31), most of the
coefficients of the estimated functions are significant
at the 1 percent level, ie., there is one chance or
less in a hundred that a coefficient of that size would
have been estimated if its true value were zero.
Traditionally, significance levels of 5 percent or
less have been regarded as highly satisfactory and
10 percent as satisfactory. However, these levels
are quite arbitrary. They are based on notions of
scientific objectivity and caution, and may bear no
relation to the farmer’s decision problem. For ex-
ample, in terms of expected profit it may still be
very profitable for a farmer to base his decisions
on an estimated function none of whose coefficients
is significant at the traditional arbitrary levels (Dil-
lon, 1977, Ch. 5).

ECONOMIC AND PHYSICAL LOGIC

Different functional forms have different impli-
cations about the general shape of the production
surface and about such derived quantities as mar-
ginal products, isoquants, rates of technica! substi-
tution and isoclines, all of which are important com-
ponents of economic analysis. Figure 7.5 shows
such differences schematically for the quadratic,
square-root and power functions with two variable
input factors. For the squarc-root and power forms,
isoclines emanate from the origin: for the quadratic
and square-root functions the isoclines converge to
a point where output is maximized and MP, is zero;
for the power and quadratic functions the isoclines
are straight lines. Thus if it is judged that the iso-
clines should be curved and pass through the origin,
this would suggest the use of a square-root function
for the production process under study. In general,
however, little such prior information will be avail-
able except from previous studies of a relevant
nature.

More generally, use may be made of particular
physical logic about the way input factors interact.
Thus it is generally regarded as logical that input
factors interact multiplicatively at the whole-farm
level. This suggests the use of power functions for
whole-farm analysis rather than polynomial-type
functions which are rather more additive in nature.
At the same time, polynomial (e.g., quadratic and
square-root) functions .1 be justifisd as approxi-
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mating functions to the unknown true production
function (Heady and Dillon, 1561, p. 204). Likewise,
in deciding on whether or not to include interaction
terms in the chosen function, e.g., the NP term in
equation (7.29), we will be guided by whether or
not we believe such interaction is physically logical

b
1
(a)} quadratic
0
X
Xl
(b) square-root
0
X2
x1
{c) power
4
0 ™
Figure 7.5. lsoquants and isoclines for two-variable func-

tions of (a) quadrztic, (b) square-root and {c) power form.

and not simply by whether or not such a term has
a statistically significant coefficient. Such decisions
can be of real economic significance, e.g., if the
quadratic and square-root functions do not include
interaction terms, MP, depends only on X, and is
not influenced by the level of other input variables.




EASE OF ANALYSIS

The more ~omplicated or extznsive the production
function, the more difficult analysis becomes and
the more likely the chance of making errors in cal-
culation. This consideration is most important from
a practical point of view. Thus we have stressed
the use of the quadratic, square-rcot and power
forms because of their relative case of estimation
and analysis. Comparing these three forms, the
power function is by far the simplest in terms of
deriving isoclinc:, isoquants, factor substitution rates
and cconomic optima. With more than two variable
inputs the quadratic and square-root functions be-
come messy, though with only one or two input
factors they generally serve well.

JUNDGEMENT AND IMPLICATIONS

The final importani criterion that contributes to
choosing between alternative cstimates is judgement
based on their derived implications,  Thus, com-
paring the cmpirical quadratic. squarc-root and
power function estimates of equations (7.29), (7.30)
and {7.3D), we might note that they all have a rea-
sonably high R- value, have signs on theii coef-
ficients that are as dictated by physical and economic
logic {as discussed in Secrion 7.4), and have cocef-
ficien's that are all statisticaily significant.  Nor is
there any overriding physical logic that would cause
us to choose one of these functions rather than
another.  All three appear to fit the data adequately.
As Table 7.16 shows, however, there arc real dif-
ferences between the unconstrained optimal input
rates implied by the three functions. Though the
judgement can only be subjective. our choice be-
tween the three functions would be for the square-
root function --- largely influenced by the fact that
expericnce indicates it generally serves satisfactorily
(Heady and Dillon, 1961, Ch. 14).

7.9 Estimation

Given an appropriate sct of data on output with
various input combinations either at the whole-farm
level or at the technical unit (i.e., per hectare or per
animal) level, productior functions are typically esti-
mated by least-squares regression procedures. This
is a standard statistical method for fitting continuous
functions involving a single dependent variable (Y)
and one or more independent variables (the X’s).
Procedures for hand calculation of the estimated
regression function and its associated R* and signif-
icance test values are outlined in most standard
statistical texts such as Draper and Smith (1966)
and Ezekiel and Fox (1959). Sometimes more so-
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phisticated econometric procedures may be worth-
while (Kmenta, 1971) but they are hardly relevant to
this manual.

Good discuscion of the practicalities of least-
squares regression is provided by, e.g., Rao and Miller
(1971) and Heady and Dillon (1961). Today there
is no need to carry out regression estimation by
hand. Standard programmes are available for use
with large computers and for programmable pocket
calculators. What is stil! necessary is to have an ap-
preciation of the data to be used and to organize them
appropriately for producticn function estimation. An
appreciation of the data is best obtained in a prac-
tical sense by tabular analysis and by graphical ap-
praisal of the observations on input factors one at a
lime against the output observations. By gaining a
feel for the data in this way, any general tendencics
they exhibit or peculiar (perhaps erroneous) observa-
tions can be picked up.

Given that a set of relevant data is to be (or has
been) collected from farms or experiments, its or-
ganization in appropriate form for estimation pur-
poses is most important. Just what form this orga-
nization might best take depends on the nature of
the data and the proposed analysis. Broadly speaking,
a useful distinction can be made between () data
collected by means of controlled experiments for pur-
poses of fitting production functions to technical
units (e.g., vield-fertilizer relations per hectare, ani-
mal-feed relations per head) and (/i) data collected
from farm surveys for purposes of whole-farm anal-
ysis. Accordingly, we will discuss data collection
and organization under thesc twe hcadings. But
whatever the type of data — from experiments or
from farms — the better the estimation will be (a)
the more homogeneous is the sample in terms of
the factors not included in the estimation (e.g., cli-
mate and soil); (b) the larger the sample size or
number of observations; and {c) the greater the
number of input combinations included in the ob-
servations.

7.10 Data from controlled experiments

To generate experimental data best suited to pro-
duction function analysis on a technical unit basis
{i.e., per hectare or per animal), cxperiments need
to be designed accordingly. Traditionally agricul-
tural scientisis have been interested in whether sig-
nificant differences exist between treatment means;
for example, “Which fertilizer treatment gives the
highest yield?”. Normally such a “Yes/No?” type
of research aim implies statistical analysis via anal-
ysis of variance. In turn this implies an approach
to experimentation involving fewer treatment levels
(i.e., factor combinations) and more replication. In




contrast, economic analysis based on the estimation
of a continuous production function implies more
factors at more levels, a systcmatic arrangement of
factor levels into treatment combinations, and less
emphasis on replication.

EXPERIMENTAL DESIGN

The essence of the experimental design problem
in cooperative rescarch between economists and
physical scientists is, first, to obtain as much bene-
ficial information as possible within the research
budget constraint while, second, achieving a satisfac-
tory compromise between the aims of the different
researchers. For a given amount of experimental
resources, a balance has to be struck between plot
size, number of input {actors 1o be studied, number
of treatments (i.c., combinations of factor levels) and
number of replications. For example, with 27 exper-
imental plots of a given size, a great many choices
arc possible. These could range from 27 replicates
of a single factor at a single level (i.c., one treatment)
to a single replicate with three factors each at threc
levels (i.e., 27 treatments).
vilinear production surface, there must be at least
threc levels of each factor. But beyond this re-
quirement, choice between more or less treatments
and replications is a matter of subjective judgement.
Likewise the actual choice of treatment levels (i.e.,
ranges of the input factors to be studied) is a matter
of judgement aimed at centring the experiment
about where we think the economic opiima will be.
If little is known about the location of the optimum,
input levels should te chosen with a fairly wide span
to minimize the risk of finding an optimum located
beyond the experimental data.

Though a variety of designs are appropriate for
production function analysis, as outlined by Dillon
(1977, Ch. 5), the most appropriate are complete or
fractional factorials. A faciorial design is one in
which cach level of cach factor appears in combi-
nation with cach level of each other factor. Thus
a complete two-factor six-level factorial (as in Table
7.6) involves 6° == 36 factor-level combinations or
treatments. Likewise, a complete three-factor five-
level factorial would involve 35* = 125 treatments,
each on a separate experimental unit (plot or group
of animals). QObviously with more than three factors
and three levels, ccmpicte factorials become quite
large. The way round this qifficulty is to use a frac-
tional factorial design. This consists of some con-
venient fraction of a full factorial, the omitted treat-
ments being as evenly distributed as is feasitde across
the range of factor combinations. Thus one fifth of
a three-factor five-level factorial would involve
5%/5 = 25 treatments. Two thirds of a two-factor
six-level factorial would have 24 treatments. If

—

For estimation of a cur-
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possible (i.e., if research resources permit), the frac-
tional factorial should be such as to have each factor
appearing at least once at each of the levels it would
have in the completec factorial. As well, there should
be at least one replication of the cxperiment so that
at least two obscrvations are available for each
treatment.

IMPORTANT FACTORS

Bio-economic farm management research should
be aimed at identifying those factors to which pro-
duction and profit are most sensitive. i.c., the most
cconomically relevant variables. Initially, for ex-
ample, this may imply fertilizer experiments. How-
ever, consideration should also be given to other
aspects of crop culture so as to enable identification
of improved packages of technology and the con-
stramts that must be relieved to facilitate their adop-
tion. Thus in the carly stages of a research pro-
gramme, many management alternatives may be
broadly assessed in a *‘yes/no’ or “with or without”
framework. e.g.. two levels each of fertilizer, weed-
ing, disease control, planting date, plant density, etc.
For this work of sieving out the more important
factors, two-level n-factor [actorials are best. For
example, with two levels of fertilizer, late and early
planting, low and high plant density, with and without
weeding and with and without insecticide, there
would be five factors giving a total of 5% = 2§ treat-
ments per replicate. Such two-level experiments do
not yield data suitable for production function (i.e.,
marginal) analysis. But they can greatly assist in
the development of improved packages of technology
and help identify the important factors to te studied
in more detailed experiments. This later work can
emphasize questions of optimality as opposed to the
earlier work aimed simply at identifying improved
economic input combinations.

Some broad rules of thumb to apply (in consul-
tation with cooperating scientists) in choosing exper-
imental designs for obtaining data for production
function analysis are as follows (Dillon, 1977, Ch. 5):

(a) on the basis of prior two-level n-factor exper-
iments or other knowledge, make a priority
listing of the potential factors to be studied;
assess available experimental resources to see
the number of experimental units (plots or
animal groups) of different sizes that could be
allocated between treatments and replicates
with different designs involving alternative
numbers of factors moving down the priority
listing;

check that there are not analogous experi-
ments from previous years or in other relevant

(b)

(0)




places with which the results of the proposed
experiment could be combined; if so, think of
arranging the experiment so that combined
analysis is feasible — this way far more re-
liable information is possible and research ef-
ficiency enhanced;

(d) in terms of design, minimal guidelines to
aim for relative to the number (n) of factors
involved might be along the lines:

if n =1, use at least six or seven levels with
at least one replication;

if n =2, use at least three fifths of a five-
level factorial and if possible a com-
plete five-level factorial, with at least
one replication;

if n =3, try to have at least five levels of
each factor in a fractional factorial
with at least one replication;

if n"> 4, aim to have at least four levels of
each factor in a fractional factorial
with at least one replication.

In general, as discussed by Dillon (1977, Ch. 5).
livestock experiments are more complicated to run
and analyse than crop experiments.

ENVIRONMENTAL FACTORS

Inevitably there will be variaidons in such factors
as soil characteristics (e.g., available nutrients, pH,
organic matter), weather parameters (e.g., rainfall,
temperature, solar energy), disease effects, etc. across
experimental units in space (i.e., from location to
location) and in time (i.e., from year to year). As
exemplified by Barker (1978) and Singh and Sharma
(1969), these variations cause substantial variations
in output over space and time. Accordingly, so far
as possible, information should also be collected on
relevant environmental variables. If this is done, as
discussed by Anderson, Dillon and Hardaker (1977,
Tk 6 and Dillon (1977, Ch. 3), it then becomes
possible ‘o fit more comprehensive production func-
tions of the forin

Y = f (decision variables; suil characteristics;
weather parameters; disease parameters; etc.)

covering results from different locations and years.
Such functions provide a better basis for extrapo-
lation to other locations and also provide a sounder
basis for farmer recommendations with allowance
made for response variation over space and time.

FARM VERSUS EXPERIMENTAL RESULTS

Because of more intensive management, use of sole
cropping and the generally smaller areas involved,

experimental yields are inevitably better than farm
yields (Dillon, 1977, Ch. 5). As discussed in Section
1.5 and by De Datta et al. (1978) and Barker (1978),
the size and causes of this yield gap are a topic re-
quiring research relative to different types of crops
and farmers in different regions. In particular, ex-
perimental research on crops has not yet adequately
recognized that crop production on small farms is
frequently based on multiple cropping systems with
strong complementary and competitive effects be-
tween crops.

Whatever its causes, the existence of the difference
between farm and experimental yields must be taken
into account when we are drawing either farmer rec-
ommendations or policy implications from pro-
duction function analysis based on expcrimental data
— and, unless we have additional knowledge, subjec-
tive judgement must be exercised about how big
the difference is likely to be.

Though we have covered the major considerations
involved in production function analysis based on
experimental data, there are many other aspects of
possibie relevance. These are variously discussed by
Anderson (1967), Anderson, Dillon and Hardaker
(1977, Ch. 6) and Dillon (1977).

7.11 Farm survey data for whole-farm
production function analysis

Farm surveys may be organized specifically to
obtain data for the estimation of technical unit pro-
duction functions. For example, data on crop yields
and associated fertilizer use may be collected from
a sample of farms to estimate crop-fertilizer functions.
The important considerations in such work are to
ensure (@) that there is as little variation as possible
in factors not included in the analysis (c.g., soil type,
cultivation practices, climate, ctc.), (b) that there is
plenty of variation in the input combinations under
study (e.g., that not all the farmers arc using the
same levels of fertilizer) and {¢) that sample size is
adequate — suy of at least 40 or so.

More usually, farm survey data are collected or
used for the estimation of whole-farm production
functions. These are functions relating total farm
output to the use of land, labour and capital on a
whole-farm basis. In collecting data for estimating
such functions it is important that standardized pro-
cedures be used so far as possible, as discussed in
Chapter 2, and that — if possible — sufficient data
be collected to allow for the analysis of output vari-
ation over space and time as discussed by Dillon
(1977, Ch. 5). In particular, use may be made of
FAQ’s Farm Management Data Collection and Anal-
ysis System (Friedrich, 1977) which provides a com-
prehensive system of data collection and analysis,
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including the fitting of productiv: functions (on
either a whole-farm or technical unit basis) by least-
squares regression.

CLASSIFICATION OF FACTORS

Because whole-farm production functions usually
involve more than two factors and because factor
interrelationships are generally assumed to be mul-
tiplicative at the whole-farm level, the power function
is indicated as the most appropriate functional form
for whole-farm analysis. Moreover, experience in-
dicates it gencrally works satisfactorily.

The use to which an estimated whole-farm pro-
duction function can be put depends on the way in
which inputs and output are defined and measured.
The broad resource categories involved are land,
labour, capital and management. As yet, there is no
satisfactory way of measuring management so we
will assume it is not included in the function. The
other factors — land, labeur and capital - can be
disaggregated in various ways to give a more spe-
cific set of factors, e.g.,, land of different types, dif-
ferent categorics of capital expenditure, ctc. If a
high degree of aggregation is used, the implications
of the resultant function may be of little relevance
to farmer decision making. For example, knowl-
cdge that the marginal return to capital exceeds its
cost on the average sample farm may be of little
us¢ to a particular farmer. He needs to know just
what type of capital expenditure to make. On the
other hand, such genera! information may be very
uscful to a policy maker who has to decide on credit
policy.

Ideally, input and output variables should be
measured in homogeneous physical units. This, how-
ever, is impossible, especially for capital items and
for output if multiple products are involved. The
practical basis of aggregation has to be in value
terms. Consequently, the distinction between a phys-
ical production function and a value of production
function is gencrally blurred in whole-farm analysis.
Also, the generality of the fitted function is reduced
since it strictly applies only to the particular price
regime on which value aggregation is based.

CAPITAL

Capital may be disaggregated in various ways into
a number of separate input categories. The rule is
that the particular specific inputs within an indi-
vidual category should be as nearly perfect substi-
tutes (RTS,; = 1) or perfect complements (RTS,; = 0)
as possible. As well as being theoretically correct,
this rule is functional in that it tends to specify the
production problem in a way meaningful to farmers.

Heady and Dillon (1961, p. 220) indicate some of
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the ways in which capital has been disaggregated.
Some of these cxamples of disaggregaiion of capital
cncompassing a variety of types of farms are:

(@) into: farm improvements (depreciation cost on
buildings, levees, etc.); liquid assets (bullocks,
feed, seed, fertilizer, etc.); working assets (ma-
chinery, breeding livestock, equipment, elc.)
and cash operating expenses (repairs, fuel,
oil);

into: machinery and equipment (depreciation,
maintenance and running costs); livestock and
feed expenses; miscellaneous operating ex-
penses;

into: depreciation on machinery; feed pur-
chase; fertilizer,; miscellaneous operating ex-
penses (fuel, repairs, etc).

(b)

(c)

Thus a variety of categories has been used. In
general, two broad categories may be distinguished:
(7) nems lasting longer than a single production pe-
riod (e.g.. tools and equipment); and (i) items vir-
tually completely used up in a single production
period (e.g., insecticide). Long-lived items should
be cntered in the production funciton in terms of
their annual depreciation and maintenance costs:
single period items in terms of their cost landed on
the farm. Note also that any cash operating expense
items (such as harvesting costs and freight on output)
whose size is directly determined by the volume of
output should be excluded from the analysis.

LABOUR

Two factors must be torne in mind in measuring
the input of labour. First, what is needed is the
amount of labour actually used in production, not
the amount of labour available, some of which may
not have been used. Second, so far as possible, ac-
count must be taken of variations in labour quality
by calculating the total labour used in terms of some
siandard unit such as Adult Male Equivalents.

LAND

If possible, the sample observations should be
confined to farms that are relatively homogeneous
in land quality. If so, area can be used as a measure
of land services used. If not, standardization in
market value terms is necessary. If there are distinct
differences in land type (e.g., flat versus hilly, arable
versus non-arable, irrigated versus non-irrigated),
land should also be disaggregated in terms of type.
Of course, land not used should not be included in
the analysis.




Qutput

Most farms producc more than one type of prod-
uct. For whole-farm analysis, therefore, the various
types of output have to be aggregated to a single
measure. Sometimes it may be possible to allocate a
farm’s input use between crop and livestock prod-
ucts. If so, separate functions can be fitted, one
for crop products and one for livestock production.

The only logical way to aggregate different prod-
ucts is in value terms. In consequence, nothing
can then be said relative to resource allocation in
individual crop enterprises. And, as previously noted,
aggregation in value terms implies that product prices
have already been specified and cannot be varied in
analysis without rc-cstimating the production func-
tion for each set of product prices o be investigated.

USING THE POWER FUNCTION

Economic analysis of whole-farm production func-
tions follows the procedures presented in Section 7.6
and exemplified in Section 7.7. However, (wo par-
ticular things need to be done in using the power
function.  First, some observations will usually in-
volve zero levels of one or more input factors. The
power function implies cach facior must be at a
non-zero level. To overcome this difliculty, the zero
observations should be replaced by some arbitrary
amount of small size.  Sccond. analysis of the fitted
power function to estimate the value of marginal
product of an input relative to its price should bte
carricd out with cuch input at the level equal to its
geometric mean level in the sample. For cach input
factor this level corresponds to the mean of the
logarithms of the samiple observations.

As in the case of experimental data, there are many
other considerations that may be taken into account
in whole-farm production function analysis.  Dis-
cussion of such points is to be found in Heady and
Dillon (1961, Chs. 4 to 7).

SUBSISTENCE CONSIDERATIONS

As with any farm management research involving
farms with a subsistence component, care must be
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exercised in using production function analysis with
such farms. In particular, the measurement of output
should include production used for subsistence and
other non-commercial purposes. Likewise, judge-
ment has to be exercised about the prices and op-
portunity costs 1o be used for economic appraisal.
This will be increasingly difficult the greater the
degree to which input transactions arc not commer-
cialized. Indeed, with pure subsistence farming it
may be impossible to decide on any objective set
of prices (barter values) or opportunity costs on
which economic analysis can be based.
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Because of their lack of control over climate, the
markets in which they sell and the institutional en-
vironment ir which they operate, farmers always
face uncertainty and the consequent risks of income
variatility generated by this uncertainty. For small
farmers, and especially subsistence farmers, this un-
certainty can frequently involve calamitous conse-
quences. In Chapter 6 we outlined some general
procedures (conservative rules of thumb for invest-
ment appraisal, minimum returns analysis and sensi-
tivity analysis) for taking account of risk in a gen-
eral way relative to any particular recommendation
domain. In this chapter our orientation is to the in-
dividual farmer rather than to the group of farmers
constituting a recommendation domain.

Dealing with an individual farmer, it is possible
to take account of his personal beliefs about the
risks he faces and his personal preferences for the
possible consequences associated with any risky de-
cision he might consider taking. To do this we use
decision theory analysis which provides a proce-
dure for ensuring that an individual makes decisions
which are consistent with his personal beliefs and
preferences, and — given these beliefs and prefer-
ences — that these decisions are the best possible
given the information available to him. Of course,
decision analysis does not guarantee that, with hind-
sight, the decision wili be seen to be correct in ‘he
sense of giving the best possible result. That woud
only be possible with perfect foresight (ie., in the
absence of uncertainty). All that decision analysis
ensures is that good decisions are made relative to
the uncertainty perceived by the decision maker and
his risk preferences.

In outlining the procedure of decision analysis, we
will first specify the component elements of any de-
cision problem, discuss the concepts of degrees of
belief (probability) and degrees of preference (utility),
and then illustrate the application of decision anal-
ysis by way of a decision tree. The approach out-
lined is very pragmatic and oriented to the situation
of a farm management specialist assisting an in-
dividual farmer in his decision making. No concern
is given to the finer details or possible cxtensions of
decision theory. For such fuller elaboration, refer-
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RISKY DECISION ANALYSIS

ence should be made to Anderson, Dillon and Har-
daker (1977), Halter and Dean (1971) or Makeham,
Halter and Dillon (1968).

8.1 Components of a risky decision

Any risky decision involves acts, states, protabili-
ties, conscquences and a choice criterion. These
components are specified as follows.

ACTS

Acts are the relevant actions available to the de-
cision maker. They constitute the sct of alterna-
tive decisions among which he has to choose. We
will denote the j-th act by a,. The acts a,, a,,...a;,...
must be defined to be mutually exclusive and should
be exhaustive in the sense of covering all possible
alternatives. Obviously a decision maker can only
be as good as the decisions he considers. so good
decision analysis must be based on skilful definition
of the acts. One act that must always be considered
is to do nothing or to defer action. Decision prob-
lems featuring a continuous variable, such as fer-
tilizer rate, may sometimes require specification of
an infinite set of possible acts but typically can be
represented approximately but adequately by a small
finite set of discrete acts.

STATES

The possible events or stafes of nature which may
occur and influence the outcome of whatever de-
cision is taken are denoted 0,, 0,,..0,.. These
states must also be defined in such a fashion as to
be mutually exclusive and exhaustive. The essence
of a risky decision problem is that the decision maker
does not know for certain which state will prevail.
Some state variables are intrinsically continuous
(e.g., rainfall) but generally a discrete representa-
tion of such variables (such as ‘good’, ‘average’,
or ‘poor’ for rainfall) will prove adequate. Skill,
experience and judgement are all important in spec-
ifying states in optimal detail. States may be of




simple or compound description. For example, a
particular state of nature might be defined in terms
of some combination of rainfall during the growing
season, rainfall at flowering, disecase incidence and
prices after harvest so as to account for the several
elements of uncertainty impinging on a decision.

PROBABILITIES

The probabilities relevant to decision making cor-
respond to the degrees of belief held by the decision
maker about the chance of occurrence of each of
the possible relevant states. Thus they are subjective
probabilities. The probability of the i-th state oc-
curring is denoted by P,. As usual with probabilities
for mutually exclusive and exhaustive events such
as the set of states, the probability P, must lie be-
tween 0 and 1 (ie.. 0 < P, <(1), the probability of
either the i-th or the k-th state occurring is P, + P,
and the probability of at least one of the states
occurring is 1 (i.e.,, 5P, = 1).

CONSEQUENCES

Depending on which of the uncertain states occurs,
choice of an act leads to some particular. conse-
quence, outcome or payoff. The consequence as-
sociated with the j-th act and the i-th state is de-
noted ¢,

CHOICE CRITERION

In choosing between alternative acts, some cri-
terion of choice is necessary in order to compare the
set of possible consequences of any act with the set
of possible consequences of any other act. De-
cision theory implies that the appropriate choice cri-
terion is expected utility (the concept of which is
explained in Section 8.3 below) and that the best
act to choose is the one which maximizes the de-
cision maker’s expected utility (Anderson, Dillon
and Hardaker, 1977, Ch. 4). This corresponds to
choosing the act which best meets the decision
maker's personal preferences about consequences
while at the same time taking account of his personal
perception of the risks associated with his decision.
The utility of the consequence c;; is denoted U (c,)
and thus the expected utility of the j-th act, denoted
U(a,), is given by

Ufa)=ZPU (Cu)
= P,U(c,) + P,U(c,) + ... + PU(,) + ..
8.2 Depiction of risky decision problems

Decision problems may be displayed in either
matrix or tree form. Table 8.1, for example, depicts
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Table 8.1 MATRIX REPRESENTATION OF A DECISION PROBLEM
WITH TWO STATES AND THREE ACTS
3‘ Pl ay an a3
01 P c11 Ciz cia
02 P2 czt Cz2 Ca3

in symbolic form the payoff matrix for a decision
problem involving two possible states of nature and
three possible acts or decision alternatives. The
expected utility of each act would be calculated as

U(a,) = P,U(c,,) + P,U(c,,)
U(@,) = P,U(c,,) + P,U(c,,)
U(as) = P)U(cla) + P::U(cza)

and the optimal act would be the one with the largest
expected utility.

Figure 8.1 shows the decision problem of Table 8.1
in the form of a decision tree where the available
acts are depicted as branches from decision nodes,
conventionally denoted by squares, and states are
shown as branches from chance or event nodes de-
noted by circles. An essential feature of decision
trees is that they be drawn so that the sequence in
which decisions are taken and events occur is re-
flected as we move from left to right in the decision
tree. Thus in the simple problem of Table 8.1 as

Ftate Frobability Consequence

(Pi) (c“)

€23

Figure 8.1
sion problem of Table 8.1.

Decision tree representation of the risky deci-



Table 8.2 EMPIRICAL EXAMPLE OF FAYOPF
RISKY DECISION PRORLEM

MATRIX FOR A

Alternative actions
Type of season Prabability
Spray Not spray
Good 0.3 £1 900 $1 760
Fair 0.5 $1 600 $1 600
Poor 0.2 $1 000 $1200

shown in Figure 8.1, the decision maker chooses an
act and after he has taken this decision, onc of the
possible states of nature eventuates and determines
the consequence or outcome of his action.

An empirical example of a risky decision problem
involving three states and two acts is shown in
Table 8.2 and Figure 8.2. The alternative acts are
for the farmer to either spray or not spray his crop
for discase control. The possible states of nature
are that the season will be good, fair or poor. Con-
sequences are measured as the net return to the
farmer after taking account of all the costs involved
(including the cost of spray, if used). As in any
risky decision, these consequences reflect the inter-
action between the decision taken and the state of
nature which occurs.

8.3 Empirical specification

To solve a risky decision problem, it must first
be adequately specified in terms of the relevant acts,
possible states and their probabilities as seen by the
decision maker, and the possible consequences as-
sociated with each act-state pair. As we will show

[ S

tpidyarg
altirnative

TYic 1t

scason 1

-3 $1300
.5 $1690
-z $1000
] $17€0
-5 $1600

‘222:\\~\-~\~\
.2

Figure 8.2, Decision tree representation of the crop deci-
sion problem of Table 8.2.

$1200
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in Section 8.4 below, it is not necessary to formalize
the choice criterion in terms of utility as an equiv-
alent procedure is available which can generally
be used in assisting farmers in their risky choices.

ACTS, STATES AND CONSEQUENCES

As already noted, the acts to be considered should
be all those relevant to the problem at hand, in-
cluding the act of doing nothing or deferring a de-
cision, and should constitute an exhaustive and mu-
tually exclusive listing of all the relevant acts. Like-
wise, the states of nature to be considered should
encompass all possibilities and also be mutually ex-
clusive.  Typically, some degree of simplification
will be necessary in listing the possible acts and
states so as to keep the specification of the problem
from becoming too complicated (or the decision tree
becoming too ‘bushy’).  Usually, this implies classi-
fying the possible acts and states into no more than
half a dozen or so possibilities.

Consequences may be monetary or non-monetary,
or both. Whenever convenient, they should be
measured in money terms either on the direct basis
of market values or indirectly on the basis of equiv-
alent money payoffs as specified by the decision
maker. 1f money values cannot be used, then the
consequences should be specified by the decision
maker on the basis of some subjective rating scale
such as from 0 to 100. However, problems involving
consequences which are measurable either directly
in money terms or indirectly in money equivalents,
constitule the most common type of risky decisions
enconntered in farm management. These monetary
consequences should be specified in net terms, ie.,
as the net money payoff available after all the costs
associated with the decision are subtracted from the
gross revenue received from the decision. In es-
sence, therefore, the calculation of consequences in
moncy terms involves carrying out a budget-type
exercise for each act-state pair. If the act-event
sequences of a decision extend over a year or more
and there are significant differences between alter-
native acts in their time pattern of expenditures and
revenues, then discounting should be applied and
the consequences measured in present value terms.

PROBABILITIES OR DEGREES OF BELIEF

A farmer bears the consequences of any risky
decision he takes. It is always his decision and his
responsibility. Hence any decision he takes should
be based on his personal degrees of belief about the
likelihood of the different states that might occur.
These degrees of belief correspond to his subjective
probatilities for the possible events. In making
these probability judgements, of course, he will be




guided by his own experience and any other informa-
tion which he judges to be relevant (such as histerical
records, natura! signs and advice from experts or
wizards). Thus there is no reason why two farmers
in otherwise identical circumstances facing the same
states and consequences should not hold differing
degrees of belict about the occurrence of the states
(and thus reach different decisions even if their
choice criteria are the same). Further, such per-
sonal probability judgements cannot be ‘right’ or
‘wrong’, although a rational person wculd wish to
refine his degrees of belief, eliminating as far as
possible any biases arising from misconceptions or
misinterpretations of the data available to him.
The most important sources of bias likely to occur
in making probability judgements relate to the phe-
nomena of representariveness and anchoring. We
will look at cach of these sources of bias in turn.
Many probability judgements rcquire an assess-
ment of the chance that A is a member of the set B.
For cxample, a farmer may need to cvaluate the
probability that a spell of dry weather is the start
of a prolonged drought. Typically such judgements
are made by assessing the extent 1o which the object
or occurrence under review is representative of the
class to which it is to be related.  So our farmer
might judge how represeniative the current dry
spell is of the first few weeks of droughts he has
experienced in the past. While representativeness is
obviously a relevant clue in forming probability
judgements, thore is a danger of placing too much
reliance on it to the ncglect of other kinds of evi-
dence. For example, the farmer might assign a
high probability to the possibility of a drought
starting because “the present dry spell is just like
the start of the last big drought”, disregarding the
fact that few spells of dry weather actually develop
into long droughts. Likewise, our farmer might
misconceive chance by misguidedly saying that be-
cause on average one year in five in his area is a
drought year and because the last four years have
been wet, there is sure to be a drought this year.
Anchoring is the second source of bias and is of
particular importance in the context of the proba-
bility elicitation methods described below. Most
people find the introspective cffort required to make
probability judgements quite difficult. In conse-
quence, once some particular value occurs to them
or is suggested by someone else, they tend to anchor
on this value. Such anchoring can lead to assessed
probability distributions that have too small a vari-
ance. For this reason care must be taken to try
and avoid bias due to anchoring on the first values
considered.
As outlined by Anderson, Dillon and Hardaker
(1977), various methods are available to elicit a
decision maker’s degrees of belief for the events
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judged relevant to whatever risky decision problem
he is facing. For work with small farmers, and par-
ticularly for problems involving discrete states of
nature, the visual impact method is probably best.
With this procedure a chart or form is prepared on
which discrete values or class intervals of the random
variable being considered (e.g., rainfall), or the spec-
ified states of nature (e.g., high, medium or low
prices), are identified along with respective spaces
for counters. A reasonable number of counters (say
50 matches) are then allocated visually over the spaces
by the decision maker according to his degrees of
belief. Once an initial allocation has been made
by the decision maker, he can review it visually and
make any desired adjustments to the distribution
across the cells corresponding to the set of states.
Probabilities are then given as the ratios of observed
cell frequencies to total counters. For example, if
twelve out of 50 counters are allocated to the space
for the fourth possible state, P, = 12/50 = 0.24. As
well as for simple events such as the type of season
that may occur, the visual impact method can also
be used to elicit probabilities for more complicated
states of nature based on compound events. For
cxample, if the consequences of a decision depend
on both the type of scason (which may be good,
fair or poor, say) and the level of product price
(which may be high, medium or low say), there
will be a total of nine possible states each consisting
of some type of season in conjunction with some
pricc level. The required chart for the visual im-
pact procedure would thus, in this case, involve a
total of nine cells, onc for each of the possible com-
binations of season and price.

When states of nature correspond to continuous
random variables, they are sometimes best estimated
as continuous probability distributions, even though
they may be adequately modelled in discrete form.
The casiest method is to elicit the decision maker’s
cumulative distribution function for the variable of
interest. Suppose the variable of interest is denoted
by X. Then the cumulative distribution function for
X is defined as the curve showing for any particular
level of X, say X*, the probability that X may be
less than or equal to X*, i.e., it specifies P(X << X*)
where P denotes probability. Such functions can
be depicted graphically with P(X < X*) plotted on
the vertical axis and X* on the horizontal axis, as
shown in Figure 8.3 which, for example, indicates
that the elicited subjective probatility of there being
at least 200 cm of June-October rain in Hissar next
year is 0.75.

The visual impact method can be adapted to the
elicitation of the probability distribution of a con-
tinuous random variable. The range of the variabie
is first determined and divided into a convenient
number of mutually exclusive and exhaustive class
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Figure 8.3. Subjective cumulative distribution function
elicited for next year’s June-October rainfall in Hissar.

intervals. The decision maker :hen allocates counters
to the classes as before, the probability for each
class being calculated as the ratio of the class fre-
quency to the total counters, and these probabilities
are then cumulated to specify poiants on the cumu-
lative distritution curve. As in Figure 8.3, a curve
can then be smoothed through these points per-
mitting values of P(X 7 X*) to be read off for any
selected values of X*.

A second method of determining the cumulative
distribuiion curve is that known as the judgentental
fractile method. This method proceeds by direct
questioning of the decision maker via a series of
questions such as:

(1) For what value of X* is it just as likely X
will be above X* as it is likely it will be
below it? This X* value corresponds to
P(X < X*) = 0.5. It may be denoted X, , .
For what value of X* is it just as likely X
will be above X* as it is likely it will be
below it but above X, .? This X* value cor-
responds to P(X << X*)=0.75. It may be
denoted X, ;..

For what value of X* is it just as likely X
will be below X* as it is likely it will be
above it but below X, .? This X* value cor-
responds to P(X -< X*) = 0.25. It may be
denoted X, .

For what value of X* is it just as likely X
will be below X* and above X, ., as it is
likely it will be above X*? This X* value
corresponds to P(X < X*) = 0.875. It may
be denoted X, ,,, -

For what value of X* is it just as likely X
will be below X* and above X, as it is likely
it will be above X* but below X, .,? This
X* value corresponds to P(X << X*) = 0.625.
It may be denoted X, .-
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A further two questions analogous to questions (4)
and (5) above but respectively referring to the equal
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probability intervals above and below X, ,, would
provide X ;;, and X, ,,,. With these seven ques-
tions, seven points are provided for plotting the cu-
mulative distribution curve which can be smoothed
through the elicited points. Such an approach was
used in eliciting the cumulative distribution curve of
Figure 8.3. Of course, the above questioning pro-
cedure will actually proceed in an iterative fashion.
Thus, for example, question (1) might proceed in
the form: “Consider the value X*. Is X more like-
ly to be above or below X*?” Several X* values
may be tried before the decision maker declares that
some particular value equals X, ,.

UTILITY OR DEGREES OF PREFERENCE

Once the acts, states, state probabilities and act-
state consequences of a risky decision problem have
been specified, it only remains to choose the optimal
act on the basis of maximizing expected utility. Ex-
pected wtility is a quantitative measure of a decision
maker’s preference for the set of possible conse-
quences associated with a risky act. Comparing the
expected utility of the alternative acts is equivalent to
a comparison of the decision maker’s degrees of
preference for these alternatives and enables the
most preferred act to be selected. As shown by An-
derson, Dillon and Hardaker (1977, Ch. 4), it is
possible to elicit the utility curve or utility function
for any individual decision maker and use this to
read off his utility value for any particular conse-
quence. Then, applying the decision maker’s prob-
abilities for the states of nature, the expected utility
of each alternative act may be calculated. For ex-
ample, for the j-th act we would have:

U@) = I,PU(c,)

However, fcr the great majority of practical farm
management decisions, a far simpler but equivalent
approach can be used. This is known as the cer-
tainty equivalent approach.

8.4 Certainty equivalent approach

The certainty equivalent approach rests on the
fact that for the risky set of consequences associated
with any particular act that may be selected by the
decision maker from the alternatives available to
him, there will be some sure (i.e., non-risky) conse-
quence which, if it were available, he would regard
as equivalent in intrinsic value to him as the risky
set of consequences. In other words he would be
indifferent between receiving the sure consequence
and taking the act with its risky set of consequences.
This implies that the utility of the risky act is equal
to the utility of the sure consequence. For this




reason the sure equivalent amount is known as the
certainty equivalent of the risky set of consequences.

For example, suppose one of the acts available
to a farmer in a risky choice situation involved pos-
sible net payoffs or consequences of $600, $400 and
%100 with probabilitics respectively of 0.3, 0.4 and
0.3. After consideration our farmer might say that
he would be indifferent between choosing this act
and receiving a sure payment of $270. Thus the
farmer’s certainty equivalent for this risky act is
$270. Faced with the same set of risky consequences,
another farmer might specify a certainty equivalent
of $340, indicating that his risk preferences are dif-
ferent to those of the first farmer.

RISK ATTITUDES

By comparing decision makers’ certainty equiv-
alents for the same risky sei Of COns€quences, we
can judge whether they are more or less risk averse
than one another; and by comparing a dccision
maker’s certainty equivalent with the expected money
value of the risky set of consequences, we can tell
whether, within the range cof consequences consid-
ered. he is risk averse, risk neutral or risk pre-
ferring. Thus the farmer whose certainty equivalent
for the above risky act is $270 is more risk averse
than the farmer whose certainty cquivalent is $340.
Further, since the expected money value of the
risky act is $310 [= (0.3) (600) + (0.4) (400) + (0.3)
(—100)]. we can say the first farmer is risk averse
because his certainty cquivalent is less than $310.
The second farmer is risk preferring since his cer-
tainty equivalent of $340 is greater than the act’s
expected money value. Stated another way, the
first farmer would be willing to forgo up to $40 in
expected money terms (i.e., $270 —3$310) in order
to avoid taking the risky act. He would prefer any
surc amount greater than $270 rather than the risky
act. In contrast, the s=cond farmer would need to
receive a sure payment of at least $30 more than
the expected moncy valuec of the risky act (ie.,
$340 -— $310) before he would accept the sure con-
sequence rather than the risky act. Only if a decision
maker’s certainty equivalent for a risky act is equal
to its expected money value is he risk neutral.

SOLUTION PROCEDURE

To use the certainty equivalent approach to solve
risky decision problems, all we have to do is get
the decision maker to nominate (by introspection)
his certainty equivalent for each alternative risky
act. The act with the highest ceriainty equivalent
is then his best choice because it corresponds best
with his preferences taking into account the un-
certaintics present in the decision situation.

Decision trees provide the most convenient way
of applying the certainty equivalent approach to
solving risky decision problems. The reason for this
is that, compared 0 a payoff matrix, the decision
tree representation provides a far more readily com-
prehended model of the decision problem In par-
ticular, unlike a payoff mairix, a decision tree shows
clearly the time sequencing of acts and events.

Application of the ccrtainty equivalent approach
via a decision tree odcl of risky choice involves

F S 1 WO S  J Siens
lHC TOHOWINIR 11VE SICED

I. Draw the decision tree in chronological sequence
from left to right with acts branching from de-
cision nodes denoted by squares and events
branching from event or chance nodes denoted
by circles.

II. Assign the relevant subjective probabilities to
event branches, checking that the probabilities
are consistent with the logic of probability.

1I1. Attach net dollar payoffs to the terminal
branches, making sure that account has been
taken of all the costs and revenues of preceding
branches. If the time span involved is suffi-
ciently long, the terminal payoffs should be
measured in present value terms.

IV. Working back leftward from the terminal
branches, replace the chance events at each
event node by their certainty equivalent; then
choose between antecedent acts on the basis of
theic certainty equivalents, the act with the
highest certainty equivalent being uies preferred
alternative at each decision node. This process
is known as backward induction. As backward
induction proceeds, write the certainty equiv-
alent at each event node to make the whole
process clearly explicit.

V. Mark off or delete inferior acts as they are
located so that when the base of the tree is
rcached, the optimal path through the tree (ie.,
the optimal act) is clearly evident.

8.5 Some illustrative examples

A simple example is given by applying the cer-
tainty equivalent approach to the decision tree of
Figure 8.2. This tree already shows all the relevant
information. It only remains to determine the de-
cision maker’s certainty equivalent for each of the
two cvent nodes and then apply backward in-
duction — which in this case is very simple since
there is only a single decision node. Suppose that
on the basis of our questioning and his introspection,
the farmer specifies a certainty equivalent of $1 510
for the set of risky consequences branching from
event node A and a certainty equivalent of $1 550
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for those at event node B. The decision problem
of Figure 8.2 may then be replaced by the equivalent
but simpler decision problem of Figurc 8.4 which
involves the original singie decision node but no
chance nodes. It is immediately apparent that the
preferred choice is action a,, i.e., not to spray, and
we can cross off the alternative a,. Thus, although
the alternatives of spraying or not spraying have
expected money values that are very nearly equal
(81 570 and $1 568, respectively), we have ascertained
that the farmer’s prefcrences for money outcomes
and his attitude to risk are such that he would
clearly be better served by choosing not to spray.

Conceptually there is no reason why the cer-
tainty equivalent approach could not be applied to
risky decision problems depicted in matrix form.
Thus it would be an easy matter in the case of the
matrix presentation of Table 8.2 to add a row at
the bottom of the matrix in which elicited certainty
cquivalents could be inseried and the act with the
largest certainty equivalent selected. As a practical
matter, however, most real-world farm decisions
would involve a larger payoff matrix than that of
Table 8.2 and the elicitation of a farmer’s certainty
equivalents would procced more casily in the context
of the deciston tree format.

As an example of a more complicated risky de-
cision problem we will present a problem analysed
by Singh (1978) based on data collected by Singh
and Choudhry (1977). The problem relates to that
of a farmer in Haryana. India, who has grown 5 ha
of potatoes. He has to decide whether to harvest
and sell the crop green now in Novembter while it is
still making some growth, or to harvest in January
when the crop will be mature. If he harvests in
January, he may either sell immediately or store the
crop until October. The uncertainties in the sit-
uation relate to the prices that will prevail in January

: Certainty
Act equivalent
$1510
2
(not
spray)
$1550

Figure 84 Application of certainty equivalent approach to
risky decision problem of Figure 8.2.

and October, although yield uncertainty could also
be included in the analysis if it were relevant.

Relevant information as elicited from the farmer
for detailing the decision tree is as follows:

Harvest in November:
Yield: 150 g/ha.
Price: Rs60/q.
Harvest cost: Rs287/ha.
Payoff: (150) (5) (60) — (5) (287} = Rs43 565.

Harvest in January and sell immediately:
Yield: 190 g/bha.
Price: 0.5 chance of Rs50/q and 0.5 chance of
Rs40/q.
Harvest cost: Rs287/ha.
Payoff: Rsd46 065 if price is Rs50/q.
Rs36 565 if price is Rs40/q.

Harvest in January and store for October sale:
Yield after storage (4.21 percent loss): 182 q/ha.
Price: 0.6 chance of Rs75/q and 0.4 chance of

Rs62/q.
Harvest cost: Rs287/ha.
Storage preparation cost (grading, etc.): Rs86/ua.
Storage cost: Rs12.50/q.
Payoff: Rs55 010 if price is Rs75/q.
Rs43 180 if price is Rs62/q.

It is important to emphasize that all the above in-
formation is as agreed by the farmer and that, in
particular, the price levels and probabilities reflect
his personal judgement of the relevant parameter
values. Given this information, the decision tree
can be drawn as in Figure 8.5. Note that it involves
a sequence with two act nodes and two event nodes.
From left to right, thesc nodes reflect the chrono-
logical order of deciding whether or not to harvest
in November, the chance determination of prices in
January, the decision of whether or not to sell or
store if harvest is in January, and the chance de-
termination of price in October.

Guided by the potato farmer’s introspection, back-
ward induction based on certainty equivalence can
be used to solve the decision tree of Figure 8.5. We
begin with the event forks furthest to the right in
the tree. There are two of these, latelled A and B,
and by the nature of the present problem, they are
identical (having the same risky consequence set
with the same probabilities of occurrence). Based
on introspection, suppose the farmer nominates a
sure payment of Rs45 000 as his certainty equivalent
for event node A, and hence for event node B also.
With this information, we can replace Figure 8.5 with
the simpler but equivalent tree of Figure 8.6. In-
spection of Figure 8.6 indicates that if the crop is
harvested in January and the January price should



Act Event Act Event Net
(November) (January) (January) (October) payoff

— Ret3.565 ]
- Rs43,565
I

arvest
green

Harvest and 4% Rsd6,065 l
sell

Leave to
mature

‘{ Rs55,010 I

P =0.5 October price of Rs75/q

January price of

Rs50/q ctober price of Rs62/q

44{ Rs43,180 l

January price of

P = 0.5 \(Rs40/q Harvest an ] Rs36,565

sel

Harvest and
tore P = 0.6
October price of Rs75/q

Rs55,010

October price of Rs62/q
P = 0.

A

Rs43,180

Figure 85. Decision tree representation of potato harvest problem.

turn out to be Rs50/q, it would be best to harvest cordingly, the harvest and store act at decision node

and sell (giving Rs46 065) rather than to store (with C can be eliminated from further consideration. Con-

a certainty equivalent payoff of Rs45000). Ac- versely, if the January price should te Rs40/q, the

best act at decision node D would be to store for

October sale. In consequence, should the optimal

o L act for the farmer in November be to leave his crop

e ' R for January harvest (as we show is the case below),

o I s he can plan to assess the price situation in January

- T and act accordingly. If the January price is Rs50/q,

L he should harvest and sell for a payoff of Rs46 065.

7w If the January price is Rs40/q, he should store to

October for a payoffl with a certainty equivalent of
Rsd5 000.

exe o ,4 Continuing with the backward induction, we can

7 Vredanen At replace decision nodes C and D with their payoffs

. ' amse peaen ] trom the preferred decisions at those nodes. This

}’\( ot reduces the decision tree of Figure 8.6 to that of

A Figure 8.7 in which there is a single event node E

e DRI st am I ity to be evaluated. Suppose the decision maker nom-

B inates Rs45400 as his certainty equivalent for the

10 risky consequences at E. Again, the decision tree

S can be simplified by backward induction to give

g T Figure 8.8. As this simplified tree shows, the de-

Figure 8.6. First-stage backward induction of potato har- cision problem has now been redu_ced to a Cho.lce

vest problem of Figure 8.5. between a sure payoff of Rs43 565 for harvesting
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Net
payof £
Act Event or
{November) {January} equivalent
{ nsaz.sesl
Harvest
green
Rsd6,065
Leave to P = 0.
mature January price
of Rs%0/q
E
January Lrice
of Red0/q
F = 0.%

Rs45,000

Figure 8.7. Second-stage backward

induction of potato
harvest problem of Figure 8.5.

green in November and a sure equivalent payoff of
Rs45 400 for harvesting in January. Qbviously, the
optimal decision is to harvest in January and to then
decide whether to sell in January or in October
according as to whether the Yanuary price is Rs50/q
or Rs40/q. Note that this solution applies only to
the particular farmer we have been considering.
Another farmer, because of his personal degrees of
belief and preferences (as reflected bty his personal
probability judgements and certainty equivalents)
could reach a different conclusion as to his optimal
decision.

Exactly the same procedurcs as illustrated above
would apply for more complicated problems in-
volving lengthier act-event sequences, acts with larger
numbers of alternatives, and events with more pos-
sible outcomes. The secret of such analyses is to
model the decision problem in such fashion as to
capture its important elements in terms of decisions
and events without making the decision tree so bushy
that it is incomprehensible. Only if the tree is
comprehensible will a farmer be able to adequately
specify his certainty equivalents for backward in-
duction.

8.6 Sparse data situations
Often only limited data may be available in sit-

uations in which it is desired to apply decision anal-
ysis. In such cases, as long as the judgements are

made carefully, the appropriate procedure is to sub-
jectively estimate the required probabilities about
prices, yields or whatever. For probability estima-
tion with sparse data, use can also be made of what
is known as the fractile rule (Anderson, Dillon and
Hardaker, 1977, Ch. 3). This says that if n obser-
vations are available on a continuous random vari-
able, then when these observations are arranged
in ascending order of size, the k-th observation is a
reasonable estimate of the k/(n + 1) fractile. This
implies that a reasonable cstimate of the probability
of a randomly drawn value of the variable being less
than or equal to the k-th observed value is k/(n + 1).
Fractile estimates made in this way can te plotted
and a cumulative distribution function can be
smoothed through the plotted points. In sketching
such a function, account should be taken of any
other relevant knowledge about the distribution. For
example, it is obvious that a distribution of the
yield of a crop cannot extend to ncgative values.

Net
payoff
or
Act equivalent
Rs43,565
Harvest
green
Leave to
mature
\ Rs45,400

Figure 8.8. Final stage backward induction of potato har
vest problem of Figure 8.5.
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Table 8.3 FRACTILES FOR THE TISTRIBUTION OF NET BENEFITS ($/ha) FROM EACH OF THE ALTERNATIVE FERTILIZER INVESTMENTS

oF TABLE 6.5

Alternative (N,P) investments

Fractile
0.0) (50.0) (100,0} (150,0) (0.25) (50,25) | (100,25) | (150,25) (0,50) (50,50) | (100,50) | (150,50}
0.111 360 670 870 670 1 080 1620 1 090 970 510 1310 1550 1 460
0.222 1090 1280 970 710 1200 1800 1 660 1090 680 2 150 1 590 1490
0.233 1380 1650 2370 | 2080 1330 2190 2 100 1 880 720 2210 1980 | 2120
0.444 1 450 1 890 2830 2610 1540 | 2710 | 2660 2700 750 2 509 2690 § 2630
0.555 1480 | 2200 2960 [ 2730 1820 | 2830 | 3320 3080 900 | 2770 3440 | 2930
0.667 2180 2990 3420 | 3080 2120 3390 3440 3280 950 3020 3440 | 3840
0.778 3740 3920 3730 3130 2410 3 800 3690 4 600 3990 3 440 3950 4120
0.889 4270 4 420 3810 3 490 3700 4 000 4 480 4900 4060 4140 4320 4100

Table 84 ESTIMATED NET BENEFITS (8/ha) AND ASSOCIATED PROBABILITIES FOR DECISION ANALYSIS OF THE FERTILIZER

INVESTMENT PROBLEM

Alternative (N,P) investments
Probability | ; } 7 i
(0.0} ! (50,00 ! (108,04 ‘ (150,0) (0,25) (50,25) (100,25; | (150.25) (0.50) ! {50,50) l (100,50) | (150,500
1/3 725 975 I 920 l 690 1 140 1710 1375 1030 595 1 730 | 570 1475
1/3 I 465 2045 2 895 2670 1 680 2770 2990 2 890 R25 2635 3065 2 780
1/3 4005 4170 ' 3770 | 3310 3055 3900 4 085 4 750 4025 3790 4135 4140
|

To illustrate the fractile rule, suppose we wish to
apply decision analysis to the fertilizer investment
data of Tatde 6.5. Since there are cight obscrvations
for each investment alternative, we can apply the
fractile rule to estimate the net benefit value cor-
responding to the 1/9, 29, 3/9, 4/9. 5/9, 6/9, 7/9 and
8/9 fractiles of the cumulative distribution function
corresponding to each investment alternative. These
fractiles are shown in Table 8.3 from which we sce,
for example, that for the (100,25) alternative, there
is an estimated probability of 0.444 that a net ben-
efit of §2 660 or less will be received.

Based on the fractile data of Table 83 (or
smoothed cumulative distribution curves drawn from
these data), we may estimate cvent protabilities for
decision analysis of the fertilizer investment problem.
Thus suppose we decide to model the problem by
considering three lcvels of net bencfit for each al-
ternative. Suppose these are “high”, “medium™ and
“low", wherc these correspond to the central values
of the top, middle and lower thirds of the net ben-
efit probability distribution. From Table 8.3 (or
more accurately from the smoothed cumulative distri-
bution curves if we drew them), we can estimate
the central value of net benefit within the high,
medium ana low class intervals. Qur estimates of
these values are as shown in Table 8.4 which, of

course, constitutes a payoff matrix for this risky
decision problem.

Inspection of the payoffs listed in Table 8.4 shows
that the first five alternatives and the ninth are dom-
inated. For each of these. one of the other alter-
natives always gives a greater nct benefit. Accord-
ingly, these dominated alternatives can be dropped
from further consideration and we arc left with the
reduced decision matrix of Table 8.5. For each of
the alternatives listed in Table 8.5, certainty equiv-
alents could then be elicited for each individual
farmer and his optimal investment choice ascertained.
Whether or not the expected utility of this invest-
ment is greater than the utility he would gain from
other (i.e., non-fertilizer) investment opportunities,

Table 8.5 PAYOFF MATRIX FOR FERTILIZER DECISION PRORLEM
{$/ha)

Alternative (N,P) investments
Prob-
ability

(50,25) | (100,25) | (150.25) | (50,50) | (100,50} | (150,50)

1/3 1 1710 1375 1030 | 1730 | 1570 | 1475
13 ] 2770 | 2990 | 2890 | 2635 | 3065 | 2780
1/3 ] 3900 | 4085 | 4750 | 2790 | 4135 | 4140
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if available, is something the individual farmer would
have to decide.

8.7 Concluding comment

In this chapter we have sketched decision theory
analysis in the context of a farm management spe-
cialist assisting an individual farmer in his risky de-
cision making. For thai reason we have t‘:iTq‘Ju&SiZEu
the practical analytics of decision theory and not
considered claborations of the theory. For such
further extensions, reference should be made to such
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GLOSSARY

This glossary contains definitions of the main farm
management research terms used in the manual. No
attempt has been made to provide a comprehensive
listing of general farm management terms,

q.v.: quod vide (= which see).

Accidental samipling -~ a incthod of non-probability
sampling (q.v.) in which the sampled individuals are
selected by chance.

Activity —- see farm activily.

Activity budget — a summary of the technical and eco-
nomic characteristics of a farm acrivity (q.v.).

Activity gross income — the value of the output of a
farm activiry (q.v.) over some accounting period
(usually a yeur). whether that output is sold or not.

Acrivity gross margin - activity gross (ncome (q.v.)
minus the variable expenses (g.v.) attributable to that
activity.

Acts — the actions available
among which he must choose. _

Adjusted coefficient of muliiple determination (R*) —
a coefficient of multiple determination (q.v.) of an
estimated production function (q.v.) adjusted for the
number of coefficients estimated.

Agroeconomic :ones ~— zones which are defined in
terms of common features. For different purposes
these features will differ but may involve such di-
mensions as climate, soil resources, land use, ethnic
groupings, market access, etc.

Anchoring — a form of bias in probability elicitation
whereby judgements tend to be excessively centred
on a particular value.

Area familiarization — see field study.

Backward induction — the procedure followed in solving
a risky decision problem {(q.v.) depicted as a decision
tree {q.v.).

Bar chart — a figure in which the size of different
classes within a set of data is represented by bars
of fixed width but of length proportional to the mag-
nitude to be represented.

Break-even budget — a budget (usually a partial profir
budget (q.v.)) drawn up to establish the value of a
selected planning coefficient for which gains and losses
are equal.

Budgetary control — the process of matching the re-
corded progress of selected aspects of farm pro-
duction against a budget.

to a decision maker,
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Cash flow — a payment or receipt in the form of cash
(including transactions conducted through a bank).
Cash flow budget — a statement of projected farm
payments (q.v.) and farm receipts (q.v.) associated

with a particular farm plan,

Census — see farm census.

Certainty equivalent — that sure consequence (q.v.)
which, if it were available, the decision maker would
regard as equivalent to a particular risky set of
consequences.

Certainty equivalent approach — a method of resolving
risky decision problems (q.v.) using certainty equiv-
alents (q.v.). :

Chance-constrained programming — a form of risk
programming (q.v.)) in which risky constraints are
sulisfied at some prescribed probability level,

Chance node — see event node.

Choice criterion — a measure adopted as a basis for
comparing the consequences (q.v.) of alternative acts
(q.v.).

Cluster sampling — a form of multistage sampling
(q.v.) in which all the individuals at the last stage
are sampled.

Cobb-Douglas function — a commonly used algebraic
form for production function analysis (q.v.); for the
general case Y = a [I,X,* so that log Y = 3, log X
where Y is output and X, is the i-th input.

Coefficient of multiple determination (R?}) — a statistic
measuring the proportion of the variation in a set
of data explained by a leasr-squares regression (q.v.)
equation fitted to the data.

Coefficient of skewness - the statistic ¢, computed as
o, = M /V!-3 where M, is the third central moment
(q.v.) and V is variance: the coefficient is positive or
negative according as the distribution is positively
(long tail above mode) or negatively (long tail below
mode) skewed.

Commercial farming — farming in which the majority
of the farm output is sold, usually also involving ap-
preciable use of purchased inputs.

Comparative advantage — see principle of comparative
advantage.

Comparative analysis -— comparison of the perfor-
mance of a particular farm with some “standard”
such as the average performance of a group of broadly
similar farms.

Compound interest rate — the rate of interest used in
compounding (q.v.) or discounting (q.v.).

Compounding — calculation of the future value of a



present sum accounting for the rare of compound in-
terest (q.v.).

Consequence — the outcome or payoff a decision maker
receives or suffers when he adopts a particular acr
(q.v.) and when a particular srate of nature (q.v.)
ensues.

Cost analysis — see principles of cost analysis.

Cost of capital — benefits given up by the farmer
through having investment capital (q.v.) tied up in
an enterprise {q.v.) for a period of time.

Cumulative distribution function (CDF) — a function
representing the probability that an uncertain coef-
ficient X takes a value less than or equal to some
particular value X*, defined for all values of X*.

Cumulative frequency curve — a graph (q.v.) depicting
on the vertical axis the relative frequency cumulated
for all values less than or equal to any given value
on the horizontal axis.

Debr servicing capacity --— measured as farm net cash
flow (q.v.) less cash needed for fumily living expenses.

Decisivn analysis —— a procedure for ensuring that a
decision maker makes decisions that are consistent
with his personal beliefs about the risks he faces
and his personal preferences for possible conse-
quences from the decision,

Decision node — a point in a decision tree (q.v.) where
a choice must be made.

Decision theory — see decision analysis.

Decision tree — a diagrummatic representation in tree
form of a risky decision problem (q.v.).

Degree of belief — see subjective probability.

Degree of preference — see utility.

Development budget — a budget used when planning
changes in farm methods or organization that will
take some considerable time to implement.

Developmeni programme — a schedule used in a de-
velopment budger (q.v.) and showing anticipated in-
puts and outputs in dated scquence.

Development target — the selected end position for a
development budget (q.v.).

Diminishing returns — see principle of diminishing phys-
ical and economic returns.

Discount foctor — the value by which a future cash
flow (q.v.) must be multiplied to calculate its present
value (q.v.).

Discounting — calculation of the present value (q.v.)
of a future sum accounting for the rate of compound
interest (q.v.).

Discrete stochastic programming — a form of risk
programming (q.v.) in which a relatively small num-
ber of possible outcomes of risky coefficients are con-
sidered.

Dominance — a term used in various contexts (e.g., in
farm programming, input-output budget analysis and
decision analysis) to indicate that one alternative is
superior to another in the sense of producing higher
benefits (output) with equal or lower costs (inputs).

Economic principle of marginality — see principle of
marginality.

Enterprise — see farm enterprise.

Enterpris2 choice — see principle of enterprise choice.

Enterprise gross income — the value of the output of a
farm enterprise (q.v.) over some accounting period
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(usually a year), whether that output is sold or not.

Enterprise gross margin — enterprise gross income (q.v.)
minus the variagble expenses (q.v.) attributable to that
enterprise (q.v.).

Equity ratio — farm equity capital (q.v.) divided by
total farm capital (q.v.); it is a measure of the level
of indebtedness and is usually expressed as a per-
cenlage.

(E., V)-efficient plans — farm plans that have the lowest
possible variance (V) of income for all levels of ex-
pected income (E); such plans may be generated by
quadratic risk programming (q.v.).

Event node — a point in a decision tree (q.v.) where
uncertainty exists as to which of a number of events
or states of narure (q.v.) will occur,

Expansion path — see isocline equation.

Expected wiility — a criterion for risky choice com-
puted as the subjective probability (q.v.) weighted
average of the wutilities (q.v.) of the possible conse-
quences (q.v.).

Factorial design — an experimental design in which
each level of each factor appears with each level of
each other factor.

Family earnings — net farm earnings (q.v.) plus other
household income; it represents the total income
available to the farm family for all purposes.

Farm activity — a specified method of producing a
crop or operating a livestock enterprise.

Farm case study — the detailed study of an individual
farm,

Farm cash surplus — farm net cash flow (q.v.) adjusted
for loans received and interest and principal pay-
ments; it represents the amount of cash generated by
the farm and available for household use.

Farm census collection of selected information
from all the farms comprising some population.

Farm development budget -— see development budget.

Farm enterprise — the production of a particular com-
modity or group of reiated commodities for sale or
domestic use.

Farm equity capital — total farm capital (q.v.) less
farm borrowings.

Farm net cash flow — farm receipts (q.v.) minus farm
payments (q.v.).

Farm net worth — see farm equity capital.

Farm payments —- cash paid for goods and services
purchased for farm use.

Farm programming — see programming approach.

Farm receipts — the value of cash received from sale
of agricultural output.

Farm survey — data collection from a sample of
farms from a given population.

Farm system simulation — the mimicking of the oper-
ation of a farm via some type of model (q.v.).

Field cost (of an input) — the field price of an input
(g.v.) multiplied by the quantity of the input which
varies with the decision.

Field price (of an input) — the total value which must
be given up to bring an additional unit of input
onto the field.

Field price (of an output) — the value to the farmer
of an additional unit of production in the field, prior
to harvest.



Field study — informal study of a particular area or
problem.

Finance budger — a budget constructed to show the
extent of necessary borrowings and the manner in
which interest and principal payments on loans ad-
vanced are to be met.

Fixed costs — see fixed expenses.

Fixed expenses — those components of rotal farm ex-
penses (q.v.) that do not satisfy the definition of
variable expenses (q.v.).

Fractile — the j-th fractile (0 -7 j << 1) is the value of
a random variable such that the probability of a
randomly drawn value of the variuble being less
than the fractile value is j.

Fractile rule — if only n observations are available on
a continuous random variable, then when these ob-
servations are arranged in ascending order of size,
the k-th observation is a reasonable estimate of the
k/(n + 1) fractile (q.v.).

Fractional factorial design —- a factorial design (q.v.)
in which selected combinations of factors are omit-
ted.

Frequency distribution — a table, graph or function
indicating the frequency of occurrence of particular
values of a variable.

General purpose table - - a lable constructed to present
a4 summary overview or to present a large amount
of primary data in a convenient form.

Goal 1rade-off — see principle of goal trade-off.

Graph — a figure drawn on two axes representing two
variables with points representing paired values of
the two variables connected by a line or curve.

Gross farm income -— the value of the total output of
a farm over some accounting period (usually a year),
whether thuat output is sold or not.

Gross field benefit — net vield (q.v.) times field price
(q.v.) for all products from the crop.

Gross margin -- see activity gross margin or enterprise
gross margin.

Gross margin budger - - a partial profit budget (q.v.)
drawn up using entesprise gross margins (q.v.).

Gross margins planning a version of simplified
programming {(q.v.) in which activities are selected on
the busis of only one key constraint, usually land.

Histogrem — a figure composed of a number of rec-
tangles drawn adjacent to each other such that the
area of each rectangle is proportional to the fre-
quency of observations in the class interval repre-
sented by the width of the rectangle.

Household net cash income -— farm cash surplus (q.v.)
plus other household receipts; it represents the cash
available to the farm family for all payments not
relating to the farm.

Input-outpur budger analysis — partial profit budgets
(g.v.) applied to the analysis of input-output data
(q.v.).

Input-output coefficients — technical coefficients spec-
ifying the quantity of some particular input per
unit of output or the amount of output produced
per unit of input.

Input-output data — data relating the level of crop or
livestock output to (different) levels of input use.

Integer progranuning — a form of mathematical pro-
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gramming related to linear programming (q.v.) in
which selected variables are constrained to whole-
pumber values.

Internal rate of return (IRR) — that rate of interest
which makes the net present value (q.v.) of an in-
vestment exactly zero.

Investment appraisal — an evaluation of the profita-
bility of some investment. Commonly invelves net
present value (q.v.) or internal rate of return (q.v.)
calculations.

Investment capital — value of inputs (purchased or
owned) which are allocated to an enterprise with the
expectation of a return at a later point in time.

Isocline equation — the equation specifying the least-
cost combination of a set of input factors for pro-
duction of any specified quantity of output.

Isoquant equation — an equation describing all com-
binations of factors which yield a given quantity of
output.

Judgemental fractile method — a method of eliciting
a subjective probability (q.v.) distribution by assessing
fractiles (q.v.) of the distribution.

Key constraint — a constraint selected uas potentially
limiting choice of a farm plan and hence used as a
busis for activity selection in simplified programming
(q.v.).

Labour budger — a budget comparing labour require-
ments with labour available, usually constructed on
a4 scasonal basis.

Labour chart — a form of labour budget (q.v.) con-
structed as a figure with a calendar of working days
recorded on the horizontal axis and with number
of workers recorded on the vertical axis; the chart
shows the number of workers assigned to each task
and the duration of that task.

Labour day — a unit of labour input or requirement,
usually assumed to represent the work accomplished
in eight hours.

Labour profile — the seasonal pattern of labour re-
quirements for a given farm activity (q.v.).

Least-squares regression — the standard statistical meth-
od for fitting continuous functions involving a single
dependent variable and one or more independent
variables; it is used in production function analysis
(q.v.).

Linear programming (LP) - - a computer-based proce-
dure used for solving allocation problems such as
farm planning and formulation of livestock diets.

Livestock feed budger -- a budget comparing feed
requirements of farm livestock with feed available
from crops and pastures, etc.; it is usually drawn up
on a seasonal basis.

Livestock gross income — the value of livestock pro-
duction in the form of animals and produce, adjusted
for inventory changes and net of the value of any
livestock purchased or obtained as gifts.

Long-term cash flow budget — a cash flow budget (q.v.)
constructed for a planning horizon of ten years or
so with intermediate cash balances normally cal-
culated at annual intervals.

Man-day — a unit of measurement of labour input or
requirement, usually assumed to represent the work
accomplished by an adult male worker in eight hours.




Marginal cost —— the increase in urinble cost (q.v.)
which occurs in changing from one production al-
ternative to another; it is often measured relative to
adding a marginal unit of input.

Marginal net benefir — the increase in net benefit (q.v.)
which can be obtained by changing from one pro-
duction alternative to another; it is often measured
relative to adding a marginal unit of input,

Marginal opportunity cost — the value of including a
marginal unit of a given farm activity (q.v.) in the
farm plan.

Marginal principle — see principle of marginality.
Marginal product (of an input) — the change in output
arising from using an additional unit of the input.
Marginal rate of return — the marginal net benefit

(g.v.) divided by the marginal cost (q.v.).

Marginal value product (MVP) — the opportunity cost
(q.v.) of a marginal unit of a resource.

Mediwm-term cash flon budger -— a cash flow budget
(q.v.) extending over three or four years with the
intermeciate cash balances culculated ut quarterly or
half-yearly intervals.

Minimum returns analysis — a procedure for assessing
risky production alternatives by examining their worst
possible net returns and selecting that alternative
whose worst return or whose average return for its
worst possibilities is highest among the alternatives
being considered.

Model -— a simplified representaiton of reality built to
reflect those features of a farm, enterprise, process,
etc. that are of most importance in the context cf a
particular study.

Money field price (of an input) — the purchase price
of a unit of an input factor plus other direct ex-
penses (such as transportation costs) per unit of input
incurred in using the input factor.

Money field price (of an output) — the market price
of a unit of product minus harvest, storage, transpor-
tation and marketing costs, and quality discounts.

Monie Carlo budgeting - - see risk budgeting.

MOTAD progranuning —- a form of risk programming
(q.v.) based on minimization of rotal absolute de-
viatton of roral gross margin (q.v.).

Multiphase sempling - - o sampling scheme involving
collection of different categories of information from
different subsamples.

Muliistage sampling — a probability sampling (q.v.)
method involving two or more steps, e.g., sampling
of villages and then sampling of households within
the sampled villages,

Multivariable production function — a production func-
tion (4.v.) involving several variable inputs (q.v.).
Net benefit curve — a curve showing the relationship
between varigble cosis (q.v.) of alternatives and

their expected net benefits (q.v.).

Net benefits — the value of the benefits less the value
of the things giver up in achieving the benefits, e.g.,
total gross field benefir (q.v.) minus total variable
cost (q.v.).

Net cash flow — ses farm net cash flow.

Net farm earnings — net farm income (q.v.) less in-
terest paid on borrowed capital, it represents the
reward to all family-owned resources used in farm

production.

Net farm incon.e — gross farm income (q.v.) minus
toral farm -xpenses (qg.v.); it is the reward to the
farm family for their labour and management to-
gether with the return on all the capital invested
in the farm, whether borrowed or not.

Net present value (NPV) — the net total of the dis-
counted values of the payments and receipts as-
sociated with a given project or farm plan.

Net returns — see net benefits.

Net warth — see farm equity capital.

et yield — the measured yield per hectare in the
field, minus harvest iosses and storage losses where
appropriate.

Non-probability sampling - - methods of sampling in
which the probability of a particulur individual being
included in the sample is not known (cf. probability
sampling).

Oppornity cost — the economic principle that the
cost of any choice is measured by the value of the
best alternative foregone; thus the opportunity cost of
a resource is its value in the best alternative use.

Opporiunity field price (of an input) — refers to the
vilue of the input in its best alternative use.

Opportunity field price {(of an output) — the money
price which the farm family would have to pay to
acquire an additional unit of the product for con-
sumption.

Outcome — see consequence.

Paramertric budger — a budget (usually a partial profit
budget (q.v.)) drawn up using algebraic symbols for
selected planning coefficients und used to appraise the
consequenczs of variations in those coefficients.

Parametric programming -- a form of linear program-
ming (q.v.) in which selected coefficients are varied
over some chosen range.

Partial budger — see pariial profit budget.

Partivl cash flow budger -— o cash flow budget (q.v.)
showing only those cash flows that would be changed
as a consequence of some proposed change in the
farm plan.

Partial profit budger - - a budget drawn up to estimate
the effect on some measure of farm profit of a pro-
posed chunge in farm organization or methods af-
fecting only part of the farm.

Payments — see farm pavinents.

Payoff — see consequence.

Payoff marrix — a table representing the acrts {(q.v.),
states of nature (q.v.), subjective probabilities (q.v.)
and conseguences {(q.v.) of a risky decision problem
(q.v.).

Pie chart — a figure in the form of a circle that is
divided into segments such that the size of each
segment (angle) is proportional to the magnitude or
frequency of that class.

Power function — see Cobb-Douglas function.

Present value — the value now of some money amount
or cash flow (q.v.) to be paid or received in the fu-
ture, adjusted for differences in the value of money
over time arising from the opportunity cost (q.v.)
of capital.

Principle of comparative advantage — the economic
principle implying that various crops and livestock
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should be produced in those areas where the phys-
ical and other resources are best suited to their pro-
duction.

Principle of diminishing physical and economic returns
— the economic principle that variable resources
should be added to fixed resources as long as the
added return expected from the lust unit of variable
resource used is just sutlicient to cover the added
cost of that unit.

Principle of enterprise choice the cconomic prin-
ciple that enterprises should enter the farm plan so
long as their expected contribution to net farm in-
come (q.v.) exceeds the opportunity cost (q.v.) of
the resources they use.

Principle of ygoal tradeoff -- the economic principle
that a farmer should trade off competing goals so
long as the gains in satisfaction from the goal re-
ceiving increased enmiphasis is greater than the loss
in satisfaction incurred by decreasing emphasis on
the other goal or gouls.

Principle of marginality -— the economic principle that
choices about the use of resources should be made
such that the marginal gain from the slightest pos-
sible change in resource use is equal to the marginal
loss implied by the change.

Principle of substitution - the economic principle that,
in substituting one method for another, the saving
in the method repluced must be greater than the
cost of the technique added.

Principles of cost analysis the division of costs into
fixed costs (q.v.) and variable costs (q.v.).

Probability - see subjective probability.

Probability sampling — « method of drawing o« sample
such that the probability of a particular individual
being included in the sample is known or can be
estimated with reasonable precision.

Production function - ihe quantitative relationship
between inputs and outputs for some production
process.

Production funcrion analvsis —- 2 method of determining
production decisions by estimation and analysis of
production functions (q.v.).

Profit budget -- a budget drawn up in termis of some
measure of farm profit such as ner farm earnings
(q.v.).

Programme planning - - see simplified prozramniing.

Programming approach - - approaches to {farm planning
based on linear programming (q.v.) or its variants,
such as simplified progranuning (q.v.).

Purposive sampling — u method of non-probability
sampling (q.v.) in which a sample is drawn to illus-
trate or represent some particular characteristic in the
population.

Quadratic polynomial — a commonly used algebraic
form for production funcrion analvsis (q.v.); it in-
volves only a constant and the first and second
powers of the input variable (including cross-prod-
uct terms).

Quadratic risk programming —— a method of farm pro-
gramming (q.v.) permitting risk in activity gross
margins (gq.v.) to be taken into account.

Quota sampling — a method of non-probability sam-
pling (q.v.) in which individuals with defined char-
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acteristics are celected until specified quotas have
been filled.

Random sampling — a method of probability sampling
(g.v.) in which the probability of any individual being
included in the sample is constant.

Rate of compound interest — see compound interest
rate.

Rate of technical substitution of facior i for factor j
(RTS,) — the amount by which factor i must be
increased if factor j is reduced by one unit and the
level of production is to remain unchanged.

Receipts — sec farm receipis.

Recommendation domain — a group of farmers within
an agroeconomic zone (q.v.) whose farms are suffi-
ciently similar and who follow sufficiently similar
practices that a given recommendation is applicable
to the entire group.

Reconnaissance study — see field study.

Relative frequency curve — a figure derived as (or
equivalent to) a smoothed relative frequency polygon
(q.v.).

Relative frequency polvgon — a line graph (q.v.) ob-
tained by connecting the mid-points of the tops of
the rectangles of a histogram (q.v.) of relative fre-
quencies.

Representativeness — a source of bias in probability
elicitation whereby too much weight is attached to
the extent to which a particular event is representa-
tive of a particular class of events.

Resource endowment — the amount and quality of
resources, in the forms of land, labour, etc., available
in a particular region or to a particular group of
farms or to an individual farm.

Return per man — a measure of labour productivity;
when applied to family labour it is calculated as
return to family labour (q.v.) divided by the number
of family members (measured as “adult male equiv-
alents™) working on the farm.

Return to family labour — net farm earnings (q.v.)
less an nhnputed interest charge on farm equity cap-
ital (g.v.); it may be expressed on a “per adult male
equivalent” basis.

Rerurn 1o farm equity capital — net farm earnings
(q.v.) minus the value of family labour used on the
farm, usually expressed us a percentage of farm
equity capital (q.v.). .

Return 1o toral capiral - net farm income (q.v.) less
the value of family labour used on the farm, usually
expressed as a percentage of roral farm capital (q.v.).

Risk — a situation with uncertain consequences (Q.v.).

Risk artitude — extent to which a person seeks to avoid
or is willing to face risk.

Risk budgeting — a form of parametric budgeting (q.v.)
adapted to the case where probability distributions
of uncertain coefficients have been obtained, and
where the aim is to assess the distribution of the
selected profit raneasure.

Risk premium — an amount, often given as a per-
centage, which a farmer requires before exposing
himself to a variable income.

Risk programming — the generic term for methods of
accounting for risk in farm programming (q.v.).

Risky decision problem -— a decision problem in which




the consequences (q.v.) of alternative acry (q.v.) are
uncertain.

Rural development - - the generial development of the
rural community in terms of such attributes as in-
come, health, education, culture and infrastructure.

Sampling frame — a list of those members of a popu-
lation from whom a sample is to be drawn.

Scatter diagram -- a figure drawn on two axes rep-
resenting two variables with paired values of the
two variables plotted to show the distribution of
observations.

Seasonal labour profile see labour profile.

Semi-subsistence farming furming in which both do-
mestic use uand sale account for significant propor-
tions of the farm output.

Sensitivity analvsis - a process which features changing
a planning coefficient within reasonable bounds of
the original estimate to determine if the originud
runking of alternatives is affected.

Short-term cash flow  budget a cavh flow hudpet
tq.v.) norrmally  constructed  over a  twelve-month
plunning horicon with the intermediate cash balances
caleuliated at monthly or bimonthly intervals.

Simplified programming (SP) a method of selecting
@ furm plan in which the required calculations are
performed without the need for access to a computer.

Sparse data analysis decision analysis based on rel-
atively few abservations, generally making use of the
fractile rule (q.v.).

Speciul purpose table a table driwn up to illustrate
some specific point or points about a set of collected
dati,

Sqitare-rool quadratic polviomial a commonly used
algebriuic form for production function analvsis (q.v.).
identical to a guadratic polynomial (g.v.) in which
every input variable is repluced by ity positive square
root.

State of nuature an event that may oceur and in-
fluence the outcome of a decision.

Stochastic programming see risk programumning.

Stochastic variable an uncertain variable.

Stock equivalents units wsed in livestock feel bud-
geting whereby the energy needs of different cate-
gories of livestoch are expressed in terms of o singlke
type of livestock. c.g.. cow units.

Swratified  sampling a prohahbility: sampling  (g.v.)
method in which the popalation is first divided into
groups or striatu on the basis of one or more char-
acteristics of interest.

Subjective prohability u probability reflecting « de-
cision miakers degree of belicf about the chunce of
occurrence of u given siate of nature (q.v.).

Subsistence farming furming in which the majority
of the output is used by the farm family, contrasting
with semi-subsistence farming (qn.)y and commercial
farming (q.v.).

Substitution - see principle of substitution.

Survey se¢ farm survev.
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Systematic sampling - u method of probability sami-
pling (q.v.) involving the sclection of every k-th
member from a list, working backward and forward
from a random starting point.

Svystems simulation see farm svstem simulation.

Tubular analysis - preparation of summaries of col-
lected data in the form of tables.

Third central moment the expected vilue of the
third power of the deviations from the mean of a
probability distribution.

Total farm assets - see twtal farm capital.

Total farm capital the total value of the farm ussels.

Total farm expenses the value of all inputs used up
or expended in farm production.

Total field cost - the sum of field cousts (q.v.) for all
inputs which are affected by u choice: also called
variahle cost (g.v.).

Total gross margin (TGM) the sum of all the ¢n-
rerprise Or activity gross margins (Q.v.) on a farm.

Total houselhold net income - see familv earnings.

T'wo-phase sampling a form of mudtiphase sampling
{q.v.) involving duta collection from two subsamples.

Ulrility a numerical measure of u decision maker’s
relative preference for possible consequences (g.v.),
Variahle costs sec variahle expenses, 1otal field cost.

‘ariahle expenses those components of rotal furm
cxpenses (q.v.) that are specific to a particular crop
or livestoch enterprise and that vary more or less
in direct proportion to the scale of the enterprise.
‘uriahle input an input in a production process the
level of which is variable. Often the level used can
be chosen by the decision maker.

‘illuge studies i form of duata collection in which
some information is guthered on o full village basis

and other information is obtiined from o sample of
village households.

Visual impuact method i method of eliciting subjec-
tive prohabilities (q.v.) based on allocation of coun-
ters over possible classes,

Water halunce budger o budget of the irrigation water
needs of a4 crop or combination of crops.

Whole-farm budget a budget drawn up to show the
anticipated consequences, in terms of sclected meu-
sures of performance. of some actual or proposed
farm plan,

Whole-farm planning - - planning involving consider-
ation of the farm system as a whole, as distinct from
a partial budgeting (q.v.) approach to planning.

Whole-farm production function a function relating
total furm output to the use of lnd. labour und
capital on a whole-farm busis.

Working capital sapital needed for the month-to-
month running of u furm as distinet from longer
term investment capital (q.v.).

Yield gap - - the difference between actual farm yields

and either potential furm yields or exper'ment station

vields.
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Accounting period, 42, 43, 44
Activity, 51, 63, 64, 66

budgets, 51, 52, 70, 84
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mix, 66, 70

undominated, 64
Acts, 119, 121

inferior, 124

optimal, 120, 124
Adjusted coefficient of multiple determination, 113
Adoption gap, 32
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Agricultural policy, 10, 11
Agrobiological research, 11, 18
Agroclimatic zone, 92
Agroeconomic zone, 18
Anchoring, 122
Anthropological studies, 22
Applied research, 3
Area familiarization, 21
Attitudes, 23

to risk, 68
Average

cost, 47

equity capital, 47

net benefits, 101

rate of return, 97

treatment yields, 95

yields, 92

Backward induction, 124, 126
Bar chart, 40
Barter, 6, 118
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Beliefs, 7, 62, 119
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Benchmark data, 18
Benefits, 93, 94
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Best estimates, 87
Biological constraints, 19
Borrowed capital, 44, 77
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Boxhead, 37
Break-even value, 87
Budgetary control, 29
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costs, 82
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scarcity, 95, 100
working, 60
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surplus, 42, 47
transactions, 45
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Chance constrainted programming, 69
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Chi square test, 38

Choice criterion, 120

Class intervals, 35

Climate, 103, 106, 119
variability, 92
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input-output, 23, 33
interaction, 106
linear, 105
of multiple determination, 112
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quadratic, 105
risky, 69

Commercial farming, 41

Comparative advantage, 3, 6



Comparative analysis, 35, 48
Competitive effects, 116
Complementary effects, 116
Complementary enterprises, 5
Complete factorials, 115
Compounding, 77
Computer, 27, 66, 67

analysis, 27
Conscientization, 7
Consequence, 120, 121
Constant returns to scale, 67
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biological, 19
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key, 64
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limiting, 64

non-binding, 67

on outlay, 108, 111

on output, 11

personal, 62

redundant, 64
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social, 18, 62

yield, 12, 18
Continuous variables, 35
Contract labour, 58
Controlled experiments, 114
Cooperative research, 18, 32
Cost, 23, 81, 83, 93, 94

analysis, 3, 4, 6

average, 47

capital, 82

direct, 43, 95

fixed, 4, 5§, 44
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of capital, 79, 95
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of production, 4

operating, 71

opportunity - see Opportunity cost

variable - see Variable costs
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analysis, 33

experiments, 116

fertilizer functions, 116

perennial, 14, 43, 53
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sequence, 53
Cropping

relay, 23
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systems, 5, 13, 15, 19, 47, 116
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Cumulative distribution function, 90, 122, 128
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Data, 6, 7, 9, 13, 14, 19, 21, 30, 31, 32, 35, 62
analysis, 24
bank, 32
benchmark, 18
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collection, 3, 8, 12, 14, 21, 22, 24, 27, 116
experimental, 8, 31
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Factorial desigr, 115
Factor-product price ratio. 108
Factors
classification of, 116
environmental, 116
input, 103, 104, 113
Family
cash income, 15
earnings, 44, 46
food needs, 61
income, 2
labour, 4], 44
living expenses, 45
FAO, 18, 24, 32, 116
Farm
analysis, 33
assets, 43, 44
capital, 44, 45
cash surplus, 42, 47
costs, 43
development programme, 42
earnings - see Net farm earnings
equity capital, 44, 45
expenses, 43, 44, 45, 46
family, 42
groups, 103
household, 45 o
income, 43, 44, 45, 46 - see also Net farm income
management, 3, 21
net cash flow, 42, 45, 46, 47, 77, 718
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net cash surplus, 46
net worth, 44
organization, 50, 81
output, 41
payments, 29, 42, 47
performance, 48
plan, 5, 50, 62, 69
production systems, !}
profit, 48, 82
profitability, 44
programming, 63
receipts, 42, 47
recording schemes, 28, 29
resources, 50
size, 4, 12, 13, 39
size distribution, I, 2
small - see Small farm
surveys, 21, 22, 114, 116
Farm management rescarch - see Research
Farmer objectives, 51, 82
Farmer recommendations, 10, 93, i16
Farming systems, 2, 4, 6. 7, 8, 14, 15, 23, 28
simulation, 69
traditional, 28
Feed
availability, 59
pool, 15
require;nents, 59
Feeding standards, 59
Fertilizer experiments, 115
Field
cost of an input, 94
price, 94, 101, 102
study, 21
survey, 1§
Finance budget, 61, 71, 77
Financial information, 29, 77
Fixed
costs, 4, 5, 44
expenses, 44, 48, 85
resource constraints, 70
resources, 4
Flowchart, 15
Forest-garden farms, 14
Fractile rule, 127
Fractional factorials, 115
Frequency distributions, 39, 40, 41
Full enterprise costings. 47
Function, 90
Cobb-Douglas, 107, 108
cumulative distribution, 90, 122, 127
n-variable input, 104
polynominal, 105
quadratic, 109, 113
square root, 106, 109, 113

Geographical stratification, 25
Gifting, 42
Goals, 3, 7, 18, 19, 71, 92
multiple, 6, 19
tradeoff, 3, 6, 7
Goodness of fit, 112
Government policies, 10, 11, 103




Graph, 38

Grazing livestock, 59

Gross margin, 47, 48, 64, 65, 84, 85
Gross opportunity cost of capital, 79
Gross output, 43

Gross return, 43

Group consensus, 13

Group interviewing, 22

Growing season, 53

Harvest losses, 94

Histogram, 38, 39, 40

Household, 23, 28, 41
consumption, 43
net cash income, 42, 46, 47
net income, 44
units, 42

Hypotheses, 3, 6, 8, 9, 21
formulation of, 9

ICRISAT, 28, 29, 32
Improved technology, 10
Income, 5, 23
distribution, 32, 44
family, 2
farm, 45, 46
measures, 43
variability, 119
wage, 45
Indebtedness level, 45, 61
Independent variable, 114
Inferior acts, 124
Inflation, 77, 79, 86
Information, 10, 15, 32
institutional, 32
market, 10, 11
physical, 29
Input
factors, 103, 104, 113
field cost of, 94
field price of, 101
important, 104
Input-output
analysis, 92
budgeting, 92, 95, 101
coefficients, 23, 33
data, 92
relationships, 31, 104
Institutional
constraints, 62
environment, 119
information, 32
Integer constraints, 69
Integer programming, 68
Intensification, 70
Interaction coefficients, 106, 113, 114
Intercropping, 23, 53
mixed, 55
of perennial crops, 54
relay, 54
Interest, 42, 44, 83
charges, 95
on capital. 44
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rate, 77, 79
Internal rate of return, 79, 86
Interviewing technique, 26, 27
Inventory changes, 46 |
Investment appraisal, 79
methods, 77
Investment capital, 95 |
IRR, 79 |
Irrigation, 55 :
planning, 57 [
fsocline, 113 \
equation, 107, 108 ’
Iso-cost line, 109, 112
Isoquant equation, 107, 108, 110

Joint costs, 43
Joint enterprises, 13
Judgemental fractile method, 123

Labour, 117

budget, 58, 59

casual, 48

chart, 59

contract, 58

constraints, 64

day units, 57

family, 41, 44

field price, 101

paid in kind, 42

permanent, 48

planning, 57

requirements, 57

seasonal profiles, 57

supply, 16, 57

surplus, 58

underemployment, 6
Land, 53

tax, 45

tenure, 32

planning, 53, 54, 55

use value, 14
Landlord, 44, 94, 100, 101
Law of diminishing returns, 104
Least-cost

combination, 107

dicts, 60

expansion path, 108

isocline, 108, 110, 112
Least-squares regression, 109, 114
Leisure, 93
Linear coefficient, 105
Linear programming, 3, 11, 14, 15, 19, 51, 60, 63, 66, 103
Linearity assumption, 67, 85
Livestock, 12, 50, 70

analysis, 33

experiments, {16

fecd budgeting, 59

grazing, 59

gross income, 43, 46

nutritionai requirements of, 59
Loans, 42, 71
Long-run planning, 71
Long-term cash flow budgets, 42, 61




LP, 67, 6%
see also Linear programming

Machinery, 59
Management, 98, 117
skill, 82, 103
Managerial input, 44
Man-day equivalents, 57
Marginal
analysis, 96, 97, 98, 100, 101
gain or loss, 7
net benefit, 96
opportunity cost, 67
product, 104, 107, 108, 109
rate of return, 96
value product, 47, 67
Market, 6
information, 10
Marketing, 32
Mean
estimate of population, 33, 34
-variance efficiency, 68
Measures
of capital, 45
of debt, 45
of partial farm performance, 47
of performance, 70, 81
of profitability, 44, 70
Mechanization, 17
Metabolizable energy, 60
Migration, 18
Minimum
rate of return, 96
return criterion, 97
returns analysis, 98, 99, 101
Modal value, 90, 121
Model, 12, 14, 15, 79
building, 14
Money, 6, 7
field price, 94
values, 93, 121
Monte Carlo
method, 90
programming, 69
sampling, 90
MOTAD programming, 69
Multidisciplinary cooperation, 18
Multiple
cropping, 23, 48
goals, 5, 6, 19
products, 117

National planning, 11, 18
Net benefit, 93, 94, 96
average, 101
curve, 96
marginal, 96
Net cash flow, 42, 45, 46, 47, 77, 78
Net cash income, 42, 46, 47
Net cash surplus, 46
Net farm earnings, 44, 45, 46, 51, 70, 81
Net farm income, 4, 44, 45, 46
Net present value, 77, 78, 86
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Net return, $
Net worth statement, 45, 46
Net yield, 94
Non-cash transactions, 42, 43
Nonlinearities, 67, 85
Non pecuniary factors, 82, 93
NPV, 79
method, 79
see aiso Net present value
Numerzire, §
Nutrition, 61, 62
efficiency, 45
requirements of livestock, 59
standards, 62

Observations, 114

number of, 114
One-way table, 36
On-farm research, 18
Operating costs, 71
Opportunity cost, 3, 6, 47, 93, 95, 97, 103, 118

marginal, 67

of capital, 77, 79

of funds, 112

of time, 98

principle, §
Opportunity field price, 94

of an input, 94
Optimal

act, 120, 124

activity mix, 66

input quantities, 109

plan, 66

water use, 56
Outcome, 120
QOutlay constraints, 109
Output, 104

farm, 41

field price, 94
Overhead expenses, 46
Owner operator, 100

Parametric budgeting, 86, 87, 88, 98
Partial
budgeting, 50, 58, 59, 81, 82, 83, 84, 85, 89, 92, 94, 100
cash flow budgets, 83, 85, 86, 87
profit budget, 81, £7
Payback period, 77
Payments
domestic, 29
farm, 29, 42, 47
in kind, 42, 43
Payoff, 120
matrix, 120, 121, 124
Perennial crops, 14, 43, 53
Performance
of individual farms, 48
measures, 48, 70, 81
whole farm, 41
Personal
beliefs, 119
constraints, 62
judgement, 6




Physical
information, 29
environment, 7
logic, 113, 114
Pictorial representation of data, 38
Pie chart, 40
Pilot sample, 24
Pilot survey, 24
Planning
coefficients, 69, 87, 90
constraints, 62
horizon, 61, 71
periods, 59, 71
techniques, 50
Policy, 3, 82, 103, 104
decisions, 7
implications, 116
national, 18
Population, 33, 50
parameters, 33
Poverty, 1, 42, 44
Practical experience, 7
Preference, 62, 92, 119
degree of, 119
dietary, 62
risk, 119
Present value, 77, 78, 86, 121
Price, 4, 6, 19, 29, 32, 98, 103, 118
field, 101
forecasts, 11
quotations, 32
ratio, 108
variability, 98, 101
Primary data, 36
Principal, 42
Principle
of comparative advantage, 3
of cost analysis, 4
of data presentation, 35
of diminishing physical and economic returns, 4
of enterprise choice, 5
of goal tradeoff, 6
of marginality, 7
of substitution, 4
Priorities, 71
research, 9
Probability, 119
elicitation, 122
estimation with sparse data, 127
intervals, 123
judgements, 122
samples, 4
Problem
researchable, 9
identification, 14
statement, 8
Processes, 15
Production efficiency, 44
Production function, 14, 103
algebraic form, 105
analysis, 3, 19, 103
Cobb-Douglas, 105, 107
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estimation, 114

multivariable, 104, 107

power, 105, 106, 109, 113, 117, LI8

single-variable, 104

two-variable, 104

whole-farm, 116-117
Production possibilities, 103
Production surface, 104, 113, 115
Profit

budgets, 50

expected, 113

farin, 48, 81

maximizing combination of inputs, 108

measures, 44

motive, 12
Profitability, 44, 70, 77, 81, 87
Programme planning, 63
Programming, 15

approach, 63

chance-constrained, 69

discrete stochastic, 69

farm, 63

integer, 68

Monte Carlo, 69

MOTAD, 6%

quadratic risk, 68

risk, 68

simplified - see Simplified programming

see also Linear programming
Project

evaluation, 11

outline, 10
Pronumeral, 87

Quadratic
coefficient, 105
form, 106
functions, 109, 113
visk programming, 68
three-variable, 106
two-variable, 106
square root, 106
Questionnaire, 15, 18, 21, 24, 27, 32
design, 24, 26
Quotas, 62

R2, 109, 112
R, 113
Random sampling, 25
Rate
of inflation, 77
of interest, 77
of return on capital, 44, 77, 96
of technical substitution, 107, 108
Real money values, 77
Recommenidation domain, 92, 94, 98, 101
Reconnaissance study, 21
Records, 28, 33
forms, 23
keeping, 22
Regression, 39
least-squares, 109, 114




Relative frequency, 40
curve, 41
polygon, 40
Relay cropping, 23
Relay intercropping, 54
Religious taboos, 62
Rent, 5, 44
Replication, 31, 98, 114, 115
Representative
data, 92
farm approach, 50
sites, 92
Representativeness, 92, 122
Research, 2
administration, 3, 10
applied, 3
cooperative, 18, 32
etliciency, 116
farm management, 2, 3, 6, 7, 10, 11, 12, 14, 15, 18, 19,
31, 32, 115
hypotheses, 9
joint, 32
methodology, 9, 19
objectives, 9
on-farm, 18
priorities, 19
problem, 9
resources, 8, 28
strategy, 8
structure, 8
Researchable problem, 9
Resource
base, 23
constraints, 70, 103
fixed, 4
limiting, 64
variable, 4
Response
analysis, 56
surface, 104, 113, 115
variation, 116
Returns, 23
diminishing, 3, 6, 107
per man, 44
to capital, 44, 46, 70, 77, 96
to family labour, 44, 47
to farm equity capital, 44
to scale, 67, 108
Revenue forgone, 81, 83
Risk, 6, 7, 29, 44, 45, 57, 68, 69, 82, 90, 92, 93, 96,
97, 98, 100, 119.
analysis, 101
attitudes, 68, 119
averseness, 68, 124
budgeting, 88, 90
neutrality, 124
of disaster, 98
preferring, 124
premium, 98
programming, 68
see also Risky
Risky
activity gross margins, 68
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decision problems, 6, 119

planning coefficients, 69

resource constraints, 69
Rural development, 10, 11, 62

Salvage value, 83
Sample, 24, 31, 33, 40

accidental, 26

bias, 25

cluster, 26

data, 103

frame, 25, 26

mean, 33, 34

method, 22, 24

Monte Cuarlo, 90

multiphase, 26

muitistage, 25, 26, 34

non-probability, 24, 26

pilot, 24

probability, 24

pseudo-random, 90

purposive, 26

quota, 26

random, 25

random systematic, 26

simple random, 26, 33

size, 8, 22, 25, 34, 41, 114, 116

stratified, 25, 26, 34

systematic, 25, 33

two-phase, 26

two-stage, 25, 34

units, 34

variance, 33
Scatter diagrams, 38
Scientific objectivity, 113
Seasonal variations, 55
Sectoral plans, 11
Semi-commercial farming, 44
Semi-subsistence, 6

agriculture, 42

farms, 49
Sensitivity analysis, 98, 102
Separability, 13
Sequential cropping, 23
Sharecroppers, 1, 2
Sharefarming, 94, 100
Short-run planning, 71
Short-term cash-flow budgets, 61
Simplified programming, 63, 64, 65, 69, 70
Size distribution of farms, 1, 2
Size of sample - see Sample size
Skewness, 90

coefficient of, 90
Small farm, 19, 61

household, 41

performance, 41, 44

problem, 10

systems, 18
Small farmers, 1, 2, 5, 6, 7, 18, 29, 68
Socioeconomic constraints, 7, 18, 61
Soil

characteristics, 116




fertility, 53

-water balance, 55
SP, 69, 70

see also Simplified programming
Sparse data situations, 127
Spatial variability, 92, 97, 98
Special purpose tables, 36, 37
Standard, 49
Standardization of terminology, 32
Standardized data collection, 32
States of nature, 119, 121
Statistical analysis, 8
Stochastic programming, 69
Stock equivalents, 60
Storage losses, 94
Stratification, 25
Structural models, 14, 1§, 17, 42
Stub, 37
Subjective judgement, 115
Subjective probability, 87, 88, 120, 121
Subsistence, 6, 19, 42, 61, 69, 97, 103, 118

consumption, 42

farmers, 96, 119

needs, 42

output, 42

production, 1

valuation of, 43
Substitution, 3, 6

principle of, 4

rate of technical, 107, 108
Summary statistics, 90
Supplementary enterprises, 5
Sure consequence, 123
Surveys, 18, 19, 21, 22, 23, 27, 92, i14, 116

data, 18, 48

field, 15

interview, 22

method, 21

objectives, 23

organization, 22

piiot, 24
System simulation, 63, 69, 87

Tables, 36, 37
format of, 37
general purpose, 36
interpretation of, 38
interpretative, 36
one-way, 316
reference, 36
special purpose, 36, 37
three-dimensional, 37
two-dimensional, 37
two-way, 36
Tabular analysis, 35
Target group, 11, 50, 92
Technical efficiency, 29
Technical units, 114, 116
Technology
improved, 11
new, 17, 18
non-transferable, 18
packages, 115
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Tenure, 32, 92, 94, 100, 101
Terminal value, 77
Terminology, 42
Tests of significance, 112
TGM, 70
see also Total gross margin
Theory, 3, 8, 19
Time variability, 92, 97, 98
Total field cost, 94
Total gross margin, 11, 45, 46, 48, 62, 70
Tradeoffs, 93
Traditional agriculture, 12
Transactions in cash, 45
Transactions in kind, 45
Treatments, 114, 115
combinations, 114
Triangular distribution, 90
t-tests, 38, 112

Uncertainty, 6, 68, 87, 93, 103
Uncontrolled factors, 103
Undominatad alternatives, 96
Use-value of land, 14
Utility, 6, 119, 121

expected, 120, 123

curve, 123

function, 123

Valuation
of unpaid family labour, 44
of subsistence, 43
problems, 47
Value
of production, 43
of TGM, 77
systems, 7
Variable
continucus, 35
costs, 5, 43, 94, 101
decision, 116
dependent, 114
discrete, 35
environmental, 116
expenses, 43, 46, 47, 48
factors, 4, 105
independent, 114
non-basic, 67
resource, 4
Variance
-covariance matrix, 68
of population, 33, 34
of sample mean, 33, 34
of total gross margin, 68
Variability, 98
in management, 98
in net benefits, 97
in opportunity costs, 97
in prices, 97, 98, 101
of income, 119
of yield, 95, 96, 97, 98, 101
spatial, 97, 98
time, 97, 98
within-site, 98




Village studies. 27. 28. 30. 32 vystem. 17
Visuzl impact method, 122 Working capital. 60

Wage income. 45 Yield
Water baiunce, 535, 36 average. 92
budgeting, 56 constraints, 12, 18
Weather, 103, 116 curves, 95
parameters. 116 experimental, 116
Whole farm. 19, 29 gap. 49, 116
analysis, 93 114 of a subsistence crop. 23
budgets. 69, 70, 81. 88 response data, 94
performance, 41 treatment. 95
planning. 50, 51 variability. 95, 96, 97, 98. 10!
production function, [i6, [{7
profit budgets. 70 Zones, 18, 92
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