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IMAGERY

Herbert Blumer (1969) was another of my teachers at dth; i::;ri:i hc)§
Chicago. A former football player, he lwas tall, heav;r, anhel O;:: eXCit;d e
voice that rose to an incongruously high squeak when he g

some abstract theoretical point. He taught us s

ldiosyli(zra < Versic Ug €th0doi gy, one aSpeCt (&)
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ay }1(3 Caﬁeé attelit}on to dle Under%ying lmager y’ Wlth

1 obsessive, W "
irat':c:‘l'yxesociologists approach the phenomena they study. What do they

h k th are }0 klng ate hat iS its Cha{‘a{:t e MOSt lm?or{and El glV
thiit € O % < ?

what hey think 1. 1 d th }’ st d)’ 1t ang p It h 1T ﬁndings a JE

a ¥ t1s, (8] 54 3L (§ epo ine l’() fina

)I‘ aIaCteI. € nx de thls p()int Often and
31 r tht at h H a
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forcefully:

£ which was the habit-

eme or
One can see the empirical world only th:gugi} sos:n;: sg}; e o
image of it. The entire act of scientific study is orienteda

ing pi :rical world thatis used. This
derlying picture of the empiric ¢
E?ct:;i: sr:s't: El'?e s;glgction and formuiation of problems. the deter

i ing the

mination of what are data, the means to bz usedﬂxgt%zt;é;;rgn Z e

data, the kinds of relations sought betwe;n g atz,a;;n e

which propositions are cast. In view of this fun o she

o offect wielded on the entire act of scientif quiry | °
eati 1d, itis ridiculous to 3gnor

initiating pi irical wor
irﬁlzzlatllcréifel C’?ﬁ: L?iéiilfjﬁi picture of the world is al'_wgzs ';;[;2; _
ble Ec))f identification in the form of a set of t%reinzz h.CidY ©

remmises are constituted by the nature gfvenhel 'CturepThe yor
E)m licitly to the key objects that comprise the P : . The ue-
avgidable task of genuine methodological treatmen

tify and assess these premises. (Blumer 1969, 24-25)

Blumer was primarily interested in scolding
work on imagery that was blatantly incompa
in particular for working with #nages o
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sociologists for basing their
tible with what people knew,
£ society that contradicted the way
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their own daily experience told them things were. I was a student of
Blumer’s and learned the importance of this through an exercise he urged
on us: take any ten minutes of your own experience and try to explain and
understand it using any of the currently fashionable theories of social psy-
chology. As you tried to apply, say, stimulus-response psychology (then
quite popular) to such mundane activities as getting up and having break-
fast, you realized that you couldn't identify the stimuli or connect them in
any sure way to the way you were “responding.” We got the point soon
enough. No available theory gave you the words and ideas, the imagery,
with which to do justice to the multitude of things you saw and heard and
felt and did as you went about doing the things your life was made up of.
But once you've accepted the idea that our usual social science imagery
islacking something, what do you do? Why is our imagery so bad? How do
we improve it? [ suffered, with other students, the difficulties that came
from sceing the problem but no sciution. Blumer let us down there. He
was merciless in exposing the failure of sociologists to respect, or even to
know much about, what he always called “the obdurate character of social
life as a process of interacting sefves”

[A]lmost by definition the research scholar does not have a first-
hand acquaintance with the sphere of social life he proposes to
study. He is rarely a participant in that sphere and usually is not in
close touch with the actions and the experiences of the people
who are involved in: that sphere. His position is alimost always that
of an outsider; as such he Is markedly limited in simple knowledge
of what takes place in the given sphere of life. The sociologist who
proposes to study crime, or student unrest in Latin America, or
political elites in Africa, and the psychologist who undertakes to
study adolescent drug use, or aspirations among Negro school
children, or social judgments among delinquents exemplify this
almost inevitable absence of intimate acquaintance with the area
of life under consideration. (Blumer 1969, 35--36)

Blumer never pursued this line of thought to the point of providingspe-
cific remedies. He did not tell us what would be good images for us to work
with, except at the most abstract level, or how to create them, other than to
achieve a firsthand knowledge of the area of soclal life we were interested
in. That was clearly necessary, but it wasn’t sufficient guidance for us. In this
chapter I'm going to try to remedy that lack of specificity, and discuss the.
images social scientists use, ook at where they come fiom, and provide
specific tricks for improving them.
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Substantive Imagery

To begin again, Blumer thought, and so do 1, that the basic operation in

studying society-—we start with images and end with them—is the pro-

duction and refinement of an image of the thing we are studying. We learn

a little {maybe a lot) about something we're intezested in. On the basis of
that little, we construct (or imagine) a pretty complete story of the phe-

nomenon. Suppose I decide to study 2 city neighborhood. I might begin

by consuiting a book of local statistics (the Chicago Community Fact Bookor
the relevant Census publications) to see what kind of people live there.

How many men? How many women? How old are they? What is their
median education? Their median income? With this basic information, I
can work up 2 complete, if provisional, mental picture—-an image-—of the
neighborhood, deciding on the basis of the figures on income and educa-
tion that it is a working-class neighborhood, using the age distribution to
guess at the pawre of family bife, seeing it as an area of people retiring or
getting ready to retire or, conversely, as an area filled with young people just
beginning their families, When 1 add the variables of race and ethnicity my
picture becomes still more detailed.

My picture is more than a compilation of statistics. It includes details
thatare not in the books and tables 1 consukted, details I invented on the ba-
sis of what those books told me, This takes us to the second part of Blumer’s
critique of the imagery of social scientists:

{Dlespite this lack of firsthand acquaintance the research scholas
will unwittingly form some kind of picture of the area of life he
proposes to study, He will bring inte play the beliefs and images
that he already has to fashion 2 more or less intelligible view of the
ares of life. In this respect he Is like alk human beings. Whether we
be laymen or scholars, we necessarily view any unfamiliar area of
group life through images we already possess. We may have no first-
hand acquaintance with life among delinquent groups, or in labor
unions, or in legishtive committees, or among bank executives, or
in a religious cult, yet given a few cues we readily form serviceable
pictures of such life, This, as we all know, is the point at which
stereotyped images enter and take control. All of us, as scholars,
have our share of comimon stereotypes that we use to see a sphere
of empirical social life that we do not know. (Blumer 1969, 36)

So, after gathering these few preliminary facts about the neighborhood
Tintend to study, I “know;”for instance, what kinds of houses these people
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live in— if
; &n ‘E canalmost see, asif jn a photograph, the neat lawn, with the plag
1¢ flami i “suites” )
1 ngos, the furniture “suites” from the credit furniture store and
wha i
ever else my stereotype of that kingd of population produces. None of

this ;
his is based on any real knowledge of the area. It s imagery 1 have con-

ence, [ ¢ i L
o ; danfevrin add to my picture of the neighborhood some ides of. say,
o rcli of talk that goes on over the dinner table {(“Working clags? ,Re ,
stricte — Basil
‘codc a lot of grunes and monosyllables, as described by Bag
Bernstein”™). , v
Inaoinacs e
. n;a.ginaZve, well-read social scientists can 80 a long way with a liztle
act. vince, however, we all claj i
, \ claim to be social seent
fact. Sinc ists, we don't stop wi
— . A p with
gl naglon and extrapolation, as a novelist or filmmaker might. Becayse
we also i '
now that our Stereotypes are just that, and are as fikely to be inac-

cugrate as not, 0{’6 ﬁ] ld Bh}nie i
1 Wal%’,lng f()I s here VVit [ anot £ A ]
- 3 h Il h T d Emllng

]

th .2 ; .
h':f ?irlgamz_mg of such pictures in terms of the concepts and be-
5 that enjoy current acceptance amongone’s set of colleagues

£

of that sphere i i i
% phiere in terms of pre-established images. (Blumer 1969,

AS]IES&S}S QUF Ima e}y atlilslevei (if:%ex mnes the rection o Qur re—
> g 1 1 d} f
Ci— W W h it ns we Sk (:§ e(:k ]l 4]
s¢ar h the lde&s < start lth, thie q Cstions 4a O £ O N

the answers we find plausible. And it does that without us think;
f{bout it, because these are things we scarcely know we “icnow”mg e
Just part of the baggage of our ordinary lives, the knowledge w ]

.- when we arep’t being scientists and don’t feel we need to kfow fhj;;s (::

They are
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that special scientific way that would let us publish in reputable scientific
journals,

Some social scientists will stop me here and say that they never talk
about things for which they have no dara. I don't believe them. Let’s con-
sider the obvious case to which Herbert Blumer, and many others since,
have devoted alot of astention, the imputation of meanings and motives to
social actors. (The same problems arise with respect to matters that seem
less amorphous, events and other “harder” facs; Pl get to those in later sec-
tions.) We social scientists always, implicitly or explicitly, ateribute a point
of view, a perspective, and motives to the people whose actions we analyze.
We always, for instance, describe the meanings the people we have studied
give 1o the events they participate in, so the only question is not whether
we should do that, but how accurately we do it. We can, and many social
scientists do, gather data about the meanings people give to things, We find
out---not with perfect accuracy, but better than zero—what peaple think
they are doing, how they interpret the objects and events and people in
their lives and experience. We do that by talking to them, in formal or in-
formal interviews, in quick exchanges while we participate in and observe
their ordinary activities, and by watching and listening as they go about
their business; we can even do it by giving them questionnaires that let
them say what their meanings are or choose between meanings we give
them as possibilities. The nearer we get to the conditions in which they ac-

tually attribute meanings to objects and events, the more accurate our de-
scriptions of those meanings will be,

What if we don’t find out directly what meanings people are actually
giving to things. and to their own and others’activities? Will we, inaspasm
of scientific asceticism, rigorously abstain from any discussion of motives
and purposes and intents? Not likely. No, we will still talk about those
meanings, but we will, by necessity born of ignorance, make them up, us-
ing the knowledge that comes out of our everyday experience (or lack of
it) to argue that the people we are writing about must have meant this or
that, or they would not have done the things they did. But it is, of course,
dangerous to guess at what tould be known more directly. The danger is
that we will guess wrong, that what looks reasonable to us will not be what
locked reasonable to them. We run this risk all the time, largely because, as
Blumer indicated, we are nos those people and do not live in their circum-

stances. We are thus likely 1o take the easy way, attributing to people what
we think we would feel in what we undersiand to be their situations, as

14
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when scholars studying teen-age behavior {rnore than likely middle aged
more than likely men) look at comparative rates of pregnancy, and th or.
ielates thereof, and decide what the young womern who ha§ these l: ::r_
must have been” thinking in order to getthemselves into such a fix Ia tfs
absence of real knowledge, our imagery takes aver, e
.The study of drug use is filled with such errors. Experts and lay peopl
alike commonly interpret drug use asan “escape”from some sort gfiealzi) .
the d?ag gsar i.s thought to find oppressive or unbearable. They concei\z
drug intoxication as an experience in which all painful and unwanted as
pectsof reality recede into the background and need notbe dealt with. Th .
drug user replaces reality with gaudy dreams of splendor and ease. un .robe
lematic pleasures, perverse erotic thrills and fantasies, Reality, of ,couise s
understood to be turking in the background, ready to kick t%;e user i e
ass the second he or she comes down, e
This kind of imagery has 2 long literary history, probably stemmin
from De Quincey’s Confessions of an English Opium Eater (De Quinceg
1971). (A wonderful nineteenzh~cenmry American version is Fitz Hy Iy;
Ludlow’sThe Hashish Later (Ludlow 1975].) These works play on the i g
agery a.rzalyzed in Edward Said’s dissection of Orientalia, the Orienltn;
?Z.steno;s O{t)her (Said 1978). A more up-to-date ve:sien: Tore science-
ctiony, less Oriental i i ik
o N et (,1 ;Zg) -less benign, can be found in William Bur-
Such_descriptioas of drug use are, as could be and has been found out by
gez?eratxons of researchers who bothered to ask, pure fantasies inve 3.1:
(with help from the literature I c; ted) by the researchers who publish thI:EA
. The fantasies do not correspond to the experiences of users or of those .
searchers who have made the experiment of using drugs themselves 'If'hre_
. are concocted out of 2 kind of willful ignorance, Misinterpretati;ms e}tf’
.people’s experience and meanings are commonplace in studies of delh:)
“quency az_ld crime, of sexual behavior, and in general of behavior outsid_
- the experience and lifestyle of conventional academic researchers :
o S{n?e ourlay imagery influences our work so much, we should t;ake car
2 tha.t ltisaccurate. Buthow can you do that? Imageq; enters our heads as the
-tesidue of our everyday experience; so, to get better imagery in there We
' ..f.lave to do something about the character of our ordinary lives Th,t 'e
what Blumer, ponderously and abstractly, hinted ar, o
: - .Harvey Molotch (1994), feelingly and tellingly, has expanded and give
= .texture to Blumer’ diagnosis and prescription. He begins by quoﬁnz P::
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tricia Limerick’ assertion that academic‘s are the peoplet l‘j;otlz}c::;aleii
dance with in high school and adds, on his own accoun;, R
he last people chosen for gym class ball teams. I—_ie e;cn o b o
t outhful image of sociology as the work of some kind o .:i\lma ‘igjﬂ o
{?Vright Mills, Jack Kerouac, Lenny Bruce, and. Henry' Milier, e
who knew the world through its edges«w—demant,‘ stmdent,h ane or o
mouthed” That is, if you want to write about society, you bav

i bout the places re-
d particularly have to know 2
Y ience of: ‘the caxi-dance hall, the hous-

and the dark places most

about 1
spectable people have little exper
ing projects, the protest masches, the youth gang, a
of us know only as haunting hints of the possible! e they o not
But, Molotch says, sociologists are not only not er}(l) d e e
’ died Jewish an ghet-
is Wi Herbert Gans (who stu

even Louis Wirth or ; fuand ltalan €107
spectively), and cannot “sustain a pattern of taking o e o

ey o ’ logists often know no world outside the

o

i outside settings. Socio i
. ademic and family daily round; they do not hangaround commo

] ding flooss, or holyroller churches, or exclusi\‘fe_ golf c}ubs.. Com&
o tme:;lgs tez;ching loads, peer reviews, and writing essays like this Elri
z;in;ccupation, leaving little space for v‘{alkmfg I\/Ehlroii}; {:zz;;rig v
Without fullex participation in sociec?z {thetitle o ' ; o e o
ing Qut’™), we dor’t know the first things that would keep

duﬁzi;kz;kes another interesting point, tangential to what 'm argu-

i firsthand expe-
; ine, Without knowledge based on
e, o e lwe not only don’t know where to look for

] magery, ok |
rience to COrrect our 1l . o
the mnteresting stuff, we also don’t know what doesn't need extensive 11

" ’ W, Wi ¢ that man
tigation and proof. Lacking personal knowledge, we assum t?;
o - ialsci ysteries that nee
ence mysterics
i i ong those great socialsci ‘
ordinaty things are amorng h o d "
be cleared up with a big study and a lot of data. An eatly Vd on
on . 1 1 ho spends a hun-
Molotch’s diagnosis defined a sociclogist as sornecne Wio sp
L=

d] ed th(ﬁlsa d d()ﬂa Stlldy]il E)I()S{liuti() o &13( OVEE Wh.at aIiy Cal{) drl“‘
1n %] g T

could have told him. I had wonderful example of this myself some
ver

o when I described the study of regional American theater M'zc?ai
N cal 41 (Becker MecCall, and Morris 1989) wanted to do to adistin
Ev:l.ljs(;zlcllzrxlld very sma;rt sociologist who just happened to ha‘;e besndbci;:
? draisedi New York City. When I explained that we wante to study .
. ralsid 1? eoional theaters that kad replaced New York as t-he center ©
rtl}(::::;t:r \:fcf;ld, he insisted that we could notdo ourstudy withoutapre-

owi ac
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fiminary study that would prove that New York had been replaced, which
his provincial pride told him just could not be true. I got off by citing a
hard-to-counter statistic: that while, in the old days, circa 1950, almost all
theatrical employment in the United States was in New York, by the fate
1980s half the paid days of theater work occurred outside the New York
area. New Yorkers don't take the downgrading of their town lightly)

Science Imagery

Because we are, after all, social scientists, we aren’t satisfied to stop with the
imagery of daily life we bring to a new object of study, no matter how de-
tailed and imaginative it is. We do a little checking to see if were right. Re-
search. We gather data. We construct hypotheses and theories.

Now, however, we enter the more abstract realm of imagery whose ori-
gins Blumer traced to our professional lives and the groups they embed us
in. This imagery is “scientific.” Perhaps it is less presumptuous just to say that
it is professional. That is, it is not the imagery embodied in the lay stereo-
types I spoke of earlier (“Italians? Garlic!”). Itis the imagery shared by a pro-
fessional group whose members make their Hving studying and writing
about such matters for the edification and judgment of professional peers.

Professional imagery is not tied to such specifics as garlic. Some social
- science imagery, of course, is specific {“Working class? Restricted speech
- -codes!”}. But the imagery l am most concerned with now is abstract. It en-
" visions not such specifics as the working class of London, but, instead, ab-
" stract entities recognized only by people who have been trained to see the
“worldin a professional way. We use these images to embody, and to help us
produce, knowledge and understanding about large, abstractly defined
“classes of stuff, not just about single members of those classes. Social scien-
+ tists usually think of these images as theories or explanations of something,
;_:_stories about how events and people of a certain kind come to be the way
~they are, (If that sounds abstract and a little unreal, itis in direct imitation of
<the kind of knowledge I'm talking about.) ! will for thé'g}})mcn%: use the
:"-Word “story” as the generic term for these explanations aid descriptions,
“:since they canalmost always be understood as some kind of narrative about
. how something happened in the past, happens now, and will happen in the
- future. Since they are told to a professional audience, these stories have cer~
: t_eiin generic features and problems. (Uil use “story” or “narrative” later on
:t0 describe 2 particular kind of science story.)

17
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Telling Scientific Stories

Creating an acceptable scientific theory or explanation of some phenom-
enon constrains the telling of the story in two ways. The story must first of
all“work,”be coherent in any of the many ways stories can be of one piece.
It has to get us from here to there in such a way that when we reach the end
we say yes, that’s the way it has to end. So we try to construct a story about’
our topic, astory thatincludes everything we think it ought to have (or else
the story will be incomplete in some crucial way) and puts it together in a
way that “makes sense” It’s not obvious what “makes sense” means here.
What 1, at least, mean is that the story must embody or be organized on
some principle that the reader (and author) accept as a reasonable way to
connect things. Robert E. Park told a story about the race relations cycle, a
story about how different kinds of relations between blacks and whites fol-
lowed one another. It was acceptable to people, in part, because the idea of
a cycle, in which one set of affairs creates the conditions under which the
next stage arises, made sense to them.

The other constrain is that the story must be congruent with the facts
we have found out. I suppose there's also an argument about what it would
mean for stories and facts to be congruent. Thomas Kuhn taught us that
our observations are not “pure,” that they are shaped by our concepts—we
see what we have ideas about, and can’t see what we don’t have words and
ideas for. So, in a strong sense, there aren’t any “facts” independent of the
ideas we use to describe thern. That’s true, but irrelevant here. Recogniz-
ing the conceptual shaping of our perceptions, it is still true that not every-
thing our concepts would, in principle, let us see actually turns up in what
we look at, So we can only “see” men and women in the Census, because,

providing only those two gender categories, it prevents us from seeing the
variety of other gender types a different conceptualization would show us.
The Census doesn't recognize such complicating categories as “transgen-
der”” But if we said that the population of the United States, counted the
way the Census counts, consisted of fifty percent men and fifty percent
wornen, the Census report could certainly tell us that that story 1s wrong.
‘We don’tacceptstories that are notborne out by the facts we have available.

“Notacceptinga story” means believing that the story’s imagery of how
this thing really works is wrong in some important way—we can’t under-
stand 1t or we know that it’s not true because some facts inconveniently
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refise to be congruent with it. When that happens, and we can’ fud,
finesse it, we try to change the story, ’ ¢ ~u o
t Theresa te.nsion h.ere, between changing stories to make the logic bet-
;; ;r;i \C}?:f};nf stories ;o ta%{e_ better account of the facts. Which should
Ny do. oy ; v;e do? This 15, of courfse, a phony question: we should
- A4 INOre reasonable question is when we should or do do

£ 1 as an g d,
£Xt ild our de 3a d]]}la €S to aCCO]}iIE}()date more of dle Iea§ W(){l as

thiizme;xmes, though, We look for the kind of nice, neat story we like to
- When we are feeling scientific, can be told about the world. We ¢
. Ty

the thlI!gS were fe].hng abOﬁtln 1Igenious Way t}la remove ar l()IHa].]ES allé
g 5 Lrem
. € our baSEC plﬁtu € 31 pl C}. tav ly ap Ie]le{lslble ()I)VIUUS.
illak e sumpie €2, intus (]
4 3 P i
asoywﬁlleedo 5‘ y =
If We 26:11 Stlcli tor 111 Cite S0ome faCtS aud
] cvervone Wlﬂ b€

patel i 2 . .
a tely, it s one easily punctured by inconvenient facts

m:{ﬁztgxg the f11'mir.s created by our solutions to these problems; we have 2
© chorce of kinds of imagery, Generall i et .
| : : . y speaking, professionatized jm_
agery has to do with the kind of causality we think mightbe oper‘;\tinc 11?0
g.

we think b ing i
s the phenomenon were studying s totally poverned by chance, so

“that a m,
s oiel of random activity is appropriate? Do we think it is partly
g and partly something more deterministicy Do we think it is best

»told as a story? In other words, in thinking about
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the phenomenon, we inchude in the picture we build up some notions
about the kind of conclusion we wilk draw about it, the kind of paradig-
matic thinking we will assimilate it to. These paradigms come to us out of
our participation in 2 world of professional sociat scientists. {My debt to
Kuhn [1970] here s obvious.}

That specialized oceupational world gives us many {mages of the way

the social world in general works. Blumer’s notion of society as made up of
interacting sejves is one such. Othersinclude a world governed by random
activity; the social world as coincidence; the social world as machine; the
social world as organism; the social world as story. Each of these Images
helps you get at some things and keeps you from getting at others. I'lltake
them up in turn, detailing, with examples, their characteristic features, and
describing the kinds of analytic tricks they muake possible.

The Null Hypothesis Trick

¢ always be accurate. Blumer was Wrong about that.

as long as they are eventually checked against
how things would be if they were a

Qur imagery need no
Inaccurate images of things,
reality, can be very useful, showing us
certain way we'Te pretty sure they aren’t.

R ANDOM ASSIGNMENTS

The classic version of this trick is the null hypothesis, which asserts a hy-
pothesis the researcher believes 15 not true. Proving the null hypothesis
wrong proves that something else must be right, though it doesnt tell you
what that something else is. Its simplest form, well known to statisticians
and experimentalists, asserts that two variables are related only by chance.
The image is one of pumbered balls being drawn by 2 blindfolded person
from an urn, each ball havingan equal chance of being chosen. Or of par-
ticles bumping around in an enclosed space, each equally fikely to bump
into any other one. Nothing operates to “bias” the outcome. No influences
make any outcome any more likely than any other.
Scientists who do experiments do not announce the nult hypothesis—
that the differing results of treating the same stuffin two different ways are

random, that the “treatment variable” they introduced into their experi-

mental situation has no effect-—because they think it’s true. On the con-

trary, they hope and trust that they are wrong and their null hypothesis will
be disproved. When they find some kind of relationship (and thus can re-

20
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-e . - ‘
‘ihci ti}e null hypothesis of no relationship at a given level of significance)
at becomes presumptive evidence for wh * ,
: : atever theory they w
pounding. It gives them a basis i thore is vory Lite
on which to say that there i i
chance that these results would h et
ave occurred if their th ’
They never believed th i it
ere was no relationship at 21, they j i i
‘ wTe v , they just said that i
g;(i;r t‘o f{})lcust;he investigation and provide a way to state a result. The hyn
ests that the world runs on random numb ' ;
pothesis umbers serves them analyticall
gz ; -j:‘-qng what the world would be Lke if it really did. The experimen}tr
its import and its punch £ i d
ges e p rom showing that the wozld 15, exactly, not
. h(”I‘};ere sa problem with this, which Anarole Beck sﬁowed me years ago
1s device tells you the chance of getti i ‘
‘ getting a particular result, gi
your theory is true. But that isn't v AP
. what you want to know. ¥
that you have gotten these bt o
results, and talking about the probabili
ting them is somehow sill e ot o
y. What you want to know is th il
your theory being true, gi e
, given that you got these results. A i
Beck, there’s no mathemati e
: atical way of turni i
ol o Ho e y of turning the result you can get into the
M L L
{isticz; leuli byp;meszs trick is a qualitative or theoretical version of the sta
evice. You start by observing that an i .
st ev v social event consists of th
jointactivity of alot of people. Typi o
jo . Fypically, we want to undersiand i
ities of the people who have b et
een chosen, or have volunt
or have in some other wa rtici ot i o
y been led to participate in thi
x pate in this event, who come
o ir; :a I_:llL;cihiargir.aggregate of people who in some sense were “eligible”
ilable” or “likely candidates” for participation. That 15, out of the

1 i
large pool of people who might have chosen or been chosen, only some

wWere.
The nuil is trick 1 i
o h;*pothesm trick is to hypothesize that the selection of partici-
as randorn, that everyone in the lazger pool of potential pazticipants

. was equally likely to be chosen, that no “selection” was being rade by any-

one or even by the W(?Ekl]igs of S{)(:Ea} structure. Ia]tlclpa;}{s WEI'e as-
Sembled . -
In $CIMNe ana ()g ()f ass'gni;zg evet y()]iﬁ a nurr %)el a !(1 h&[ %lSng 2\.
.

; Zable c_)f random numbers to assembie the required cast. The thousand chil

. r 1 i - .

B zna];n ;knelghborhood with a high juvenile delinquency rate were all
qually likely to become delinguent. Some got their numbers picked up

others didn’t. That’s it.

. Ofc i i i ;
T ourse, %n‘spaal reality everyone is not “eligible,” or not equally “eli
_gible,” to participate in any specific event. The workings of social life al
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most always ensure that only a very small and highly sele}cted col}ecuc;x: ;f
people will be chosen or be eligible to be chosen. That’s the pozn(; o ; z
trick. Just as in the statistical version, you preter.ld there was a ran om -
lection exactly in order to see how the population selected to partz{:li;f
varies from the population random selection would have produced. You
assume that it will so vary, and want to know how so that you can thercli see
what social practices or structures produced that deviation from random
ﬁsﬁzﬁzg example. Lori Morris, Michal McCall, and I wanted to knolw,
among other things, how the social organization of a thefxter coz.n;m:ll:ty
Jeads to the productions playgoers eventually see (Moxris 1989; etf lt;r,
McCall, and Morris 1989; Becker and McCall 1990). On_c aspect © ;I 5
process is the casting of actors in roles in plays. We could, using the nuil LI
pothesis trick, assume (for the sake of argument, ren'riemberl} t}%at dlrefito:s
cast shows by picking actors from a list of those available _by using random
numbers. In. such purely “blind” casting, the people doing the‘ choosmi
wouldn’t worry about age, gender, race, physical type ot anyth{ni glse;.
seventy-year-old black woman might play Romeo. Under sl.1gbl y beji :
stringent rules, the director could take account of those wvariables,
ﬂo't;’itsgeﬂi;s stringent rules” I just invoked so blithely are actxllaily the :;_
ginning of the analysis, because (since very few plays arx_e cast with suac; Z;
regard for these basic social variables) they show that directors actually a
constrained in their choice of actors by their acceptance, m§re or lesskt.m(—i
consciously (and I do mean more or less), of the rules governing \fz_\:hact1 ;nm
of socially defined person. can play what kind of dramatically de ne'ﬁpj;
son. So they will not assign a male to a female part unless they s'pec-1 ¢ h y
want, for some special purpose, the effect that would cr?ate _(whmh isw Tt
Caryl Churchill did in Cloud 9). O, to make the analysisa little more r:a :
istic, they cast an “inappropriate” person because they have no choice, be
cause no one of the “right” physical type is available. The reason so ‘maﬁy
smaller theaters cast Lears who are obvicusly too young for.the role is tiat
there are many more young actors than old ones, especially in theaters that
’ ell or avall.
éoi\li;ifa}c:f“l:zz Zpeciaﬂy in a “well-defined” probl.em like t’he 01?6 E have
posed, we ignore this sort of prior selection as c_)b‘vmus, cflon t otice it un-
til the people in the world we are studying turn itinto anissue they are‘con-
scious about (as socially stereotyped casting eventually became an issue,
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largely though not only with respect to race, under the heading of “non-
traditional casting”). Which is to say that a “well-defined problem” is one
for which we have already ruled out of consideration a lot of potentially
very interesting processes.

So our “well-defined problem” about theater casting focused us (until
Lori Morris’s fieldwork [Morris 1989} made us see some of these other
considerations) on the processes that grew more naturally out of commu-
nity organization and the way that organization interfered with random
selection. In an organized theater community, selective interaction gets
people acquainted with one another in such a way that the people who
make casting decisions “know” enough about actors to know what they
can do and how they are to work with. This mainly happens when direc-
tors have already worked with actors in previous shows. So the pfocesses of
casting either keep directors from learning this much about VEry many
people (as would be the case in a tightly organized theater world in which
the same few people always worked for the samte director who never
worked with people from outside that group) or allow them to Iearn a lot
about a lot of people (as would be the case if every show was cast strictly
from well-attended auditions) or, naturally, everything in between.

In short, Morris looked at who got cast and asked (knowing in advance
that the answer would be “No”) whether they had been chosen by some
“". version of random numbers. Sure enough, the answer was “No,” which

then pushed her to find out just how the selection varied from random and
~ how that result came about. And that pointed her to the processes of prG-
. fessional community organization we were looking for.
- . Were we really that dumb? Didn’t we know before going through such
< .anaive exercise that the selection wasn’t random? Yes, of course we knew
that, and the above is a little bit of 2 fairy tale about how we actually did
- things. In real life, you use a trick like this at any stage of your work, even
~after you have some idea of what’s going on. You use it not because it pro-
. duces a result you could not have imagined otherwise, but to help you for-
-~ imalize your thinking and perhaps see some connections you might not
“have noticed or taken seriously,

- -5o far, I've talked about how people are selected for participation in so-
cial events—that is, in any kind of collective action. But there’s no reason
to limit the use of this trick to the selection of people. People, singly and
‘together, make choices of things to do, and they choose the things they do
14 particular situation from a larger number of things they might have
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chosen to do. Some of these other choices will be things they know about
as possibilities and have decided not to choose for reasons they are well
aware of and can, if they want, describe to an inquiring sociologist. Some
of the possibilities may occur to them so fleetingly, be rejected so quickly,
as not to be rernembered even as potential choices. And stili others will be
things thatjust don’t seem to them possible, not even for a minute. '

Whatever combination of these three is the case, we can use the same
trick as before. We can begin with the null hypothesis that the choice of
what to do was made by using random numbers to choose from a complete
list of possible actions. Again, we know that this is not how it happens, but
think we will learn something by making that unrealistic assumption.

And we will. What we will learn, as in the first case, is what constraints
make people decide that this particular choice 15, after all, the best one or,
perhaps, the only (practical) one. Constraings are one of the major things
social science studies. Joseph Lohman used to say that sociology studied
what people fad to do, the things they did whether they liked it or not.
(That’s not completely true, because people often do what has to be done
because they've learned to like doing it, but that’s another story) In any
event, this trick shows us, by highlighting the deviations from randomness,
what constraints are operating and thus what the nature is of the social or-

ganization we are studying.

This means that a scientifically adequate analysis of a situation will lay
out the full range of constraints operating. To get that full range we need to
know, as well as we can, the complete range of possibilities from which the
choices we observe have been picked. To know that, we have to make our-
selves as aware as we can of all the kinds of possibilities there are in the
world from which the things that did happen were chosen. We need to do
whatever we can to make ourselves think of unlikely possibilities, and we
also need to take stern precautions against dropping any possibilities from
our analysis just because they seem unlikely or are too much trouble to
look into. I will take this question up later, in the section on “Sampling.”

Waat Is a Nics Girt Lixe You DomG i¥ A Prace Like Tais?

There are other possible and useful nuil hypotheses—hypotheses you take
up because you think they’re not true and think that searching for what
negates them will get you to what is true—besides the random assignment
model. For instance, people often explain conduct they dor’tlike or don’t
understand by saying that it is crazy (or some tonier word or phrase that
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n_leans tI"Le same thing, like “psychologically disturbed” or even “socially
disorganized™). The sign that the conduct is crazy is that it serves no usefuil
purpose the analyst can imagine. In the folklore about prostitutes, their
customers are always asking why a seermingly “nice” woman like tl':e one
t%?ey are with is doing this kind of work. The classic question about why a
nice girt like you is doing this reflects a cultural contradic tion: the WomZn
seems nice (that is, not weird and unusual, not a member of a different
species), but “nice girls” don't sell their cooperation in a sexual act. The
motives that explain the behavior of “normal” women don’t scem t<.3 ex-
plain this behavior, but the woman looks and acts normal. The sociologi-
cal z.malyst who looks for unusual motives that differ from those that ?ie
behind normal behavior is betraying the same naiveté as the customers
who ask for those explanations. ‘
Smoking marijuana, to take another example, serves no useful purpose.

3:“0 understand why some folks nevertheless smoke it, we can use the ver-
s%on of the null hypothesis that says an action doesn'c make any sense, ac-
tions like marijuana smoking being a good example. We try to disprove,this
n_ul} hypothesis, by showing that things that look crazy or erratic or capti-
crous might make sense, if you knew more about therr. In this case, we
look for the reasons why smoking marjjuana makes perfect sense to’ the
s-moker. An answer might be that it gives the smoker pleasure inexpen-
sively and without significant social sanctions. !

. Its not just marijuana smoking that can be made sense of that way, It’s
generally 2 good sociological alternative to the null hypothesis of craziness
to assume that the action to be studied makes perfect sense, only we don%
know the sense it makes. You might say, in a variant of an expression that
W"as very popular in my high school as a way of explaining something stu-
. pid you had dene, “it seemed Jike a good idea at the time.”In fact, it’s prob-
- ably a very good hypothesis about seemingly unintelligible acts, that the
- seemed like 1 good idea at the time to the people who did them Thilr
makes the analytic task the discovery of the circumstances which ma(.ie the
Jactor think it was a good idea.
~ -+ Anobvious way to begin that analysis is to see that things often seem like
~a'good idez because their consequences aren’t visible when the action is
-undertaken. It’s only in hindsight, after the house whose value you and
_e'fez:yon‘e else were sure was going to go up goes down, that vou see that
_._.-buymg 1t wasn't 2 good idea after all. It’s worth remembering that no one
“can ever predict the result of any human action with perfect confidence,
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and therefore that even the seemingly safest choice can turn out badly.
Reeasonable people, and experts, often disagree about the likely outcome
of an action, so a lot of things that looked like good ideas will turn out, in
the end, to have been dumb.

(One reason the null hypothesis of craziness is interesting is that other
disciplines—some versions of psychology especially—make a living by in~
sisting that some actions really don’t make any sense and are in fact the re-
sult of mental disorder of some kind, so we’re not just fighting a
hypothetical null hypothesis, so to speak, wee fighting another disci-
pline’s positive hypothesis.)

Things also oftenJook incomprehensible to us simply because we are too
far away from the situation to know the actual contingencies under which
the action was chosen. Take the rather gaudy, but nevertheless interesting, -
example of sex change operations. It’s possible to ask the question this way:
What would lead 2 seemingly normal American man to have his penis and
testicles amputated? To put it that way makes the act comypletely unintelli-

gible. “Hi! Like to have your genitals amputateds”“No, thanks!”

But, as James Driscoll’s (1971) research (done eady in the history of sex
change surgery) showed, thatisn't how it happens. Men don'tsuddenly de-
cide, whether in the grip of hidden motives or drives or not, to have such
surgery. That final decision is the end of alongline of prior decisions, each
of which—and this is the key point—did notseem so bizarre in itself. Here
is one, not necessarily the only, typical trajectory. First, perhaps, a young

man finds himself drawn to some version of homosexual activity. His ini~
tial impulse, perhaps (and each of these perhapses representsa contingency
point at which some portion of the group that has taken this step turns in
another direction we are not going to investigate because we are only in-
terested in the ones that take this path toward a sex change operation), leads
him into asocial world in which homosexual activity is neither frowned on
nor unusual.

The potential candidate foran operation now finds himself among peo-
ple who suggest actions he may not previously have known about, actions
he might find interesting or pleasurable. These new companions, antici-
pating the fears and doubts that stop him from immediately accepting
some of their suggestions, may have ideologies and rationales ready that
explain why the ideas holding him back are wrong. He may decide to try
some of the recommended possibilities, and perhaps finds that he likes do-
ing these new things (perhaps, of course, not}. He has now acquired some
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new motives. He has some new things he likes to do, and he has names for
them and routine ways of doing themn, and these are names and routines he
shares with many others. So engaging in these acts is relatively easy, no
longer frightening and unknown.

If you asked this young man at this moment whether he would like to
have a sex change operation he would probably think you completely
crazy. If you ask him whether he thinks he is 2 woman, he will probably
think the same thing. But he might, as a result of his new abilities and mo-
tives, meet some new people who suggest to him that, if he likes what he
has been doing, he might begin to consider that he really is in some parta
woman, and that he might find it incredibly interesting to play that role,
and even perhaps {another “perhaps”) to dress like a woman. He may not
have thought of doing that himself (even though he was well aware that
others do), but now he does, and finds himself learning a new set of skills
and motives. He learns, for instance, how to buy women’s clothing in sizes
big enough for a man. He may learn the skills of applying makeup and do-
ing his hair in a way more common among women. He may start observ-
ing and trying to imitate the physical mannerisms he takes to be
- prototypically feminine.

-+ He may thus become what is known as a transvestite. (Note that not ail
. transvestites are gay, nor are all gay men transvestites. In Driscolls inter-
_views, however, this was a pattern.) But now he may find the role intri-
. puing enough to wonder what it would be like to live as 2 woman all the
time. And perh:ips he will do that, and thus find himself in the situation of
Agnes, the transsexual made sociologically famous by Harold Garfinkel
: (1967, 116-85), and now have to remake not just his physical behavior but
- his entire past.
.. At each of these points, our mythical young man finds himself doing
" some things he had at some earlier time never heard of and, hair’fng heard
:of them, had not imagined he might do. The steps he does take are néyer 50
very radical. Each one issimply another smali step on a road from which he
' might at any minute turn to some other of the many roads available. Each
: ;s_ma]l step is intellectually and emotionally understandable to people who
- themselves are nothing like this young man, cnce the circumstances are made
intelligible to them. If we continue, which I won’t, we will eventuaily see
that, when it comes to the sex change operation, the young man is only
_faking another relatively small step not very different from all the other
small steps along the way.
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In short, he didn’t decide one day, for almost no reason or because of
some inner prompting, to have this surgery. That would be hard to under-
stand, if that were how it happened. But it isn’t. He took dozens of rela-
tively small steps, each of them small enough not to require any ¢laborate
or unusual form of explanation. It will turn out, if we really investigate all
the circumstances and processes, that every one of these steps seemed, i a
way that will be intelligible, like 2 good idea at the time.

Analytically, that means discovering something that seems so bizatre
and unintelligible that our only explanation is some form of “They must
be crazy” should alert us that we don't know enough about the behavior
under study. It’s better to assume that it makes some kind of sense and to

look for the sense it makes.

Coincidence

Another kind of useful imagery, one that is perhaps quite realistic in a way
null hypotheses usually aren', is the notion of “coincidence”” That is,
things aren’t exactly random, but they aren’t completely determined ei-
ther. There is what you could cali a coincidental quality to them. Though
none of the particular actions involved in a particular event we want to
explain are random, though each of them can be accounted for in a quite
sensible sociological way, what can’t so easily be explained is their intersec-
tion. It may be explicable that I decided to go to work at my government
job that day; after all, it’s my job and I will experience negative sanceions, as
we sociologists say, if I dont go,soI goto work every day. For good socio-
Jogical reasons, I went to work that day as well. And it may be explicable
that two other people, through a conversion sequence not unlike what I
described for the candidate for a sex change operation, should decide that
the United States government isan enemy they should and can deal with by
bombing some building it owns. And some combination of socially deter-
mined propinquity and special local knowledge may lead them to pick the
building ] work in as their target. But what does notseem explicable asa re-
sult of any causal social process ishow their choice of abuilding to bomb co-
incided with my working in that building. What explains how I, 2s opposed
to thousands or millions of other people, became one of their victims?
Coincidence seems like 2 good word for what's involved. [actually be-
came interested in this probiem in a way that embodies the process. Here’s

what happened.
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In April 1990, I went to Rio de Janeiro as a Fulbright Scholar, to teach
in the Programa de Pés-Graduagio em Antropologia Social at the Musen
Nacional. It was my third visit to Rio, my second experience teaching in
that program. I got there the first time through an odd conjuncture of cir-
cumstances. A friend, whom I had met through our mutual connection to
the Haight-Ashbury Free Medical Clinic in San Francisco (a story in it~
self), was now in charge of higher education for the Ford Foundation’s
Brazilian operation. He had met Gilberto Velho, who taught in this grado-~
ate program and whose speciaity was urban anthropology. Giiberz:o had
read my book Outsiders, and many of his students were stadying the phe-
nomenon of deviance. So Richie Krasno called me and suggested that |
come to Rio as part of the Ford-supported program at the Museu. |

This came out of the blue. The only thing I knew about Brazil was bossa
nova, and that because of my past in the music business, But, for some rea-
son Imever understood or tried ro explain to myself, [ decided that this was
something I should do. I spenta year studying Portuguese, read (with enor-
mous difficulty) the two books of his own Gilberto sent me (Velho 1973
1974}, and went there in the fall of 1976.1 had a wonderful time and main:
talned the connection, reading work the people 1 had met there sent me
* . sending my own work there for them to read, visiting one other time, see—’
ing Brazilians who came to the United States, and working with several
Brazilian students who came for advanced degrees or just for a year’s study
abroad. .

" Twentto Rio again in 1990 for what felt to me like a long overdue re-
: mrn.I taught a course with Gilberto on, roughly, the “Chicago School of
~ sociology,” a topic he had long been interested in and which, having be-
. come fashionable in Paris, was becoming more interesting to others in
.- Rao.Since I was using Gilberto’s office as my headquarters, l had plenty of
f.:é'me to explore the debris on his work table, an enormous pile of mcziéa!-
zines, Jjournals, newspapers, books, and papers. | had been reading a lot o}?
.-Portugnese since 1 arrived, and one of the things I read was an article he
- gave me by Antonio Candido, whom I had never heard of but who wasin
fact one of the mostimportant literary figures in Brazil. The sophistication
-and literary grace of the article impressed me greatly, and I wanted to know
moxe about its author. '
B Candido, it turned out, had been trained in sociology and had in fact
-'_‘tgught sociology for many years before becoming 2 professor of compara-
-tive literature; his dissertation (Candido [1964] 1987) was a study of the
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way of life of rural villagers in the state of Sio Paulo. And,in consequenc‘:e,
Mariza Peirano, an anthropologist interested in the development of 'Brazﬂ—
ian anthropology, had interviewed him for her dissertatior‘l. Nurt.urmg my
developing interest in Candido, Gilberto gave me an article Peirano had
written about hirn based on that interview (Peirano 1991, 25-49), and an-
other article that discussed an interesting phenomenon she had discovered

during her research (Peirano 1995, 119-33). '
Ifound that article intriguing, from the very first paragraph, which-went

like this:

Eleven years ago, while doing a series of interviews wi%h social
scientists, | noticed a curious phenomenon. My .ob_]ect;vc then
was to clarify matters which had unti] then rgma;nec_i cloudy to
me, even after having read the works and studied the intellectual
careers of these authors, who I considered fuagiament:al for un-
derstanding the development of social science in Brazil. Most pf
them had been born during the Twenties and were, therefore, in
their fifties and sixties. They included Florestan Fernandes, An-
tonio Candide, Darcy Ribeiro and, the youngest, Roberto Car-
doso de Oliveira. In these interviews, each of which lasted abput
two hours, I was surprised to hear, again and again, the expression
“It was by chance” or “It’s a matter of a chance phenome_:non [in
Portuguese, “foi por acaso”] offered as an .explanamor;z of lall
change of course at a specific moment in th_eu' careers. They a
used the explanation of “chance” or “coincidence” in our con-
versagons. {Peirano 1995, 119-20}

Peirano was surprised because, she says, the work of all of these autho-rs was
utterly committed to highly deterministic models of s‘oc{1al caus?non. It
was only in discussing their own lives that the deterministic theories were
not adequate explanations; when they talked about other people, more
conventional social science talk worked just fine.

She gave several examples of how the lives of these scholars r‘eﬂe‘:cted
chance events. One dealt with the way Roberto Cardoso de Cliveira, a
leader in the development of professional anthropology in Brazil, became

an anthropologist:

At the end of 1953, Darcy Ribeiro {a pioneer ‘irz E}razilian an-
thropology] gave a talk at the Municipal Library in .Sao Paulo.He
was looking for an assistant for a course he was going to teach at
the Museum of the Indian, and thought that Roberto, Who Was
introduced to him by a mutnal acquaintance, looked like the
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most capable and intelligent person for the Jjob. Roberto was re-
luctant, since his training was in philosophy and sociology, but
this did not convince Darcy, who argued that since Lévi-Strauss
had learned ethnology after his formal education was finished,
why not Roberto? Thus, owing to this “purely accidental” be-
ginning, 2 meeting in the Municipal Library, Roberto Cardoso
de Oliveira made the transition from sociology to anthropology,
learning from Darcy the lesson of “indigenismn,”keeping from his
sociological training with Florestan [Fernandes| the ambition to
be theoretical as well. Thus was borna sociological anthropology
inwhich the concept of “interethnic friction” gave evidence that
Roberto Cardoso had created an “Eve” from a rib taken from the

distinctive sociology taught at the University of $3o Paulo.
(Peirano 1995)

I myself was, by another set of circumstances that had led to my recent
marriage, peculiatly open to the recognition of what [ thought of as the
“chance” elements in social life, Like so many people whe reflect on how
they met their mate, [ was tremendously aware of the many things that, had
they happened differently, would have sent me somewhere other than Co-
lumbia, Missouri, on the day I met Dianne Hagaman. I could deliver an
endless lecture on how casily it might have happened that we would not
have met. So I read Peirano’s paper with great interest and attention.

I delivered the lecture on how Dianne and | met, as much as Gilberto
would fisten to, to him one day, and we ended up discussing the topic for

- the remaining weeks of my stay in Rio. In other words, to bring this self
. exemplifying digression to an end, I became interested in the problem of
~therole of chance and coincidence in social life quite by accident.

AsTthought about it, the chief problem seemed to be that while every-
one recognizes that stories like these are “really the way things happen,”

_there is no conceptual language for discussing this thing that everyone
- knows. When we talk as professional social scientists, we talk about
- “causes”ina way we don’t recognize in daily life. That disparity would not
- bother a lot of sociologists, but it bothers me.

The above discussion surely leads, practically speaking (and in spite of

"y perennial complaints about such woolly notions as the ones Pmabout
‘toutter), to the idea that things don’ Justhappen, but rather occur in a se-
“ries of steps, which we social scientists are inclined to call “processes” but

‘which could just as well be called “stories.” A well-constructed story can

- satisty usas an explanation of an event. The story tells how something hap-
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pened—how this happened first and led, in a way that is rf:asonable to .see,
to that happening, and then those thingsled to the next thing . . . a}nq right
on to the end. And how, if all that hadn’t happened, the event we're ;‘n.tez—
ested in wouldn't have happened either. We could describe the conc'lztions
necessary for an event (call it If) to occur as the story of how one thing af-
ter another happened until it was almost certain that It would happen. .As~
sembling all the necessary components for a symphony concert ce?tau?ly
won’t cause the concert to happen, and in no way guarantees that it will,
but if we get all the musicians assembled to play a symphony concert . . .
and if the audience shows up . . . and if there is no fire or tornado or other
unexpected natural obstacle . . . then it is hard to see what would prevent
rt from taking place.
gheltf Otwnzepeople meet,izwever, it is not as certain as that that they will fall
in love. Far from it. Mostly people do not fall in kove with people they meet
casually. Friends are always scheming, bringing likely pairs .t?geth-er, only
t0 have their plans fall through. So having all the preconditions in place
doesnt mean that It will happen. The anthropologist Lloyd Warner used to
tell of investigating the Australian aboriginal society whose members, ear-
lier anthropological accounts had alleged, did not anderstax.ld the physio-
logical basis of pregnancy, When he asked them where babse_s came .from,
they told him just what they had told earlier investigators: babies walf in t_h'e
clan’s spirit well until 2 woman has a special dream; then ?ni baby’s spirit
leaves the spixit well and enters her stomach. He pursued it. “What about
when men and women, you know, have intercourse? DnesT:i’t that hax're
something to do with 2" They looked at him pityingly, as if at a stupid
child, and said that, of course, that’s what made the baby. But, they re-
minded him, men and women do that al} the time, but women only get
pregnant once in a while—only, they pointed out triumphantly, when the
mother dreamed of the spirit well. .'

I learned, largely through the influence of Everett C. Hught‘:s, t”o think
of these dependencies of one event on another as “comi{ageacms. When
event A happens, the people involved are now in a situation where any of
several things could happen next. If I graduate high school [ can go to cfoi—
lege, to the Army, to trade school, to jail . . . those are among the pos§1ble
next steps. There are a large number of possible next steps, but not an infi-
nite number, and usually onty a relatively srnall number are m?re or less
likely (though the unlikely ones can happen too). Which péth is taken at
such 2 juncture depends on many things. We can call the things that next

32

IMAGERY

step depends on “contingencies,and say that event A being followed by B,
rather than C or I, is contingent on something else, X. My going to col-
lege is contingent on my getting sufficiently high test scores to be accepted
by the college I want, on my having enough money, on having sufficient
desire to go to college that I will putup with some of the associated incon-
veniences, and so on.

{Stephen Jay Gould, the biologist, describes this as the fundamental
character of history and of all historical explanation: “A historical expla-
fation does not rest on direct deductions from laws of nature, but on an
unpredictable sequence of antecedent states, where any major change in
any step of the sequence would have altered the final result. This final result

- is therefore dependent, or contingent, on everything that came before—
the unerasable and determining signature of history” [1989, 283].)

So the pathway that leads ro. any event can be seen as a succession of
events that are contingent on each other in this way. You might envision it
4s a tree diagram in which, instead of the probability of getting to a par.
ticular end point getting smaller the farther you get from the starting
point, the probability of reaching point X increases the nearer you get o it.
(Von Wright 1971 uses tree diagrams effectively in his analysis.)

The chain of events thatleads up to the event thatis Important to me, the
one for which I want a detailed explanation, involves many other people.
So the chain of events that led to me being interested in this problem re-
quired, among many other things (not the least of which ismy having gone

+. to Brazil in the first place), that Mariza Peirano mterview a numbet of
Brazilian social scientists, that they all use this form of explanation, that she
write a paper about it, that the paper be on Gilberto Velhos desk where [
- could find it (which in turn requires that he know Peirano, that she send
. him this then unpublished work), and so on. Any one of these other peo-
ple might have done something different such that my interest would net,
or could not, have been aroused in the way it was.

The Swiss playwright Max Frisch, in his play “Biography: A Game,”
- embodied this thought in an interesting dramatic situation. A mysterious
- stranger (“The Recorder™) appears to the main character, Hannes Kiir-
~mann, one day, offering him the opportunity to go back over his life, the
details of which are available to him through a computer terminal and op-
- erator located stage right throughout the action {in the staging I saw in
. Minneapolis, though not in the published script [Frisch 1969]), and
- change anything he likes. The hero relives a number of crucial moments in
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his life. The play begins with him trying to change the ep‘isode of the party
at which he first meets, and eventually sieeps with Antoinette Stein, who,
he will marry and finally kill. When the taxi driver .V\?h() w.as
called to take her home from the party rings the bell, they ?:\oth ignore it.
Now, looking back, he wants, instead of getting involved with her, to send

her away politely, but finds that he cannot change his actions—his charac-
will to do it—in such a way as to change

when the Recorder asks if he wants 10

as he knows,

ter apparently does not have the

the eventual outcome. Finally, :
change the murder itself, they have this exchange:

Kormann. I know how it happened.
RECORDER. By chance?
Kirmany. It wasn't inevitable.

Which expresses nicely my first point, about the nature of this sort of ex-

i ; i i random nor determined.
planation, which conceives events as neither )

But, having chosennot £o commit the murder, Kiirmann learns that, in-
¥

stead of spending at least twelve years in prison, he now gets cancer, andis
on his way to a mean death, with his wife, whom he meant to give a new:

life by making this new choice, now condemned to visit him religiously.

. .
So far, contingency. But now the Recorder turps to Kiirmann’s wife,

Antoinette:

R.EecorRDER. Frau Kiirmann.

ANTOINETTE. Yes? o ‘
QecorpEr. Do you regret the seven years with him? [ Antoinette

stares at the Recorder] If T told you that you too have the
choice, you too can start all over again, Would you know
what you would do differently in your life?
ANTOINETTE. Yes.
R ECORDER. Yes?
ANTOINETTE. Yes.
R.ecorper. Then go ahead. .

again.

. You too can. choose all over

g scene, in which she meets Kiirmann for the

They then replay the openin
o . driver rings, she says goodbye, and

first time. But this time, when the taxi
walks out of Kiirmann's apartment, and his life, for good.

KHRMANN. What now?
RscorpEr. Now she has gone.
KHRMANN. What now?
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RECORDER. And now you're free,
Kimmann. Free . ..

And so we are reminded that everything that happened in Kiirmann’s
life, of course, depended not only on his actions and choices, but also on
what all the other people he was involved with did. If Antoinette changes
her life, his will necessarily change as well. He cannot marry and murder
someone who walked out of his life so definitively. We might call the de-
pendence of his actions on hers intercontingency,

Peirano quotes Norbert Elias speaking of much the same thing:

In contrast [to “determinism”], when the indeterminacy, the
“freedom” of the individual is stressed, it is usually forgotten that
there are simultaneously many mutually dependent individu-
als. . . . More subtle tools of thought than the usual antithesis of
“determinism” and “freedom”are needed if such problems are to
be solved. (Elias 1970, 167)

This is a sort of imagery for which social scientists do not now have very
good conceptual tools. But itis always worth considering as a candidate for
the explanatory image that fits a case,

Society as a Machine

“There is essentially nothing wrong with the basic forms of social science
thinking, It’s just that social scientists don’t actually use those forms when
" theyshould. They getinto their worst troubles and make their biggest mis-
" takes when they forget how they are supposed to do things, forget because
~ some politica] or temperamental commitment leads them to see 2 problem
" in 2 narrow way and to forget the full range of things their basic theories
“would force on them if they paid attention. The Society is a Big Machine
“trick is designed to take care of this. First I’ll explain what difficulty the
‘trick is meant to overcome.

- We suffer these memory lapses ([ don'’t exempt myself from the charge)
“ especially when we want to change the world so thatit will be a better place
“for democracy or the middie class or honest law-ab iding citizens or men-
'_'tal patients or . . .. Whenever we want to improve things, we are likely to
" forget (conveniently, it might be said, except that the inconvenience that
results is usually astronomical) many of the people, groups, or things that
-:_"cc}ntri%)ute to the result we want to change. If mental patients are ill treated
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and the so-called treatment they receive in mental hospitals does not help
them in any way, if we can see how hospitals deprive them of the most ele-
mentary rightsand dignities, then it seems obvious what ought to be done:
get them out of the hospitals. The striking analyses of mentat Hllness and
hospitalization by Goffman (1961), Foucault (1965), and Szasz (1961)
made us see all this cleatly.

What was left out of those analyses was: where would these patients go

when they left the hospital? When you closed the state hospital in Napa,
where did all those people who had been incarcerated unjustly (Goffman
and Foucault and Szasz were right about that, I think) go? The theory of
“deinstitutionalization” was that they would be absorbed into “the com-
munity;” and would no longer be subject to the major and minor humilia-
tions that went with the label of “mentally ill” Having regained all their
rights as citizens, they would go about their business like anyone else: geta
job, rent an apartment, go shopping for food and make their own meals,
marry, raise children——in short, become ordinary normal productive citi-
zens. They might, of course, actually have been too crazy to do any of that
or too involved in their own internal concerns to make accurate caicula-
tions about what the results of their activities would be or too unable to
control their impulses to make the adjustments that would let them fit
what they did to what others were doing and so become part of the social
world. Even if they did not have any of these difficulties to contend with,
they had often been out of civil society for 2 long time and their skills and
smarts were no longer adequate to the daily hustle. The idea of deinstitu-
tionalization didn’t take account of these possibilities.

The newly released mental patients did not, as it turned cut, go to live in
the communities they had left for the hospital. Those communities—to be
more accurate, the families the patients had left—were not anxious to have
thern back. Patients mostly become patients when their families and
friends will no longer tolerate the disruption they cause. So the newly re-
leased patients went to live in halfiwvay houses, run by entrepreneurs whe
were ready to accept what the state paid for patient upkeep (still cheaper
than the expense of a large hospital), in neighborhoods that were unable to
protect themselves against the invasion of such businesses. In a short time,
many large cities had mental patient ghettoes—Chicago’s Uptown or the
corresponding area in San Jose. These ghettoes were not the welcoming
“normal” communities envisioned in the liberating idea of deinstitution-
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alization (although they were certainly the money savers foreseen by some
of the advisers of politicians like Governor Ronald Reagan of California),
The released patients, now “normal citizens,” could not or would not lve
the normal lives the theory expected and become self-sufficient. Instead,
they learned to manipulate the systems of service set up to facilitate their
reentry into society, and to exploit the spaces and opportunities afforded
by the looseness of urban social organization. They became 2 noticeable
part of the group that came to be known as “che homeless.”

No one, no politician, no social scientist, had foreseen this, Why not?
"The introductory course in sociology would alert you to Jjust such a possi-
bility, by insisting that you find out about all the people involved in the situ-
ation: not just the patients, but alo the families, and not just “the
community” in the abstract, but the community as a specific social and po-
litical organization. Following that injunction, you would inguire, as part
of your standard procedure, about how those people were organized, what

* they understood to be their interests, and what resources they had to de-
 fend those interests. And you would then not be surprised when middle-
class communities used their political power to keep halfway houses out of
- -their neighborhoods. In fact, had you read Suttles’s (1972) analysis of the
-~ “defended community,” you would have seen the whole thing coming.
-+ Sothe failure to think aboutall the people involved, which the most ele-
| mentary conception of society requires, led to 2 gross misunderstanding of
' the situation, and a bad set of policies, which never achieved what they
were intended to.

Take another example: theories of deviance. The so-called “labeling
- theory”revolution should never have been required. It was not an intellec-
- tual or scientific revolution (though it might be said to have been a politi-
- cal one, because of the shifting allegiances and changes in opportunities
“and organization in the professional fields it touched). No basic paradigms
-of sociological thought were overturned. The “definition of the situa-
. tion,” for instance—W. I. Thomas’s great contribution to sociology’s vo-
cabulary and way of thinking—directs us to understand how the situation
- looks to the actors in it, to find out what they think is going on so that we
- will understand what goes into the making of their activity. If criminolo-
gists and others who studied whatlater came to be called deviance had paid
- attention to that, they would routinely have asked about criminals’ view-
* points, instead of assuming that criminals had personality disorders or
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came from pathogenic environments. They would have understood that
they should have made what law enforcement people did problemnatic, in-
stead of taking it for granted.

Ear from being a revolution, you could say that labeling theory was a
counterrevolution, a conservative return to a strand of basic sociological
thinking that had somehow gotten lost in the discipline’s practice.

But that “somehow” should not go by unquestioned. These basic socio-
logical ideas were lost not by accident, but because sociologists had ac-
quired commitments that pushed them to define problems in ways thatleft
out some of the most important actors in the drama of deviance. These so-
ciologists did not allow the definition of some activities as “wrong” (what-
ever term was used to register that judgment) to become an object of

investigation. Who successfully defined sorme activities as deviant and how °

they did that were not discussable questions. Conventional social scientists
wreated those definitions as obvious or God-given; who but a fool would
question whether murder or child prostitution or drug use were evil
activities?

Tn the same way, studies of education often focused on why students did
notlearn what they ought to have learned in school. Researchers typically
looked for the answer in something about the students: personality, ability,
intelligence, and social class culture were, and still are, frequent candidates
for the guilty factor. They never looked for the answer in the teachers orin
the organization. of school %ife. This reflected, as do the earlier examples,
where the money was coming from. No one, after all, pays you to tell them
that what they're complaining about is their own fault. Educators do not
like to have researchers around who will tell them that their schools’short-
comings result from their own activities, rather than from the failings of
their students, or the students’ parents ox communities. They ke to see re-
search so organized that such a finding could not possibly come up. They
imake sure that no such answer will be found by not allowing themselves to
become the object of study. (A faculty memberina school I studied said to
e, in irritated surprise when he realized [ was interviewing him, “You
mean you’re studying me too?” and couldn’t understand why I thought
that was necessary, since he wasn’t “the problem.”)

In short, sociologists forget their own theories when anything impor-
tant in the world is at stake. They fail to follow the clear instructions those
theories imply, and to look at ali the people and organizations that cor-
tribute to a result.
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The Machine Trick is meant to deal with this problem, to push us iﬁt;:)
not leaving out crucial elements of the situation. It requires us to think like

engineers who want the machine they design to do what it is supposed to
do. Here is the trick:

pes:ign the machine that will produce the result your analysis
indicates occurs routinely in the situation you have studied.
Make sure you have mncluded all the parts—all the social gears
cFanks, belts, buttons, and other widgets—and all the specéfica:—
tions of materials and their qualities necessary to get the desired
result. Since social scientists often study “problem sitnations,”
the machine’ product will oftent be something we wouldn't in
fact want to produce, and the exercise of figuring out how to

proFiuce it is inevitably ironic, but that shouldn’t prevent us from
taking it seriously.

Let’s apply the trick. Consider some phenomenon we don’t like: our stu-
dents don’t learn what we teach, our representatives in legislatures behave
corruptly, our physicians are more interested in making money and playing
golf than in stamping out disease. Now assume that, far from being an un-
wanted result, this is exactly what some omniscient and ommipotent Creator
intended. With care and craft, the Creator organized an elaborate machine
tharwould produce exactly the result we have before us. We would love to re-
produce this machine, so that we too could produce corrupt politicians or
students who don’t learn or golf-playing doctors; unfortunately, the Creatot
being out to lanch or not answerimg the phone, the plans are not available to
us. So we have to do what people in the computer business call “reverse en-
gineering” We will take this machine apart, find out how it works, what the
partsare, how the parts connect, and what goes on inside the black box so that
we too can cause exactly this wonderful result to occur.

Suppose we want to make sure that schools teach students exactly the
amount they now teach them, no more or less, so that the students will
continue to leave school with at least the same degree of incapacity they
now exhibit. What kinds of students will we have to recruit? What kinds of
teachers will we need? Whatshould the teachers do so that students will be

- -no more motivated than they are? How will they keep students who might
~want to learn more from doing so? How will we keep the parents under
“control so that they don’t do anything to interfere with our desired result?

How shall the school system’s budget be constrained so that money cannot

- be spent on things that would affect our result in ways we don't want?
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We can find the answers to these guestions in many relsearches: done in
schools. We can, for instance, tell teachers to kill scuderllts’ mie.rest in sclhooi
by keeping them waiting for long periods of time during which t'hf.:y earz
nothing (see Jackson 1990}, we can reward students for nrlemormFg1 ;27
regurgitating and punish them for thinking fotj themselves {see Holt
and Flerndon 1968), and so on. This is a very biased summazy of xivhat can
be learned from published research on schools, butit maicfes the Romt clear.

Similar exercises might consist of designing a machine, usx.ng Alﬁrc?é
Lindesmith’s {1947) analysis of the addiction process, for producing hc?rm.n
addicts; or a machine for producing an ethnically biased‘laiaor fOrC.C-dISi',I‘l-'
bution, based on the analyses of such processes found in the writings of
Everett Hughes (1943} and Stanley Lieberson (1980). . ‘ )

Imagining such a machine gives usa good reason for x_ncludmg V:; .at we
might otherwise leave out, what our sentiments, co.mnntl_nents, an m.tt?r.—
ests would lead us to forget or ignore. Our machine will not work if 1t
doesn’t have everything it needs to get the job done:

We won't always find it easy to design such machines. We seldom know
with such assurance just what we want the machine to do, what result we
would like to see. And when we are sure, at least some of our colleagues
will usually disagree with us. Even if we did achieve such a consensus, f-e(\ivv

social phenomena have been studied well enough that we (‘20131(1{ pro: e
the specifications of parts and materials that would let us design 2 machine
that would really do the job. Most social phenomena are connected 11n $0
many ways to so many environing conditions the‘u: vs.re may n‘ever be a;i} <? tg
get an adequate design. The classic way out of this dilemma is t‘o d? the Jo '
over and over, to keep looking, adding as we go to the c‘ontraptlon s design:
build a small picce that does some part of the job, add it t{? ather_pmc?s al-
ready designed, see what is still needed, go .out and ﬁm'i its specifications,
design and test it, and repeat the process until our machine produczz a I(;j—
sonable approximation of the product we want (Geertz 1995 describes this
process nicely). Remember that we don't really want these r‘esultslbutk én—
gage in this machine-designing exercise as a way of systematically looking

1 i to their occurrence.
for everything that contributes

Society as Organism

The image of the machine will not always be useful or appropr‘mtel. It
works best when the social world acts in a very repetitive way, delivering
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essentially similar products by following a systematic procedure; no matter
how complicated that might be (the way, we might say; schools routinely
and stubbornly continue to graduate pupils who aren’t what we hope for}.
Or, I might better say, it works when we decide to think about the repeti-
tive aspect of what we are studying. Most social organizations have such

© repetitive aspects. That, in fact, is one way to understand what we mean by
social organization: a situation in which most people do pretty much the .
sarne things in pretty much the same way most of the time,

Suppose, as Everett Hughes liked to suggest, a major revolution were to
take place tomorrow, one akin in scope and magnitude to the ones social
scientists most like to study, like the French or Chinese revolutions. What
would change and what would stay the same? The newspapers might be
different, the television programs would almost surely be different, Would
the system of collecting garbage change? Perhaps. Would the water distri-
bution system change? Almost surely not. But this is not 2 matter to be de-
cided by theoretical analysis. These things will be decided when the
revolution happensand we see what changed.

Nonetheless, the exercise makes us realize that, very likely, not every-
~ thing would change. Many things would probably continue to happen just
- as they did before. And it is those things for which the model of the ma-
chine is the most appropriate, and to which we will want £0 apply itin our
- day-to-day work.

Butsometimes we want to think about social life in another way, as a se-
ries of interconnected processes. When we think this way, we emphasize
. the connectedness rather than, as with the machine image, the repetition.
- Things won't always be the same, but from day to day they will be con-
~ nected to one another in much the same way, the way the parts of an ani-
mal’s circulatory system ate connected, so that what happens in the heart

- affects and is affected by what’s going onin the blood vessels and the langs
- ‘and the central nervous systemn.

- “Connection”isa vague word and I use it because there are many modes
--of connection, for which we use words fike “influence” or “causality” or
- “dependence.” All these words pointto variation. Sorething will vary and
‘something else, dependent on what happens to the first thing, will undergo
“some change as well. The things that so vary will often influence each other

in complicated ways, so that “causality” is not really an appropriate way to
~talk about what we want to emphasize. You could say that the pieces of the
‘System in question are connected in such a way that the output of each of
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the sub-processes that make it up provides one of the inputs for some other
processes, which in turn take results from many other places and produce
results that are inpurs for still other processes, and so on.

- Nineteenth-century social thinkers often used the metaphor of society
45 an organism to express this insight. Their overly enthusiastic and overly
literal uses—the upper classes of the society being its brain,the working
classesits muscles, for instance——discredited the metaphor. But the revital-
ized discipline of ecology, whose basic imagery stresses exactly such mul-
tiple connections, revived it. So it is a good trick to think of some set of
social activides as having just that organic character, looking for all the
connections that contribute to the outcome we are interested in, seeing
how they affect one another, each creating the conditions for the others to
operate. Arthur McEvoy’s (1986} detailed analysis of the California fish-
eries exemplifies this kind of analytic approach. I'll give a small piece of the
whole historical analysis, which starts with the Indian communities before

the invasions of Europeans and ends with the passage of the Fishery Con-

servation and Management Act in 1976 and its immediate aftermath.
McEvoy begins his analysis by noting that the Pacific Ocean and the

rivers that ran into it from the Californiz coast gave a home to a great vari-

ety of marine life: kelp, sea otters, whales, sea Lions, abalone, shelifish

{shrimp, oysters, mussels}, and all sorts of fish, but most especially salmon.

These species were complexly connected:

Abalone and sea urchin graze voraciously on kelp, which pro-
vides food and shelter for a great many fishes important to mar-
ket and recreational fisheries alike. Where there are even a few
otters to keep the grazers thinned out, the kelp grows luxuriantly,
Coastal waters with abundant kelp supporta greater total mass of
living matter than they would otherwise, and more of tharmass is
concentrated in the bodies of animals high enough on the food
chain to be useful to people. Where there are no otters, there are
more grazers but less kelp and, on the whole, less productive wa-

ters. (McEvoy 1986,81)

Different human societies and populations have different cating habits,
different ways of organizing fishing and the harvesting of seafood, differ-
ent cultures, all of which affect the connections between the species in
different ways, causing great variations in the numbers of plants and ani-
mals of each kind that exist at any particular time. In the 1820s, Russian,
Yankee, and Spanish traders greedily exploited the seemingly insatiable
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I(;h;_ne;e 1;1;;56; for sea otter pelts and depleted the otter population ‘dra
aticalty Which meant that forty i i
_ years [ater,some of the Chi h
come to Californiz, like ever b b e
, yone else, to find gold, but who had b

; , cen ex-

cluded from the hunt on racial grounds, could make 2 living by ﬁshingi'z
r

1986, 76).
the\)zf:;n the Chi;’iese fishers, following their cultura] ways, thus lowered
one population dramatically (at the same ¢ 1 illi
seals for the fur trade ex et ting of
panded), the catch of suck edible fish
: _ as barracud
b‘omto, grouper, and sez bass (which were prized as food by other pf};ll.lli; ,

- that polluted the streams the salmorn spawned jn
- The genetically rooted habits of the fish, the cultural habits of the hy-
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want to explain aze just like that, rather than like some machine we could
reverse engineer.

Some specific tricks, however, flow from such a point of view. Here are
several, The first consists of forgetting about types of people as analytic
categories and locking instead for types of activities people now and t_:hen
engage in. The second consists of viewing objects as the embodied re.:51dule
of people’s activities. Both tricks flow from the organism metaphor in this
way: looking at people and objects as fixed entities with an inherent char-
acter makes them analytically immune to context—-if not in theory, cer-
tainly in practice. Making activities the starting point focuses analysis on
the situation the activity occurs in, and on all the connections what you are
studying has with all the other things around it, with its context. Activities
only make sense when you know what they are a response to, what phe-
nomena provide inputs and necessary conditions for the thing you want to
understand. If the character of the person or object is so immutable as to
resist all situational variation, so unchanging that no input is a necessary
condition for it to do whatever it does, that will be an empirical finding
rather than a theoretical commitment made before the research began and
thus immune to disproof by evidence.

TURNING PEOPLE INTO ACTIVITIES

This trick offers a replacement for the habit social scientists have of mak-
ing typologies of people. A classic example is the division sociologists ha~
bitually make between deviants and nondeviants, between people who
conform to exsting social rules and those who break therm. What's wrong
with that? And what’s the alternative?

What's wrong is that such an analysis makes the basic unit of the analysis
akind of person, treated analytically as though that’s what he orshe s, that’
althe or she 1s, and as though what such people do or are likely to do makes
sense, has been “explained” causally, by the kind of person they are. Ana-
lysts de this with psychological types, but also with types based on s?cial
characteristics: class types, ethnic types, gender types, or occupational
types as well as introverts and extroverts, deviants as well as psychopaths.

This 1s a mistake, to start with, because it’s easily observed thgt no one
ever acts completely in character, just like their type. Everyone’s activity is
always more various and unexpected than that. I'm not making an argu-
ment here about how human freedom will burst through the shackles of
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- sociological theorizing-—just a simple empirical observation. Types that
" .don’tactually predict what they are supposed to aren’t much use.

The conventional answer to that objection is that if you insist that using

. these constructed types must enable the analyst to predict people’s behav-
i lorwitha very small margin of error you are being anti-science. Why? Be-

cause insisting on such perfection rules out the realistic and attainable
scientific goal of modest predictive success. I won't plead guilty to that
charge of being anti-science, since there isa sitnple and easily available so-
Iution, which consists of substituting types of activity for types of people.
The theoretical rationale for the substitution is that to talk about types of
people makes the strong and empiricaily unfounded assummption that peo-

. pleact consistently in ways determined by their makeup as people, whether

that’ psychological or sociological. The alternate assumption, mote seemly

fora sociologist to make and more likely to be empirically correct, is that,

taking everything into consideration, people do whatever they have to or
whatever seems good to them at the time, and that, since situations change,
there’ no reason to expect that they’llact in consistent ways.

Dietrich Reitzes (Lohman and Reitzes 1954) demonstrated this by giv-

- inga questionnaire that measured racial attitudes to white members of ag
- - interracial labor union who lived in a racially segregated neighborhood.
© When they answered the questions at work they were as racially tolerant as
.- their union membership suggested; when they answered it at home, they
:'. were as racially bigoted as their neighboss. If you try to think of them as

tolerant or bigoted people, you have a big problem. If vou think of them ag

- people who act like bigots sometimes and other times like racial liberals,
- youstill have to explain the difference in their behavior, butyou don’t have
- amajor problem of understanding how a person’s basic nature, expressed
-inthe type, could change so quickly. Turning a kind of person into a kind

of activity makes the problem much more tractable.
"The kind of solution to such a problem you can more reasonably expect

-to find is that activities will be responses to particular situations, and that
- the relations between situations and activities will have a consistency that
permits generalization, so that you can say something like this: people who

are in a situation of kind X, with these kinds of pressures, and these possi~
bilities of action to choose from, will do this. Or you might be able t« say

" thata certain sequence of situations constitutes a pathway likely to be fol-
. lowed by people who have done the thing you're interested in (Driscoll’s
- analysis of men who have had sex change operations is an example of that).
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. T d,
Lindesmith’s study of opiate addiction {to which I've ai:eaéy ;efe:;e ¢

i idry’ there were typ

] i es this strategy. He didn't suppose typ
and will again) embodies t Do e

ddicts: rather, he guesseQ there
of people who became a ; racher, e e
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what the people involved with it can do, but that alinost invariably means
those properties are constraining if, and only if, people use the object the
way everyone recognizes it is usually used. A drug may have measurable
effects on the central nervous system, but it won't get you “high™ if you
don't recognize that those effects have occurred or that they are what be-
ing “high” consists of. There are indisputable limits to this; no one can
breathe underwater forever (although, having said that, I can easily imag-
ine someone writing to say that I'm wrong, there is a way that can be
done).

We get some idea of the interaction between so/cial definitions and
physical properties in operation by looking for those sittiations (and we can
always find them) in which the object seems not to have its nofmal proper-
ties, as when a narcotic drug doesn't get someone high or cause addiction.
Then we can see that the constraints we thought ineluctably built into the
physical object have a social and definitional component. Even better, we
can watch objects change character as their social definition changes. We
can see that the object is, as [ said above, the embodiment in physical form
of all the actions everyone took to bring it into being. A musical instru-
ment, for all its indubitable physical reality, is the physical embodiment of
all the expertments in acoustics that made it possible, butalso of the choices
made by many, many generations of performers and composers to com-

. pose for and play the instrument in a certain way, and of the listeners who
" aceepted the resulting sounds as music, and of the commercial enterprises
- that made all that possible (P’ve written about this and related examples at
great length in Becker 1982},

An elegant example of the way physical objects get their character from

_ ._the collective activities of people is Bruno Latour’s {1995) analysis of the
way a clod of Brazilian soil changes as sciencists handle it. Latour had send-
. ledscience in the up-to-date, high-tech laboratory of a biological scientist

- who was searching for the molecular structure of a growth hormone. And

‘- hehad studied it in the state of the art, for its day, laboratory of Louis Pas-

teurin Paris,and in the quasi-laboratory Pasteur had constructed on a farm
in order to test his theories about the causes of bovine anthrax. Latour had
‘concluded that laboratories were crucial to the making of science, since
‘they allowed scientists to isolate the thing they were interested in (the hor-
:Imone, the microbe, the whatever) from everything that interfered with its
ctivity and survivalin ordinary life. Once you isolated a microbe, and pro-
:_tected it from ali its natural predators, you could grow enough of them to
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experiment with, and thus apply the methods of laboratory science to. No
laboratory, no science.

But how can you do science when laboratory experimentation isn't
possible, as itso often isn'e? Latour decided, in 2 wonderful sampling strate-
gy (a topic we'll take up in the next chapter), to accompany some French
soil scientists to the forest of Boa Vista, in the very center of tropical Brazil,
to watch them solve that problem. The soil scientists wanted to know if, in
the particular place they were studying, the forest was encroaching on the
savanna or the savanna was taking land away from the forest (a topic that
was of interest to them, and the world of their scientific peers, far more
than this particular patch of land). You can’t study this encroachmentin the
lab; you have to go to the frontier between the ewo and see what’ going on.
Furthermore, the process goes slowly, You can’t just sit and watch it hap-
pen. You have to make inferences from samples of soil dug up here and
there in the area. :

The forestand savanna, however, are wild and notset up forscientific ac-
tivity, so the scientists have first to impose an order of their own on thermn.
They nail mimbers on trees to establish reference poines; how else could
they tell one tree from another?. Because the land has never been cleared
they cannot use cenventional surveying instruments and methods, which
assume clear sightlines; they have 1o use a special instrument (the Topofil
Chaix) to lay threads on the ground at measured intervals and thus mark
outa grid. They can then take cores of earth from each box in the grid, and
s0 compare the nature of the soil frorm one part of the research site (one ceil
in their grid) to another. They make that comparison systematically by
putting each clod of earth into one of the hundred Little boxes arranged in
the 10X10 “pedocomparator” in strict correspondence to the hundred
squares marked cut on the ground by the signs and threads.

Latour follows the process through many more steps than I will pay at-
tention to here; itis worth reading the article to grasp the subtlety of the ar-
gement I have diverted to my own purposes. The crucial step, for me, is
contained in Figure 12 of the article, a photograph of one of the soil sci-
entists, René Boulet, taking a clod of earth, extracted from the groundata
depth specified by the research plan, and putting it in one of the cubes of
the pedocomparator:

i
i

E
e

hand, the earth becomes a s
comes the carrier of 2 numbere
by a color. In the philosop

.hy o_f science, the left hand does not
1s doing. In anthropology, we are amp-

Consider this lump of earth. Held partially in René%s right hand,
it still retains ali the mageriality of soil—"ashes to ashes, dust to
dust.”"Yet partially inside the cardboard cube held in René’s left
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coordinates. And yet René does not impose predetermined cate-
gories on a shapeless horizon; he loads his pedocomparator with
the meaning of the piece of earth; he educes it, Only the move-
ment of substitution by which the real soil becomes the soil
known to pedology [soil science} counts. The simmense abyss
separating things and words can be found everywhere distributed
to many smaller gaps berween the clods of earth and the cubes-
cases-codes of the pedocomparator. {Latour 1995, 163-65)

Latour goes on to make this moment the prototype of all the moments
in which something that scems “real” enough (a clod of Brazilian earth) is
“abstracted” scientifically to make yet another “real” object (a sample of
earch in a device for making systematic comparisons), which in turn is ab-
stracted to become still another real object—part of a table ora chartina
scientific article, For our purposes, the point is that a piece of dirt, physi-
cally real as it is, is what we make of it. To us it might just be a piece of dirt,
but to Boulet and his colleagues it is a piece of scientific evidence.

Most objects, of course, do not change their character this radically. In
fact, people usually quite successfully treat objects as though they have sta-
ble properties and are unchanging. It then becomes an interesting problem
for the social scientist to account for how they do that. The general answer
1s that objects continue to have the same properties when people continue

to think of them, and define them jointly, in the same way. Agreeing on
what objects are, what they do, and how they can be used makes joint ac-
tivity much easier. Anyone who wants to change the definition may have
to pay a substantial price for the privilege, so most of us accept current defi-
nitions of objects most of the time.

Objects, then, are congealed social agreements, or rather, congealed
moments in the history of people acting together. The analytic trick con-
sists of seeing in the physical object before you all the traces of how it got
that way, of who did whatso that this thing should now existasit does. Tof-
ten actout the exercise in class: picking up any object that comes to hand—
astudent’s notebook, my shoee, a pencit—and tracking down all the earlier
decisions and activities that produced this thing sisting before us,

An easy way to make yourself aware of the social agreements embodied
in physical objects is to find places where that agreement has produced a
different object than the one we're used to. A classical example is the
QWERTY keyboard, an inefficient and dysfunctional arrangement of

typewriter keys that highlights the enormous influence of early stepsin the
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creation of standard objects. Once the keyboard had been arranced th t
Wway—so that typists could be slowed down, since fast typing jamrz;eci z}j
early machines—it proved totally resistant to the introduction of %)el:tee
arrangements (like the Dvorak keyboard, whose users are faster anci mo r
iccuralte). Too many people already knew the old way to make changi N

practical.” (This example is described in David 1985} e

EveryTrmG Has 1o Bz SOMEPLAGE

.Altf*'lough sociologists (people in other social science disciplines less so and
in hls.tory, of necessity, not at all) have made afetish (reasonably or n t) of
keep;.ng the identities of the people they study “confidential ” the »al?o ai)
mostinvariably give a short description of the setting of theiz" reszaircﬁ\th .
place their data came from. Such a tesearcher might say: “| thered, oy
da‘ta [whether the data are qualitative or quantitative is .irrelg:vant] {rmy
children in a working-class neighborhood made up of equal numbe On;’
bia{?ks, whites, and Latinos. It sits on a hill ovetlooking a large riv;:: .
W[:lICh barges hauling freight can be seen, on the western edgf of a iar]:
m1d\_vestem city. The city had experienced a net loss of jobs durin tii
p‘ze\n.oas twenty years, and its tax base had shrunk ” And so on tryir% to
give In a roundabout way information that could more hand;Iy be gex—
Forfsngri?t]s??mg I'studied such-and-such a neighborhood in Cleveland
When my colleagues and § reported on our study of college undergrad-
uates @ecker, Geer, and Hughes [1968] 1994), we did name the Iagcem
the University of Kansas—but we still gave such a thumnbnait descfiption'

The umversity {except for the medical school, which is located i
Kansas City, Kansas) has its home in Lawrence, Kansas, 2 town i)rfl'
more than 32,000 (hence one of the larger cities in tiu; state, e
ces—:ded in population only by the Kansas City suburban rin WX_
;hlta, Topei?a, and Salina). Downtown Kansas City is %boxz
tﬁrw’_ﬁ‘: minutes away b_y car, ané'[fopeica less than chat. Though
e ity has other industries, the University is its biggest busi
Lawrenceisa college town. ¢ e
Situated in the rolling hills of the more heavily populated east
ern third <_)f the state, most of the University sits ato Mo?zsn_t
Oread, 2 hlgh hill that looks out across the plains to the Eundred
of smaller cities and town that make up its constituency. Big cs
than most of them, Lawrence is something of 3 culiura}ﬂandb'g )
tellectual center for the state, despite t}?e competition frcl;;
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Kansas City and Topeka (which has more of such amenities than
it size warrants, because of 1ts positionasa world-famous center

of psychiatric treatment and research).

Lawrence looks a lot like a Midwestern college town. The
University, with its old and new school buildings, its dormitories,
fraternity and sorority houses, its football stadium, and its tree-
lined streets filled with students, stands at the center. Beyond itlie
the comfortable homes of the faculty and townspeople, and be-
yond that the suburban developments found around every
American city. Just to the north, within waiking distance, are
downtown Lawrence, the shoppingand business center, the Kaw
R.iver, and the Kansas Turnpike. {{1968] 1994: 16-17)

Why do social scientists provide these descriptions? Why did we go into
these details about the University of Kansas and the town of Lawrence?
(Seethe related discussion in Hunter 1990, 112-17.) After all, social scien-
vists like to make generalizations, and so they like to minimize the ways
“their case” differs from other cases. We like to say that our case is “repre-
sentative.” that it resembles many or most other cases of things like it. This
lets us argue that we have discovered important general results about some
social phenomenon or process, not just some interesting stories or facts.
(Il take this topic up again in the section on sampling.)

But, remennber, I said “case.” Every research site is a case of some general
category, and so knowledge about it gives knowledge abouta generalized
phenomenon. We can pretend thatitis just like all the other cases, or atleast
is like them in afl relevant ways, but only if we ignore altits local, peculiaz
characteristics. If our case 1s located in California, it will differ in some
ways from a case located in Michigan or Florida or Alaska, because any~
thing related to or contained in or dependent on. {there are a lot of possi-
bilities to choose from) the geographical location necessarily affects what

we are studying.

What sorts of things? The weather, for one. The student uprisings that

took place in California in the 1960s could hardly have happened in the
same way in Minnesota; it makes a difference in the incidence of outdoor
demonstrations if you have mild weather all year long or if you only havea
few months of school before it gets really cold. If a necessary prelude to 2
SpoNtaneous demonstration is that a large number of people routinely
hang around in public places where they are available to be mobilized by
organizers, OTators, and the simple flow of events, that condition is more
likely met when the weather is conducive to eating on the grass, Frisbee
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throwing, and just hanging around. It is much less likely to be met when
the remperature is measured in wind chill factors and standing outside fo

any iength of time mnvites frostbite (though it Is not impossible; Irvinz
Horowitz reminds me that some of the most important epis;ode; of th:

Russian Revolution took place in the coldest parts of that country—a use

ful reminder that “influences” or “affects”is not the sane as “determines”

_ Po—pulation characteristics also make a difference: whether the po 121).
tion1s educated or not, the percentages of various ethnic and ;aciaip rgu .
the pre.valenr.:e of particular work skills. These and similar facts are ilevij;:
toany mv_estlgazion of stratification processes and patterns of behavior and
organization indirectly tied to those processes, And the connections can be
very complex, progressing through a long series of linked phe
Here’s an extended example. ? "-mn?mem.

Suppose we are studying the organization of medical practice. ~

1. . Populations that differ in race and class also often differ in their

eating habits; some groups customarily eatlots of meat and othe

high-cholesterol foods. i

2: Eating habits have a strong connection to disease patterns;

differences in rates of heart disease, for instance, are thought to,be

connécted to differences in the amount of saturated fat {meat

contains a lot of such fats) a population ingests. So populations
whose culinary culture differs may also differ in disease patterns

3. Th_e work situations of doctors who practice in an area wﬂi vary
depending on the distribution of medical problems and events ’
characteristic of that area. That distribution depends in turn on the
area’s population and its culture. A doctor who opensan officeinan
area ‘Where people eat high~cholesterol diets as a matter of cultural
routine will probably see many patients with heart disease.

4. ‘ Add now the physical characteristics of the area. It is hilly. Some
resld‘ents work off some of the physical effects of their diet by -
routine strenuous exercise, walking up and down the hills. Others
don’t, and increase the risk of cardiac problems by occasional massive
overexertion. And it snows heavily in the winter, so that overweight
people with cholesterol-clogged arteries periodically engage in xir
strenzous shoveling almost guaranteed to increase that risk further ’
5. Although doctors specialize to some extent, so that they do n(;t
all see the same distribution of diseases, many doctors in this area will
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see patients with the same cultural/medical syndromes related sjo ;
high-cholesterol diets: high blood pressure, heart attacks, and relate
difficulties.

6. Professionals who have similar work problems develop, veihen
they have the opportunity to discuss them, shared understanc_imgs
that specify, in the case of physicians, such matters as how patients
got their disease, whose “fault” it is that they have them, Wh:fat these
patients will or won't do to take care of themselves. They will
develop patterns of cooperation (covering for each other so that
vacations and weekends can go undisturbed) attuneé_ to the
problems the area’s “typical” diseases produce (one kind of
cooperation for an older population with heart trouble and .
Alzheimer’s, another for a younger group with many pregnancies). |

[ won't go on to list all the other aspects of the place that might come into
such an analysis, What 've said is enough to suggest that pa‘ttems of pro-
fessional cultire—this would be a good working guess—will have some-
thing to do with where the professionals are Wf)rki,l;lg.‘ _ i

We give thatsort of “background information,” as it 1? usually called, .e’—
cause we know that it is relevant, even if we can’t specify e‘x.actiy how it’s
relevant, even if we don’t make what we mention an exp1.1c1t paz:t_ of c1>1ur
analysis. Sometimes we explain the inclusion of such éeta}ﬂ by sa_yl;;;ngh that
it gives people a “feel” for the locale ora “sens_e”of what it was I e there.
There’s alitle (sometimes more than a little) literary pretense in til%s.

But the “background details” we include are, in fact, @uch m.ore un?c?r—
tant than mere background, not just local color thrown in to give ?ff a lit-
tle verisimilitude, They are the environing conditions under which tl:l;
things we studied—the relationships we uncovered, tl-'le general sod
processes whose discovery we want to brag about——exu_at. Whe,n \.Ne say
that Lawrence, Kansas is thirty or so miles from Kansas City, that’s not just
an “interesting” fact. It points to characteristic features of that ?ampus that
would not have existed on a campus differently situated. We did not m:;ke
explicit use of these fearures in our anal*){sis, but we nevertheless kn;w t_ aj
they were there and true and that they influenced what went on. olr in
stance: Kansas City, being so near, was a place you could go and return in an
evening, a place you could buy a beer or a drink over the counter, as you

could not then in Lawrence. So it was a place where you could go to heara
band and drink while you did it, therefore a place where you could take a
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date, therefore a place from which you could, if you were no more
thoughtful than an average undergraduate, drive home with your date
half-tanked. Whatever kinds of trouble students at Kansas State, 100 miles
farther west in the town of Manhattan, could get into, they couldn’t do
that, '

Maybe more importantly, being so near to Kansas City and being
thought by many {though certainly not everyone) to be far superior acad-
emically and socially to the Unaversity of Missouri in Columbia, which
was considerably farther from Kansas City than Lawrence, it attracted
more than its share of well-to-do students from Missouri. That no doubt
had something to do with the relatively sophisticated and intellectual air of
the campus. Well-to-do middle-class youth are not as worldly as they like
to think, but they have a certain style, and a large clurnp of "thé\rpfrom the
nearest metropolis was something to take into account. N

As1said, we knew these things, but didn’t take them into account in our
book. Our book was about collective student resistance to the academic
and intellectual demands and requirements faculty made of them and for
them—what we and others have called “student culture” We ignored in

: ._ our analysis the geographic features (and [ haven’t mentioned all of themy)

of the place where KU student culure was being constructed, and left
their consequences for readers to deduce for themselves explicitly, if they
were so inclined, or just read into what we said as “obvious” things anyone
{any American of a certain age and background, anyway) would under-
stand. But they were facts, aspects of what the University of Kansas was,
that conditioned the forms of collective action that made up campus life,
- Another way to say this is that there were other relationships than the

ones we analyzed involved in what we were trying to understand. No

doubt student cooperation to minimize the coercion of faculty-and
administration-imposed academic organization was crucial. That’s a story

+ with a long history, as Helen Horowitz (1987} has shown. But this partic-

ular case of it took place where it did, and where it took place made a diff-

“erence,

Moze formally still, the environing conditions of an event or organizi-

tion or phenomenon are crucial to its ScCurrence or existence in the form
it eventually takes. Making those dependencies explicit helps you make
+ better explanations.

- Recognizing the dependency of social organization on its environment

brings into focus the problem many researchers have when they write
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those little accounts of where they did their research. Since it’s clear we
can'’t include everything, which things related to whese our case is located
should we take into account? Thats a tactical question. The provisional an-
swer 18 that you include anything that tells you it can’t be left out by stick-
ing its nose up so that it can't be ignored. If the psychoanalysts you
interview tell you that self-help groups and lay therapies like est success-
fully compete with them for patients, and those therapies and groups are
very common. in California, then you know that when you study the ca-
reers of analysts geography and local culture cannot be ignored (see Nunes
1984). We accumulate knowledge by finding more and more things that, in
thissense, cant be left out, things thatare, in the firstinstance, tied to the lo-
cal circumstances of the cases we study.

So, rather than trying o ignore or “control” local variation, we should
find these local peculiarities and build them into our results. An excellent
example is Thomas Hennessy’s (1973) study of the development of big
dance bands among black musicians between 1917 (the end of World War
I, when many black musicians returned from service, where they had
played in segregated bands) and 1935 {(when the new form of the traveling
big band became a national phenomenon}. The bands, and the music they
played, developed differently depending on where in the country the de-
velopmenit occurred and, specifically, on the nature of the black and white
populations in those metropolitan centers and the relations between them.
New York had sophisticated black and white populations; black musicians
learned to read music of all kinds; white audiences were accustomed to
having black musicians perform for them, so black musicians performed in
a great variety of circumstances, and tailored their music to the occasion.
Black masicians in Atlanta were much less schooled in conventional Euro-
pean music and mainly played for tent shows for the black population.

All this leads o, and can be summuarized in, two tricks.

Everything Has to Be Somewhere. The import of everything be-
ing somewhere is that what you are studying is taking place
somewhere specific. Not in the world in general, or in “‘a social
setting,”but in this place, right here, and whatever is true of this
place is going to affect it. So take a close look, and keep looking,
at the features of that place: the physical features (where it isand
what kind of place that s to live, work, and be) and the social
features {who is there, how long they've been there, and ali the
other things demographers, sociologists, anthropologists, and
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historians tell you to attend to), It helps to repeat “Everything
has to be somewhere” to yourself frequently.

Put In What Can’t Be Left Out. Following the previous rule is
clearly impossible, since it requires you to know everything
about everything and write about all of it when the time ches.
Therefore, as you think about what you aze studying, notice
what features of the place you are invoking as ad hoc explana-
tions of the specific social features you want to talk about. If you
find yourself referring to the weather asa partial explanation of
some event, the weather belongs in your introductory descrip-
tion. And if it belongs in that description, it belongs in your
analysis,

Just as everything has to happen somewhere, so it has to happen some-
time, and when that sometime is makes a difference. The problems and so-
lutions for the problem of time resemble those of place closely; I will leéve',a

~ as mathematicians say, as an exercise for the reader to work out the impli- |

cations of the trick called “Everything has to be sometime.”

Narvative

Narrative styles of analysis focus on finding stories that explain what It is

Wilh =il :
- {*It” being whatever we want to understand and explain) and how it got

that way. When an analyst of causes has done the job well, the result is a

.~ large proportion of variance explained. When an analyst of narrative has
. done the job well, the result is a story that explains why this process had to

lead to this result,
Narrative analysis produces something causal analysts are suspicious of,

- and properly so, given their presuppositions and working practices: perfect
'. -correlations. Probabilistic causal analyses that procuce a perfect correla-
i tion are dismissed as necessarily containing sizable errors. Researchers
- know that there is too much noise in their dara, too many measurement

and other errors, for perfect correlations to occur. They expect imperfect
correlations, even when their theory predicts a perfect one. But while they
know that there is errorin their data (the errors that stand in the way of bet-

- ter correlations), they do not throw their imperfect data out, for they don’t
know which cases or measurements contain the errors. To be honest, they

include all the cases and thus guarantee a probabilistic result. This upsets

.arrative analysts who see the unexplained variance as a problem, not a
- natural feature of the landscape. (These matters getamore thorough airing
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in the discussions of property space analysis and qualitative comparative
analysis in chapter 5.)

Narrative analysts, on the other hand, aren’t happy unless they have a
completely deterministic result. Every negative case becomes an oppottu-
nity to refine the result, to rework the explanation so that it includes the
case that scerns anomalous. A second way of dealing with anomalous cases,
however, one that upsets probabilistic causal analysts, is to throw them out.
Not exactly throw them out but, rather, decide by inspecting them care-
fully that they are not after all a case of the sort of thing we are explaining.
Part of the process of constructing a narrative is a continuous redefinition
of what the theory is explaining, of what the dependent variabie actually
is. (This is taken up more thoroughly in the discussion of analvtic induc-
tion in chapter 5; see also Abbott 19925

Asx “How?” Not “Way?”

Everyone knows this trick. But, like many other things everyone knows,
the people who know it don't always use it when they should, don't follow
the prescription to ask how things happened, not why they happened.
Why people do that is an interesting problem, though I suppose this sen-
tence contains the answer: it seems more natural to ask why, as I just did,
Somehow “Why?”seems more profound, more intellectual, as though you
were asking about the deeper meaning of things, as opposed to the simple
narrative “How?” would likely evoke. This prejudice is embodied in the
old and meretricious distinction, invariably used pejoratively, between ex-
planation and “mere” description.

I first understood that “How?" was better than “Why?” as a result of do-
ing field research. When I interviewed people, asking them why they did
something inevitably provoked a defensive response. If 1 asked someone
why he or she had done some particular thing I was interested in-—""Why
did you become a doctor?” “Why did you choose that school to teach
at?’—the poor defenseless interviewee understood my question 2s a re-
quest for ajustification, for a good and sufficient reason for the action I was
inquiring about. They answered my “Why?” questions briefly, guardedly,
pugnaciously, as if to say, “OK, buddy, that good enough for you?”

When, on the other hand, I asked how something had happened—
“How did you happen to go into that line of work?” “How did you end
up teaching at that school?”—my questions “worked” well. People an-
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swered at length, told me stories filled with informative detail, gave ac-
counts that included not only their reasons for whatever they had done, but
also the actions of others that had contributed to the outcome I was in-
quiring about. And, when I interviewed marijuana users in order to de-
velop a theory of the genesis of that activity, "How did you happen to start
smoking grass?” evoked none of the defensive, guilty reaction evoked (as
though I had accused them of something} by “Why do you smoke dope?”
Why does “How?” work so much better than “Why?” as an interview
guestion? Even cooperative, nondefensive interviewees gave short answers
to “Why?” They understood the question to be asking for 2 cause, maybe
even causes, but in any event for something that could be summarized
briefly in a few words. And not just any old cause, but the cause contained
in the victim’ intentions. If you did it, you did it for a reason. OK, what’
your reason? Furthermore, “Why?” required a “good” answer, one tﬁgt
- made sense and could be defended, The answer should not reveal logical
- flaws and inconsistencies. It should be socially as well as logically defensible;
~ that is, the answer should express one of the motives conventionally ac~
cepted as adequate in that world. In other words, asking “why?” asks the in-
_terviewee for a reason that absolves the speaker of any responsibility for
. whatever bad thing’s occurrence lay behind the question. “Why are you late
- for work?” clearty asks for a “good” reason; “I felt like sleeping late today” is~
 n’tananswer, even though true, because it conveys an illegitimate intention. -
“The trains broke down” might be a good answer, since it suggests that the
intentions were good and the fault lay elsewhere (unless “You should leave
.. early encugh to take account of that possibility”lies in wait as a response). “It
“was foretold in my horoscope” will not do the trick in many places.
“How?” questions, when [ asked them, gave people more leeway, were
less constraining, invited them to answer in any way thatsuited them, to tell
- astory that included whatever they thought the story ought to include in
E ‘order to make sense. They didn’t demand a “right” answer, didn't seem to
be trying to place responsibility for bad actions or outcomes anywhere.
- They signaled idle or disinterested curiosity: “Gee, what happened on the
- ‘way to work that made you so late?” They didn’t tefegraph the form the an-
- swer had to take {in the case of “why,” a reason contained in an intentiony.
_-As a result, they invited people to include what they thought was impor-
‘tant to the story, whether [ had thought of it ornot.
- You might not welcome an interviewee having that sort of freedom if
you were doing a certain sort of research. If you wanted to get everyone to
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choose answers to your guestions from the same small number of choices
{asis sometimes, but notnecessarily, the aim in survey research}, so that you
could count how many had chosen each, you wouldn’t want to hear about
possibilities not contained in your list; those would have to go under
“other’ and couldn’t be used to do anything you had in mind to do.
But the kind of research I was doing, and still do, was after something
else. I wanted to know all the circamstances of an event, everything that
was going on around it, everyone who was involved, (“All” and “every-
thing” here are hyperbolic; I wouldn't really wantall that, but certainly alot
more than social scientists often do.) I wanted to know the sequences of
things, how one thing led to another, how this didn't happen until that
happened. And, further, | was sure that [ didn’t know all the people and
events and circumstances involved in the story. [ expected to keep adding
to that collection, and making my understanding, my analysis, more com.
plicated, as I learned from the people I talked to. | wanted to maximize
their freedom to tell me things, especially things T hadn’t thought of.
There’s an important exception to my condemnation of “why” ques-
tions. Sometimes researchers want to know, exactly, what kinds of reasons
people give for what they have done or think they might do. When
Blanche Geer and I interviewed medical students {Becker et al. {1961}
1977, 401-18) about the choices they intended to make of medical spe-
cialties—since they were still students, these choices were all hypotheti-
cal—what we wanted to know was, precisely, the kinds of reasons they
would give for their choices. We wanted to chart the framework of accept-
able reasons for choosing and the way those choices mapped onto the range
of awailable specialties. We didnt expect these choices to predict the
choices students would actually make when, in the future, they entered

one or another specialty. We wanted to know their reasons as part of our
description of the perspective that guided their thinking while they were

inschool.

So, in the field, you learn more from interview questions phrased as
“how” than from those phrased as “why” Effectiveness as an interview

strategy does not warrant an idea’s theoretical usefulness. Still, ith a clue.

ProcEss

The clue leads to a general way of thinking that is 2 good theoretical trick’
Assume that whatever you want to study has, not causes, but 2 history, a

&G

IMAGERY

Story, a narrative, a “first this happened, then that happened, and then th
otherhappened, and it ended up like this.” On this view, we ulldezst 1; he
:ac;ur::ez;ce of events by learning the steps in the pr();:ess by whicaill1 t;e;
. .
istenceonei};ij:;ather than by learning the conditions thatmade theirex-
I?ut youaren'tlooking for particular stories, of the kind novelists or hj
tortans tell. You arent looking for the specifics that distinguish tbjmtt .
fromany other story. Instead, you are looking for typical stories stor:ess tzry
work ou‘t preFty much the same way every time they happezz’ You dona’:
look for invariant effects of causes, but for stories whose steps }z;ive alogic
p‘erhaps even a logic as inevitable as the logic of causes. From this oi;fo;
VIEW, events are not caused by anything other than the stop tha lpd
to be the way they are. e
| Social scientists call stories with these characteristics processes. Abb
| (1992, 68~69) quotes Robert E. Park’s explanation of this idea in };is i trOtt
- .ductmn to a study of revolutions (Edwards 1927, x, Xdi): B

[That ther; are tactics of tevolutions] presupposes the exist

;}fi rsl(;r?}c:t?mg rg'picc{al ans generic i these movements—wssotzllgf

at can be described in gencral terms. [¢ resupposes i
:i)czlrt;lzi existence of materials fora scientific accopunt oi;’iexﬁ;t-l
© science—natural science—in the long run is littde

- more than a description in conceptual terms of the processes b
_ whxch events take place, together with explanations which en
mitevents to be predicted and controlled. .

Yc;t;v n:'gfjtwantto ask, “Well, OK, but why do they go through all those
: zsh at’s the cause.o{ that?”Empirécaﬂy, when you look into that you
e t at people of all kinds go through those steps, that there doesn’tseem
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to be any one kind of person who goes through these steps or any specific

situation that leads to the participants going through them. One of
Vaughan’s surprising findings about the way couples break up is that the

process is the same whether the couple are married or unmarried, stratght

or gay, working class or middle class. Even more surprisingly, it happens the

same way whether the person who imitiates the breakup is male or female.

Either way, the “initiator” starts the process and then the rest of the se-
quence unfolds, according to a logic that depends very much {in the case of’
couples brezking up) on who knows what about the state of the relation-
ship at each step in the process. The initiator, for instance, knows that a
breakup is coming, because he or she intends it, and the “partner” doesn’t,
and so can’t be prepared for it as the first party is.

Process narratives don’t have a predestined goal. They can have more
than one ending (2lthough we may only be interested in one of the possi-
ble endings, which is another story, taken up in chapter 5), and in some of
those endings the thing we set out to explain doesn’t happen. The couple,
for instance, doesn’t break up afterall. As the story unfolds, you canseehow
one oranother background factor or set of circumstances makes it more oL
less likely that the story will unfold in the way that leads to breakup. But
that outcome isn’t a sure thing, The sure thing is just that stories that turn
out this way get there by this path.

This kind of narrative imagery will make a lot of social scientists ner-
vous, because they want to find invariant laws, of the form“A — B, under
conditions C, 1D, and E.” They want to be able to say that something had
to happen, could not have happened otherwise, because there is a law of
social science that shows its logical and empirical necessity. If they geta
story instead, especially a story that could have turned outsome other way,
they feel cheated. They don’taccept a mere story as science, because there’s

nothing compelling the result to be what it is. They don't think they've
Jearned anything. If you are seriously attached to that version of the “sci-
ence” in“social science;” that’s a big problem.

Stephen Jay Gould (1989, 48-50) describes this problem as the question
of, if we rewound the tape of history—he’s talking, of course, about the
story of biological evolution on earth—and played it again, would it come

out the same way? He says “No.”

Georg von Wright (1971) has given a helpful, though complicated, for- -

mal analysis of the complexities involved in constructing such a language.
s most useful contribution is to distinguish two kinds of explanations.
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One shows “why something was or became necessary;” the other shows
“how something was or became possible.” When we know how something
became possible we still do not know enough for prediction, only for
what he and others have called “retrodiction™ (1971, 58): “From the fact
that 2 phenomenon is known to have occurred, we can infer back in time
that its antecedent necessary conditions must also have occurred, in the
past. And by looking irnto the past’ we may find traces of them (in the pre-
sent)” {1971,58-=59).

Causes

A final form of imagery needs to be considered: causality, Social scientists

- like to think, and vo say, that something “causes” something else. The im-
: . agery of causality, and the logic it implies, is very tangled philosophically, at
least (to my meager knowledge} since Hume, and it is especially hard to , -
_separate from the simple fact of sequence, of one thing following another, o

‘Billiard ball A hits billiard ball B. Billiard ball B moves. Did A’ hitting B

<8 Lk
7 “cause” it to move?

Leave these philosophical tangles aside. Sociologists typicaily solve the
‘problem of cause by embodying it in procedures we agree will serve as the
way we know that A caused B, plalosophically sound or not. These proce-
dures have the status of paradigmatic methods. They are parts of packages
of ideas and procedures that some community of scientists has agreed to
accept as plenty good encugh for the purpose of establishing cause. For all
Fhe reasons that Thomas Kuhn (1962) peinted out, these paradigmatic
ideas are double-edged. Without them we can’t get anything done. But

“they never really do what they say they do. They leave terrible anomalies in

the wake of their use. They have terrible flaws in their supporting logic.

' : They are thus always vulnerable to attack, to being shown to be and do less

than they pretend.
Seciologists have agreed on paradigms for establishing causality many

'. times, generally describing their procedures in the language of variables,
‘The analyst identifies a “dependent variable,” some phenomenon that
___?aries along some dimension, and then attempts to identify the “indepen-
-dent variables” whose own variation “causes” the variation of the depen-
;__dent variable. The definition of cause 15 covariation. If the measure of
-dependent variable A changes in some regular way when the measure of
; _the independent variables changes, cause has been demonstrated or, at
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least, researchers who accept this paradigm agree that evidence of causa-
tion has been produced. (I have relied extensively in what follows on Ra-
gin’s 1987 discussion, although I've adapted his arguments to my uses. And
Fll return to his ideas later, int chapter 5.)

Naturally, such procedures have many difficulties. Students learning
correlation technigues traditionally also learn that correlation is not causa~
tion. A long lst of troubles can derail the easy identification of covariation
and causality. Nevertheless, sociologists routinely use this form of explana-
tion, in a variety of forms, particulardy in such paradigmatic applications as
figuring out, say, what factors affect social mobility: to what degree do
parental social position, education, occupation, and similar variables co-
vary with {and thus cause) someone’s class mobility?

One standard procedure (or, better, family of procedures} has been a -

kind of quasi-experimental factoring out of the relative influence of the
several causes we can imagine might explain or account for (a variety of
terms have been used to describe this connection) the outcome we are in-
terested in. Lieberson (1989) has criticized this family of statistical proce-
dures profoundly, arguing that the notion of estimating the influence of a
variable by holding other factors constant is untenable, because of the
nonrandom distribution of the variables so introduced, the “selection”
problem. He has (1992) nevertheless tried to keep that logic going by
cleaning up the occastons of its use. _
The procedures used in studies based on this logic depend on compar-
ing cells in a table (the cells containing cases that embody different combi-
nations of the variables being studied), and the comparisons will not
withstand standard criticisms unless they rest on large numbers of cases.
The results of such studies consist of probabilistic statements about the re~
lations between the variables, statements whose subjects are not people or
organizations doing things but rather variables having an effect or produc-
ing some measurable degree of variation in the dependent variable. The
conclusions of such a study—that the cases studied have a particular prob-

ability of showing this or that result—are intended to apply to an entire

universe of similar cases.

The logic of this approach, even in the cleaned up version advocated by

Lieberson, requires us to imagine that all the causes involved in the pro-
duction of an effect operate more or less simultaneously and continuously,

as in the well-known laws governing the relations between pressure, tem
perature, and volume of gases. Even when we know better and know that
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A must precede B, the analytic procedures require us to treat them as
though that were not true.

These procedures also require us to imagine that the variables proposed
as causes operate independently, Each makes its own contribution to the
variation in the dependent variable. To be sure, the analyst may have to
contend with interaction effects—the effects on the dependent variable of
the effects the independent variables have on each other. But these too are
treated as though they are all happening simultaneously and continuously.

Finally, such procedures treat causes as additive. A mumber of things may
be found to contribute to a result we're interested in. The imagery of this
%{ind of causality suggests that each of them could, if there were enough of
it, produce the result by itself. Put more generally, any combination of
“contributions” to the result will produce it, as long as they add up to
enough.

To say that this family of techniques treats causes as operating in these
- ways does not imply that analysts using them are so stupid as not to recog-

. mze that variables have a temporal order, that they occur in recognizable
and variable sequences, but rather that the techniques offer no simple way
g of dealing with this knowledge. The analysis proceeds “as it all the above
- were the case. Thelogic of the techniques does not provide any special way
= .of dealing with these problems. Such visual devices as path diagrams
Which lay variables out in a diagram connected by arrows, purpott to deai
- with temporal sequence, but time is only a visual metaphor in them,
Another approach, which Ragin (1987) describes as muitiple and con-
Junctural, has a quite different image of causality. It recognizes that causes
- are typically not really independent, each making its independent contri-
.bution to some vector that produces the overall cutcome in a dependent
. variable. It suggests instead that causes are only effective when they oper-
” atein concert. Variable X hasan effect, but only if variables X,and X and

X are also present. In their absence, X, might as well have stayed home,
_. That’ the “conjunctural” part. Another way to put it, to make the differ-

 ence from the earlier model clear, is to say that it is multiplicative. As we ail
1earned in school, if you multiply a number, no matter how large, by zero
the result is zero. In multiplicative images of causality; all the elements havé
to be there to play their part in the conjunction or combination of relevant
Fausal circumstances. If any one of them is missing, no matter how big or
Important the others are, the answer will still be zero-—the effect we are n-
terested in will not be produced.
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The “multiple” part of the argument says that motre than one such com-
bination can produce the result we're interested in. In these causal images,
there’s more than one way to get there. Which combination worksina case
depends on context: historically and socially specific conditions that vary

3

SAMPLING

from case to case.
This approach is often seen as necessary in studies that accumulate a

great deal of mformation about a small number of cases, as is typical of de-
tailed cross-national historical studies (such as studies of revolution or the
development of state welfare policies in a few countries). Here, the analyst
tries to deal with all the complexity of real historical cases, rather than the
relations between variables in a umverse of hypothetical cases. The con-
clusion is intended to make historical cases intelligible as instances of the
way the posited variables operate in concert. (Ragin’s “Boolean ialgo-
rithm” 1s a method for producing results that do just this, I take it up in de-

What to Include

Sampling and Synecdoche

' '_ -Sampling is 2 major problem for any kind of research. We can’tstudy every
- case of whatever we're interested in, nor should we want to. Every scien-
[ tific enterprise tries to find out something that will apply to everpthing of a
i certain kind by studying a few examples, the results of the study being, as we
- :say, “generalizable” to all members of that class of stuff. We need the sam-
- ple to persuade people that we know something about the whole class.
"Thisis a version of the classical trope of synecdoche, a thetorical figure in '
- which we use a part of something to refer the listener or reader to the
whole it belongs to. So we say “The White House,”and mean not the phys-
:ical building but the American presidency—and not just the presidenc, but
- the whole administration the president heads. Synecdoche is thus a kind of
- sampling, but meant to serve the purpose of persuasion, rather than that of
_.fésearch or study. Or perhaps it would be better to say that sampling is a
 kind of synecdoche, in which we want the part of a population or organi-
ation or system we have studied to be taken to represent, meaningfully,
he whole from which it was drawn. Logics of sampling are arguments
“meant to persuade readers that the synecdoche works, because it has been
rrived atin a defensible way. (I only discovered the discussion of sampling
ind synecdoche in Hunter 1990, which parallels mine in several ways, as
.this book was being readied for publication.)

. The problem with synecdoche, or sampling, seems at first to be that the
art may not represent the whole as we would like to think it does, may not
eptoduce in miniature the characteristics we are interested in, may notal-
Ow us to draw conclusions from what we do know that will also be true of

what we haven’t inspected ourselves. If we pick a few men and women off

tail in chapter 5.) ‘ ' _
'l conclude this chapter by referring to another kind of image, our im-

age of the social scientist at work. A standard irage in conteml?orary social
scienceis of the brave scientist submitring his (I use the masculine pronoun
because the imagery is so macho) theories to a crucial empirical test and
casting them aside when they don’t measure up, when it isn't possible to r‘e—
Jjectthe muli hypothesis. Ragin draws a contrasting picture that I find quite
compelling, of a social scientist engaged in “a rich dialogue™ of data and
evidence, a picture that looks a lot more like the scientific activity ?BIBn?er
envisioned: pondering the possibilities gained from deep famﬁiamt'y with
some aspect of the world, systematizing those ideas in relation to kmds_ of
information one might gather, checking the ideas in the light of that in-
formation, dealing with the inevitable discrepancies between what was
expected and what was found by rethinking the possibilities and getting
more data, and so on, in a version of Kuhn’ image of the development of

science as a whole.
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Having worked on our imagery, and having looked for a proper sample of
cases to investigate, a sample that covers the fall range of types of the phe-
nomenon we want to learn and think about, we're ready to start the think-
ing in earnest. That means using concepts, generalized statements about
whole classes of phenomena rather than specific statements of fact, state-

. ments thatapply to people and organizations everywhere rather than justto

these people here and now, or there and then. Many social scientists work at
these problems deductively, treating concepts as logical constructs that can

- be developed by the manipulation of a few basic ideas. I'm not very sympa-

thetic to these efforts, which are too divorced from the empirical world to
keep my attention. I recognize this as, in some respects, an issue of taste..
A fruitfil and more empirical mode of conceptual analysis has been to ©

i .deveiop ideal typical models, which consist of “a systemnatically related set :

of criteria surroundinga central issue” that is “sufficiently abstract to be ap-

. plicable to a variety of national and historical circumnstances” (Freidson

1994, 32). Using this method, for instance, Preidson solves the thorny prob-
fem of defining the concept of “professional power’’by creatinga model in
which “the central issue of professional power lies in the control of work
by professional workers themselves, rather than control by consumers in an

- open market or by the functionaries of 2 centrally planned and adminis-

tered state.”

But my favorite way of developing concepts is in a continuous dizlogue
with empirical data. Since concepts are ways of summarizing data, it’s im-
portant that they be adapted to the data you're going to sumiumarize. The

- discussion that follows describes tricks for doing that, ways of using your

data to create more complex ideas that will help you find more problems

“worth studying and more things about what you have studied worth
thinking about and incorporating into your analysis.
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Concepts Are Defined flect this irriati
: IS 1rritating and unsatisface 1

We all work with concepts. All the time. We have no choice, as Herbert
Blumer pointed out in a critique of what was called, when he wrote, “op-
erationalism.” He noted that you could not have a science without con-
cepts. Without concepts, you don't know where to look, what to look for,
or how to recognize what you were looking for when you find it. Psy-
chologists, in their heyday when Blumer wrote, thought they could do
without concepts, at least concepts defined in abstract theoretical terms,
They thought they could avoid such chronic troubles as arguments over
definitions by defining concepts simply, as what they measured by the op-
erations they used to study the phenomenon they were investigating, In
the classic example, they said that “intelligence,” whose definition was
hotly debated then as now, was what intelligence tests measured.
Sociologists equivocated In the same way about the concept of attitude.
Many researchers assumed that people had thoughts or dispositions or
ideas {or something)—summarized as attitudes—inside them, waiting to
be released by the appropriate stimulus or situation. What an attitude was
wasn't clear. Scientists argued about the definition. But their inability to
define an attitude didn’t prevent them from inventing attitude measure-
ment, a proceduze in which people’s answers to a long list of questions pro-
duced 2 number that “measured” their attitude toward movies or
foreigners or schools or political parties. The scientists measured the relia-
bility and validity of attitudes, and concocted statistics that described the
relations of attitudes to one another and to other facts about people. They
thought they could show that people differed with respect to attitudes
about this or that, and that those differences correlated with other differ-
ences in ways thatseemed meaningful. ' :
Critics complained thae there was no general understanding of this
thing that was being measured. Operationalists evaded those complaints by
denying that they had said anything about the actual content or meaning of -
the measured attitudes: attitudes were just what the tests measured, noth-
g more. No one believed that. If they had, there would have been much’
Jess research on attitudes or intelligence or the other important ideas that
were defined operationally. Because, after all, no one really cares about test
measurerments in themselves—only abous intelligence or racial attitudes” : f someone
or propensities to violence or whatever the test is supposed to measure. . ¢an show that something we
A favorite reply to attacks on attitude or intelligence tests was, “Ym_i on. ; defie 2 “profession” tied
= SIOIL 3as g special kind of
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work, different from other occupations. What they wanted to include in
the differential distributios, of

the aggrepate their definition collected were such highly respected and
well-paid occupations as medicine and law: So they framed their definition
by listing the traits that characterized those occupations. (Freidson 1994
givesa careful account of these problems, and offers realistic and useful so-
lutions to them.)

Invariably, an industrious and clever critic would find an occupation
that fit all the definitional requirements {long years of training, 2 body of
esoteric knowledge, state licensing, and so on) but clearly “didn’ fit.”
Plumbing used to be good for this bit of theoretical skuliduggery.
Plumbers have the attributes included in standard definitions of 2 profes-
sion: an esoteric body of knowledge (try fixing your own draing), long
years of training, state licensing, and the rest. But “everyone knows™ that
phumbing is not a profession. The seeming paradox arises because the items
in the collection the definition is framed to cover have been chosen on the
basis of an unacknowledged variable: the social prestige of the occupation.
if prestige correlated perfectly with the other criteria, there would be no
probiem. But it doesn’.

Such problems arise in many areas of sociological work. The theoretical
trick that helps solve the problem is to recognize that what goes into the
collection the definition has to cover governs the kind of definition we
come up with. And collecting the examples is the kind of sampling prob-
lem considered in chapter 3. So we look for answers to such questions as:
How do we make up those collections? What do we typically leave out?
And what harm does it do to be selective in our choice of examples? Defi-
nitional problems arise exactly because we have chosen these collectionsin
ways that ignored the injunction of chapter 3 to include the widest possi- -
ble variety of cases of a phenomenon in our sample. Here are two further
examples where the harm is mote substantial, or at least more easily seen, -
than in the case of “profession” (which is, at least on the surface, mainiy a
conceptual embarrassment, though the policy implications of the defini-
tion of that term are quite scrious, as Freidson [1994: 149-216] shows).
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Skill

Sociologists, economists, and other social scientists rely, implicitly or ex-
plicitly, on the idea of “skill” They argue that differences in pay, for in~
stance, result from the scarcity of real skills, so that people who have rare
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Hobsbawm (1964) described the unlikely victory of a group of u;;
okilled” laborers in the great London gas serike of 1896..London, att a
ural gas, marnufactured by coking coal—that s,

ime, was lit largely with nat ;
by ! the gas it contained would be re-

i in large furnaces so that _
ibc;::za:;nlf:::;z:r:dind piped to househoids and f-actories. Runn.mgdt?e
furnaces—shoveling the coalinand keeping it burmng—‘-was L}ra_skxile dla«
bor. Anyone could do it. Tt had never required any special tra-miz;;g, o eli
than what you got on the job. So, when the labo.rers who deci t -13 ?vor
went on strike, conventional wisdom and econornic theory alike said it was
unlgietht[;:;zi;; :ii:’:;: strike, and got 2 handsome settlement from the'lr
alists are supposed to be. How did

at these unskilled laborers actually
al conjuncture of circum-

employers, who were as greedy as capit
the workers win? Hobsbawn shows th,
important skills and that an unusu
Z:j;::i ‘:}ex?;img of the strike had made those skilils more vah.iable td(; ;h:et
employers than they ordinarily were. Put the questxf)n this way: v;;hyd ) ;1
the employers just go out and hire some other unskﬁl.ed mer: to shov .
into the furnaces? Why didn’t they ust wait the strike out, Il".la'nlpl; atlth g
public opinion to rmake their stubborn employees look responsible for the

; i ?
discomfort householders were suffering and thus bring them to heel?

idn’t take these obvious
There were several reasons why employers didn't tak

ellers of gas were facing new competition in the form of elec-

steps. The s od 2 way to light

tricity. Still a novelty, clectricity was potentially just a5 g0 a2 o
your houseand, if strike went on for a while, customers might be temp

to experiment with the new form of energy. The longer the strike wetit

o, the more customers the purveyors of gas would lose to electricity.
2

Further, the employers couldn’t replace these unskilled iabf)rers as easily
as you might have thought. To be sure, what they did required no great

i i Je not highly technical and
schooling. But the machines they tended, while not nig ywere e

this not requiring, say engineering knowledge to rum,

crotchety. The gas manufacturers had been coasting, collecting their prof-
its and not maintaining the machinery any more than absolutely neczss;ry

. . u

i ked but, like all old machines, had to be coaxe L <?

e o d kick, and where to kick it.
These might not be skills in the conventional sense, but if thg-men who
shoveled the coal didn’t have them the furnaces didn’ _work-._The iaoss;s :
could hire other unskilled workers but, lacking thatspecial knowledge, the

h1ad to know when to give the furnacea goo

new men couldn’t do the job.
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.. That combination of circumstances gave these unskilled laborers some

- skills that were at least temporarily valuable, and they used their advantage
. skillfully to win higher wages. The important esson for us 1s that the iden-
- tical ability may be skilled or unskilled, depending on circumstances. The
"~ meaning of the concept of skill depends on which cases you have in mind
" - when you define it.
So skall, if you want to raise your wages by withholding it, must be a skill
that someone with money wants. Suppose you have the skills, and they are
scarce and people want thern, but those potential purchasers of your ser-
vices would rather not pay you as much as your skills might be worth on the
-open market. This, I take it, is the point of research and work on what 1s
called “comparable worth” Here’s the problem: many people think

~ women have been historically, and still are, discriminated against in the Ja-
*. bor market. A great variety of statistical studies show that employers pay
“women less than men any time they can get away with it. And who can
blame them? Capitalism, as Marx said, is a tough system and employers
who pay more than they need ro for components of their products will
" soon be driven out of business by shrewder manufacturers who cansell the
“same product cheaper,
- The gas worker example sheds some light on this problem. Suppose the
“law finally forbids out-and-out discrimination on the basis of gender;
“women must be paid what men doing the same job are paid. Women will
‘stifl make less. Now why? Because the distribution of men and women._
“across occupations is skewed. No women play major league baseball and
very few nurses are men, and ball players make z lot more than nurses. A
“disproportionate number of schoolteachers are women; a disproportion-
c‘ate number of corporate exccutives are men. If you pay all nurses, what-
“‘ever their gender, the same, and pay all executives, men or women, the
ame, but pay nurses less than executives, women will end up making less
‘on the average because more of them are in jobs that don’t pay as well.
- How can that inequity be remedied? Some reformers have attacked the
“way pay scales are set (it is primarily governmental agencies that are vul-
. nerable to such attacks), noting that salaries are set with reference to the
skills allegedly required to do the work, but that skills important in
‘womnen’s occupations” (that is, occupations most of whose members are
“women) are either ignored or not valued highly 1n such evalnations. If
technical skills are valued more highty than the skills necessary to deal with
-complex soctal situations, and the jobs women are more likely to have—
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i i i ore “hu-
like nursing and teaching—require fewer technical skills and moth v
i ' e
man relations” skiils, then women will be paid less even though they
just as highly skilled, although in different are_al.ls. o camtbeshown
he status quo wikiargy
Of course, proponents of t : beshon
chat the skills are commensurable. But that, of course, 1s tl;ieupzmg_fthatz
’ measure skill. And1
t, it! en’t agreed on how to £ th
aren’t, it’s because we hav : ? et
true. then how do we know that men’s skills are worth more? And ;t Z j
’ iedi ing attacked.
that judgment that is embodied in the very wage scales b;mg a it
i ; ause the
i to the conceptual pont, dec
{'ve been a long time getung heport
; i ttalk. The pointistha
ies 1 les ['ve given, Not1n abstrac
lies in the kind of examp P
i the full range of things they
that you have inspected
comcepis presuppose ey
we can see one
te and define them. Now
cover when you formula s ot
i that produce
i hasis on methods of sampling
reasons for my eatlier emp uce
amples of that range. If you leave some phenomena out becaus
i judi any o
ventional prejudice or for _ o
concepts will be flawed. Generalizations of which those concepts aze

£ jatl i ’ dom a.{
ponents will contain 2 lot of notse, random variation that xsnt‘ ran s
1 1 i i i on of case
all, but rathe the result of systernatic social biases in the selects _
3

you used to define your coneepts.

Crime

The same reasoning applies to the weH—knowr% phenomenon ;fv‘:::l; .
collar crime. Why did Edwin Sutherlané‘ find .1t necessazl:y .to (Z o ;
presidential address to the American Soczol;gicalnj:io:;a:zi Lo

j £ white-collar crime? Because he Wante ol
;::;e?:;; Zonceptual errorthathada similar'bas‘is in mfade.quiatc f::;l@iig—
based on conventional, socially approved prejudmc_e. Crimino oi < d_]With”
nals and books, at the time Sutheriand delivered his bla\stT wereh. et :
hecries about crime and research on crime. What was crime, this gall:

f the other reasons | discussed there, your

CONCEPTS

and most respected corporations in the country, which similarly did not

.- come from broken homes?

The answer to that was simple enough. No one, no conventional crim-
inologists certainly, thought the crimes well-to-do people and corpora-

- tions committed were, in some fundamental way, “really crimes.” Besides,

the culprits involved were seldom convicted of criminal violations, be-
cause these cases were often settled as civil suits. If there were no criminal
convictions, how could there be any criminals? The government was typi-
cally more interested in getting the bad guys to stop their mail frauds and
- security swindles and forcing them to pay off those who had been cheated
* than in sending anyone to jail. But that was not a natural consequence of
the nature of the crimes, which could justas weil have been prosecuted un-
der crinmnal statutes, and occasionally were. It resulted from judgments
made by prosecutors, who exercised the discretion the law gave them as to

. whether to pursue criminal or civil remedies.

Prosecutors had other reasons for not pushing for criminal convictions.

© As Katz’ later (1979) research showed, white-collar crime and crimes of
' -the more conventional kind differ in another important way. In ordinary
- crime, there’s no question that a crime has been committed. Someone has
been robbed or assaulted. The question is: who did 17 In white-coliar
. crimes, on the other hand, there’s no question about who did 1t. The big
- grocery chain did label meat that weighed 14 ounces as weighing one

pound. The question is not who did it but rather is it a crime or not? Such

* a thing, after all, might have happened because a scale was faulty and the

company didn’t know about it, or because a crooked buté}:_ger was skim-
ming some of the profit for himself, or for any of a number of reasons that
would show that the company lacked criminal intent. So, for both sets of

- -feasons, white~collar criminals are convicted of crimes far less often than

common criminals,

Sutherland’s impeccable reasoning was that if you decided not to in~ -

clude the crimes rich people and corporations committed when you cal-
culated your correlations, you guaranteed the result that crime was
correlated with poverty and its accompaniments. Not because it really was,
‘but because you were using a flawed concept, one that pretended to con~
‘tain all members of a given class, but actually left out a Jarge number of
those members on the uninspected grounds of social prestige. You didat
have an empirical finding, you had a definitional artifact.

the theories and research. were about? Activ?ty that Violat;laé. 1:he ;ar;rr;;aj |
law. That seemed fair enough. The mountains of research € as‘th 3 e
done showed that crime was highly correlated with pover?f wi home
homes, and all the other conventional indices of ?.vhat was then d:ar o twe_
cial pathology.” Suthertand asked a si‘mpcllebqucs;o‘r::];o*:z c;;x e e

crimes being comnitted by V& -0 :
:: zztilz;eibaiihe conventifnal signs of social pathology; and by the la:ges:? :
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Detending against Sutherland, conventional criminologists argued, es-
sentially, that “everyone knew” that those rich people and corporations
weren't “really criminals.” That is, if you accepted the conventional no-
tion of what a criminal was—a rough guy with a mask who jumped out of
the bushes, stuck a gun in your ribs and took your money, a guy who made
a career of crime, lived alife of crime, shared the culture of crime with oth-
ers Bke him {and these criminals were, in conventional thought, male, of
course}—then it was clear that the nice people who wore suits and ties and
tock your money in broad daylight over 2 desk in 2 fancy office, and the or-
ganizations in whose buildings those offices were situated, didn’t look like
thatatail. They might take your money, but not witha gun; in fact, the way
they did it you nright not even know you had been robbed unless someone
pointed it out to you.

Sutherland arrived at his understanding of white-collar crime by using
a trick based on a common feature of organizational life. As I suggested in
the discussion of sampling, organizations typically tell lies about them-
selves. If that’s too harsh, we might just say that they like to put their best
footforward, and prefer not to mention things that would make themlook
bad, especially when those events and activities can plausibly be inter-

preted as random deviations or character flaws attributable to individuals,
things thatare in any case beyond what anyone could reasonably expect the
organization to guard against. It's the general explanation police depart-

ments give when any of their officers get caught misbehaving: “Theresa |

few bad apples in every barrel. " This explanation is designed to counter any

suggestion that would accept the more sociological hypothesis that the |
barrel mmakes the apples rotten—that is, that the department’s organization -

and culture might lead officers who would otherwise be law-abiding into

bad ways.

Social scientists will be led astray if they accept the lies organizations tell
about themselves. If, instead, they look for places where the stories told
don’t hold up, for the events and activities those speaking for the organiza-:
tion ignore, cover up, or explain away, they will find a wealth of things to
include in the body of material from which they construct their defini<:
tions. Sutherland’s trick was simple. He looked for facts corporations:
might not put in their annual reports: the civil suits against them and the:
settlernents they had made of such claims; and the violations of criminal
law sociologists did not count because corporations had managed to avoid

criminal prosecution,instead settling them as matters of civil law,
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Whel? you find events and facts that are notaccounted for in the stori
conventionally told about a class of Organizations, you have ysuall Sfone;
a‘new element or “variable” that needs to be incorporated into tileyd Of; n
tion of the phenomenon under study. A more general version of § ehm_
land’s trick produces the labeling theory of deviance {see for e N e;—
Beci(e-r 19-63). In this way: the conventional story about deviance is :(Ij;lgle
o‘rgamzatlons responsible for dealing with it actually do deal with it effe )
tively. They may not prevent it from happening—police departmentz o
rot be able to control every rogue cop—but once it is known to have:fmY
curred they find it and punish it. Corporations may not be able to oot
employees from.cheating customers, but they track down and P'revem
cheaters. And so on. CponEh the
| But wh'en you discover that notall deviations are tracked down and th
: the selection of which ones to track down is not random, vou h;ve Zt
: Teason to think that you have found another element i’ny the puz g1OO
: namely, a s‘tep in the process of detection and punishment that cgns;t:;;
- notdetecting some people ornot punishing some that have been detected
You thus know that “deviance”includes both a possible infraction of 2 Iaw.

‘some w i '
o ho committed crimes were not treated the way others were. he
~Knew he was onto something ’

o Ket?p iz.z mind that what Sutherland saw was aotmuch of asecrer, E

“Organization enforces the rules it is responsible for in a partial and ;ﬁsvery
: _tlonary. way. Sutherland’ originality consisted in making that discretc' on

the subject of study. (I'll return to this separation of rule-breakinig £ Izn

.Perception and punishment of rule-breaking in chapter 5 wher r(ml“ li

anto the uses of combinatorial logic for social research.) ’ e

- -All these examples show that concepts that don’t cover the full range of

lai as explanations of crime based

“on juvenile delin " activiti i -

on j quents’ activities could not explain the crimes of large
=]

. .c.prgora_\tions. Including the full range of cases forces us to revise our €r1-
e.r.ah.zat:ons, make them more complex and more interesting, Then cgo

R1ning less noise and Jess unexplained variance, they will explai e of
what they are supposed to explain. P moret

T 0 - . ..
he trick here, to Tepeat, 1s recognizing that the definitions of concepts

119




FOUR
CONCEPTS

not only students, that also means finding a way to say something that will
be defensible against all attacks; if they make the “pmblem% ’ o
enough they can find out all about it, nail it down, and none of th: i]:;u‘:
e
Br;f;r;:fs; tgi;eg bs.f):nse around thern can get them. (I've discussed those fears in
Students learning to do fieldwork commonly suffer from this dj
They finally get their nerve up to interview someone and then don’ttease-
what Fo ask. When they observe some social situation they aren’tsure nliw
«constituces their “data,” which of the things they see a:nd heartheya eW N
Posed to write down. That’s because they don't know what thcairY IO;;P_
15,.what they're studying. They know they have to do it, so the Ptrlt a -
. T:hmg down. Orso it seems. As a result, their notes are sca’tsered zsi:ent'g_
: :;coherent; their interviews wander because they don’t give ,ahe pe:)plz
kn? Vj:;'e tatking to any systematic guidance about what they would like to
Bl:it there is some order to what they have done, because you can’t maki
: ’t_li:u: sirnplest d,e‘ciséons unless you have some idea as to what you are doi;ge
3 th};e’studentsl imagery of people and places and situations like the one.
. they’re examining hasled them to do whatever they did, ask what they did
. attend to what they did, ignore what they did. They now have to ﬁnscfi ’
: -:._-_What they had in mind that led them to do all that. The roblem i o
. ‘cover the imagery that got them into this fix. ’ e
My tr.ick here is a version of an old parlor game. In the game som
ays, ff)r nstance,“Nine Wagner.” The object of the é\a{me 15 to ima ineoze
: -.quest'mn that is the answer to. In this case, the question tfl\at elicits %ha: .
';_sm‘fer is “Who_wrote that piece? Mozart?” And the answer'EI took Iiber:ir;
:::: the spelling) is “Nein! Wagner!”So, trying to figure out what you are
 doing, you say to yourself, “The data I have here are the answer to a gues—
- tion. What question could I possibly be asking to which what I have i
ten down in my notes is a reasonable answer?” I ask students to reread“:zlt'_
_ggtes with this in mind, to pretend that they did everything they did o
-posefully and have succeeded in doing just what they set out ¢ yd Sow
;hé.y will find out what they did. o e
f The exercise generally makes students unhappy. They see that, whateve
vague idea they had in mind when they began their work, the ,didn’t ,
: .nywhere near doing it. Unspoken assumptions and unackyzmwslied od h
Q_gery—abozfz the problem, but more likely about what they can %eas::_
bly expect in the way of cooperation from people—have led them t{;

rest on what the examples they are based on have in common. However
abstract {or “theoretical”) the resulting definition is, it bears the marks of
that often uninspected selection of cases. That’s why I've insisted on the
necessity of striving for imagery that enlarges our ideas about what might
be present in the world we study. If our imagery is based on a biased sam-
ple we will have trouble. If we systematically look for excluded cases, our

work will improve.

Defining Concepts: Some Tricks

To review our results to this point: we define concepts (as opposed to dis-
covering their true nature), and our definitions are shaped by the collec-
tion of cases we have on hand with which to think about the problem.
Suppose we have gathered a good collection of cases and want to proceed
with creating a useful concept. How do you do that? It’s true that it takes
some imagination and some free associating and some consulting of what
others have said in the past, but you can do all that and still not know how
to create a concept. What do you actually do?

Social scientists ask themselves this question when they begin to gather
data without having much sense of what the problem they are studying ac-
tually is. That happens more often than we would like to admit. It happens,
for instarice, when we agree to study a “practical” problern, 2 problem de-
fined by its importance to the people involved in it. {Since so much re-
search is funded because the problems are practically and politically
important, this situation is common.} “Are black students getting a fair
shake in education?”, however any of those terms is defined, is not a ques-
tion framed in sociological terms. That’s not to say it isn't important of in-
teresting, but rather that when we study it we will have to turn it into 2

sociological question before we have anything distinctive to say about it.
But we don’t know what that question will be, not yet. We only know itaf-
ter we see what kinds of organizations, institutions, and processes are in-
volved in the production of that problem (what kind of a machine is
operating to make things happen that way), and only our research will tell

s

us that.
So we find ourselves with a pile of data, trying to figure outwhat it could

be about, sociologically. Students who find themselves in this fix often say
they want to “narrow their problem down,” a ritual phrase some teacher
taught them to say to ward off getting in over their heads. For students, but
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investigate topics they didn't have in mind and didn't care about, usually
very minor and superficial matters whose virtue was that they came to
mind duringalull in the conversation, The students wanted to know about
patterns of social organization but, under the pressure of performing as
knowledgeable researchers when they knew they weren’t any such thing,
they asked the people they interviewed and participated with about trivia.
They want to know about unrest among the factory workers they are ob-
serving, but they have only talked to them about the food in the company
cafeteria or last night’s football game on. television. And they know that's
not it. They didn’t do what they should have done to find out what they
wanted to know.

1 tell them not to be unhappy. Now they know what they were “actually
investigating,” what their first attempts actually asked about, and they
know that what they learned wasnt what they wanted to know. Knowing
that, they can change direction, reformulate their questions, and have
something different to put in their notes. Their data are now more iikely to
be about what they want to be investigating. And, if itappears they may not
be able to see something they think it important to see or ask aboutsome-
thing they think it’s important to ask about, they can consider alternate

ways to get at what interests them,

Their reformulated questions constitute the beginnings of conceptual -

construction. They sce what they aren’t interested in and don’t want to

know about. They usually don't find this very thrilling and think they have =

just wasted their time onawrong lead. But they haven’t. They can only say

that X doesn’t interest them by having some notion of what would interest -
them. Naming the object of interestis the beginning of conceptualtization.
I've made it sound as though this trick could only be done by sociolo-

gists who work with qualitative data, unfettered by research designs, able to
keep changing their minds as they do their research. In fact, the introduc-
tion of microcomputers into everyday sociological life has freed quantita-

tive sociclogists from their dependence on mainframe computers, from
the long waits those machines inserted between getting an idea, thinking
how to test it on your data, and actually getting the resuits. Freed from the
mainframe, quantitative analysis is much more interactive. People run off
factor analyses that once took a year of hand calculation in the timne it takes
to refill their coffee cup. The cost of calculation having been lowered s0°
dramatically, researchers can do analyses just for the hell of it, to see if there’
is anything to a hunch (Ragin and Becker 1988). And that in turn means
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that quantitative researchers too can inspect the answers they have to see
what questions they imply. The same tricks will work for them.

Let the Case Define the Concept

+ Thisis a slightly different way of exploiting the recognition that concepts

are defined. Sociologists, concerned to generalize, want to establish that
what they have studied is not the only one of its kind. What good would it
be to get sure knowledge about something when you couldn’t apply that
knowledge anywhere else? This concern is enshrined in the well-known

distinction between idiographic and nomothetic sciences. Students espe-
- cially, I think, want to put their case (the thing they studied) into some con-
- ceptual category, for the very good reason that if they can do that then all
the pustifications for why you should study such things are ready-made and
" easily available to them.
. Buttheresa problem with that, It's not clear that you can say anything
very useful if you focus only on what Is cormmion to your case and other
. cases with which it shares membership in some class. The more seriously
~you take the case, the harder you tzy to understand it fully so that there’s
: .n0thing abeout it that you have to hide or ignore, the harder it is to see it as
being “just like” any other case it might superficially resemble.
Consider this as a choice between letting the conceptual category de-
~fine the case and letting the case define the category. We Jet the category
“define the case by saying that what we have studied is a case of x, let’s say

of bureaucracy or modernization or organization 'or any of the other
common concepts we use to understand the social world. Doing that

leads us {not necessarily, but often enough in practice) to think that every-

thing thatis important about the case is contained in what we know about

“the category. Analytically, then, we just have to inspect the case to see that
<ithas all the attributes a member of that category is supposed 1o have and
- thus is one of the things described by that concept. We check, say, to see

that our case has all the features Max Weber said a bureaucracy should
have. Our analysis 15 complete when we show that it does have all {or
most) of those things, and have explained why it doesn’t have the ones that
aren’t there. We ignore those elements of the case whose presence or ab-
%;ence the category description ignores. This strategy helps us develop the-
ory by adding cases to the collection of examples of the type, and
Variations to ideas and principles others have developed to explain them.
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This is something like the normal science work of articulation described
by Kubn {1970, 2734},

The more the world, as exemplified in our case, includes just what our
concept includes and no more, the better our analysis works. But the world
is hardly ever just as we imagined it. In fact, such a rare similarity probably
occurs only under some very special circumstances. It occurs, for instance,
when we have taifored our concept to fita particular instance. If T construce
a theory of revolution by generalizing from the American or Russian
Revolution, then my theory will fit the case I based it on. The world and
our concept resemble each other, too, when we have enough control over
the world to make it exactly fit cur categories. Latour explains that science
“works,” which is to say that its predictions are verified in practice, because
scientists change the world until it is just ke the setting in which they

made their discovezies (1987, 249-50), Louis Pasteur could protect cows
from anthrax by vaccinating them only when he could persuade farmers to
replicate the essential features of his laboratory on their farms. He says:
“Facts and machines are like trains, electricity, packages of computer bytes
or frozen vegetables; they can go everywhere as long as the track along
which they travel is not interrupted in the slightest” (1987, 250}, It is ex-
wremely difhicult to lay the tracks on which social science can travel. Too
many other people have conflicting ideas about how the social world
should be arranged to let us arrange it so that our theories will work. So
such tracks are best laid in computer stimulations and sometimes in labora-
rory experiments. Unlike Pasteur, social scientists can rarely persuade any-
one to turn their real {(not simulated) homes or communities into the
tracks on which our theories mightrun.

So the strategy of letting the concepe define the case accomplishes a lot,

but at a price: we don't see and investigate those aspects of our case that

weren't in the description of the category we started with, The things we
leave out, however, come back to bother us. Whether we include them in
our investigation or not, they are still there and continue to operate in the

sitvation we're studying, almost surely influencing the phenomena we
want to understand. It makes sense to include them in our analysis even if

our concept doesn'’t make room for them. Which is the argument for the

alternative strategy: letting the case define the category. As in the earlier

example, take the American revolution as the model and define a category
that has all the attributes (every single one, because we don't know what to

leave out) of that case. Anything we find outabout the case becomesa cru-
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cial part of the concept. What does that accomplish? Can we ever create
any generalizations working that way? '

Letting the case define the concept lets you define dimensions you
might see varying in other cases. You discover that the executives of savings
and loan associations sometimes steal money by manipulating banking
regulations thse complexity makes it difficult for prosecutors to decide
whether what they indisputably did is a crime. That identifies an aspect of
“crime” you would not see in cases of assault, where no one doubts that
. hitting someone with a clubisa crime. The generalization that results from

yourstudy is that the clarity or ambiguity of an action’s criminality, and the
" things that affect that, are something to include in all future studies of

“crime.” In a way, the result of working like this is not more answers, but
- MOFe questions.

Generalizing: Bernie Beck’s Trick

. Isauck in 2 move in the above analysis, when [ said its outcome was a new
- aspect of crime to be included in future research—the clarity or ambigu-
-ty of an action’s criminality. I'll explain what’s involved in that TTLOVE NOW.
: Sociologists often know no intermediate stops between the raw facts of
the case they studied and the largest, most general categories of social
-analysis. Thus, they may describe the findings of their research on, say,
drinking alcchol, and jump from that to talk about identities or self-
- _f:onceptions or somme other highly abstract aépect of social crganization or
“interaction. As a rule, our research does not have anything very new to say
; gboui self-conceptions or identity. Researchers usually use such general
“ideas to orient their work, to suggestan overall approach and a very general
_secof questions they might ask. The ideas serve as what Lewontin refers to
a5 “informing and organizing metaphors” whose role is “to bring order
into confusion” (1994, 509). What the researchers who use them discover
will probably not lead to any reformulation of those general ideas or ques-
‘tions. At worst, the researcher annousnces itiumphantly that what was
studied was indeed a case of the development of identity or the adaptive
.:character of social organization. That kind of result isn’t usefil to anyone.
It doesn’t add much to whatever warrant the very general theories it is at-
tached to already have. And the general theories don’t add much to the
specific studies. The advice they offer is too general.
-~ ‘What is usefu} is the description of something more general than the
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we discovered, but less general than notions of identity or

on. Something in between, something like what Robert
I moved from the

particular facts
social interactl
Merton alerted us to as “theories of the maddle range.
onvictions to the idea of the clarity or ambiguity of an
Action’s criminality, but I didn’t explain how 1 did that. When I teach feld-
work, | often make that kind of jump in discussing the possible extensions
of a student’s findings. This is the aspect of what I do that most often pro-
vokes the feeling that some kind of magic trick is being performed, that the
way [ get from A to B isn 't something a person can learn to imitate.

During the twenty-five years [ taught at Northwestern, my office was
always next door to that of Bernard Beck, one of sociology’s great teachers
nd thinkers, whose qualities are less well-known than they ought to be. 1
learned more from him than 1 will ever repay, alot of it from eavesdropping -
on his conversations with graduate students about their work in progress.
None of what [ heard has been more useful to me than his trick for getting

te level of thinking about a research result. Since he has

savings and joan ¢

to this intermedia

never published this trick, which has the elegance of simplicity, 'm taking

the liberty of borrowing it from hinz.

Beck says to a student who has gathered some data and now is trying to -

understand what his or her dissertation research is about, “Tell me what

you've found out, but without using any of the identifying characteristics -

of the actual case.” Pl use my own dissertation, a study of the careers of .

schoolteachers in Chicago, as an example {the results are reported i
Becker 1970, 137—77). Had I been a student asking Beck for help figuring -

out what generalizatio
first have asked me what I had actually found out about Chicago teachers:

[ could have offered this conclusion:

These teachers make their careers by moving from school to
school within the Chicago school system, rather than trying to
rise to higher, better paid positions,or movingto othersystems in
other cities, and their moves between positions in the school sys-
cem can be understood as trying to find a school in which the
people they interacted with—students, parents, principals, other
teachers—would act more or less the way the teachers expected

themn to.

Had I told Beck all that, he would, using this trick, have said to me,“Te,H_
me what your research is about, but now you are forbidden to use the’
words ‘teacher; ‘school; pupil; ‘principal, or ‘Chicago.” To answer such a
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guestion, I would have to choose words more general than the specifics of
my case, but not so general as to lose the specificity of what I found. If
started talking about “identity” or “rational choice™ or similar high—ievel
abstractii_)ns, I would fose what I had learned about career movements re-
sulting from chotces between more and less comfortable work situations.

" So I might have answered that my study showed how people in burcau-

cratic systems choose between potential positions by assessing the way all
the other participants will treat thern and choosing places where the bal-
ance will be best, given whatever they are trying to maximize.

That’s how I made the move from the fact that banking executives steal

: :Fo the statement I made about the clarity or ambiguity of an action’s crim~
: 12‘_laif'ty. I restared the assertion that “the executives of savings and loan asso-
clations sometimes steal money by manipulating banking regulations
. whose complexity makes it difficult for prosecutors to decide whether
: v\fhat they indisputably did is a crime” without using any of the specifics.
_.:ézdn’t say “executives” ot “savings and loans” or any of the other speciﬁc-s
.__I said what class each of those belonged to and so ended up talking abaur;
. Fhe ambiguity of an action’s crirmnality, a dimension that could be useful
'. inthe study of any criminal activity, And I could take another step and talk
. _g_bout something less specific than criminal lsw—rules in general—and
that would ler me introduce such interesting cases as whether the ball the
~pitcher throws is a “ball” or a “strike,” the rules for deciding that being as

“ambiguous as any in the criminal law."

= You coulid argue tha, after all, baseball and banking don’t have much in
; c"on}mon. Rught. Every time we make such a comparison and find such a
§1n?1iari€3@ we wﬂ% also immediately find such a differesice. Both the simi-
larlty and the difference give us general categories to think about and
use in our analyses. The sirmlarity says, by way of generalizing, “Every set

of rules is dlear to some degree and ambiguous to another degree” The

~difference says, by way of a different kind of generalization, “Within the

organizations (like baseball and banking) in which rules are made and en-
fqr-c:eé, there are other things going on, such that those rules will vary along
a._dlmensiosl running from clarity to ambiguity” Makingsuch comparisons
¢veds further complexities in the creation and application of rules, com-
plexities that can be attended to in future reseazch. ,

- The immediate consequence of that result is that every study can make
a.__theoretiCa} contribution, by contributing something new that nieeds to
be thoughtabout asa dimension of that class of phenomena, The only time
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that wouldn’t be true would be when the two cases studied were identical in
every respect—something so unlikely as not to be worth worrying about.

ample, he was clearly and repeatedly told, in person, by a dlerk
with an Irish surname, that those data, while legally public, were
not available. While he was arguing to the contrary one day, an
Italian surnamed clerk glanced at the professor’s name on the
written request, and interrupted to say: “Masotti. You Italians”
Dr. Masotti said, “$1” and spoke briefly in Italian to the clerk,
who then called to another fellow Italian who labored for 30
minutes to produce a complete set of the initially “unavailable”
data, (Gordon et al, 1979, 300

Concepts Are Generalizations

Here's a different approach to the same peint, Although we think ab?ut
them and speculate about them and define them, concepts are not 31_151:
ideas, or speculations, or matters of definition. In fact, concepts are empzr—
ical generalizations, which need to be tested and refined on the basis of
empirical research results—that is, of knowledge of the world. _
We commonly have difficulty applying concepts to real cases of social

phenomena; they sort of fit, but not exactly. That's because we seld(?m de-
fine phenomena by one unambiguous criterion, We dor't say “If it has 2
grunk, it’s an elephant, and that’s that,” or “If people exchange goods on the
basis of price, that’s a market.” If we talked that way, we would know for
sure whether a case was or wasn't one of the things we were interested in.
{That} something of an exaggeration. We would still have all the problems
associated with deciding what a trunk or an exchange on the basis of

Even if it has files and rules and all the other Weberian Criteria, is that a
. bureaucracy?
- Afirstreason these quarrels over definitions are important is that the de-

- scriptive titles that embody these concepts are seidom neutral, but rather
- are terms of praise or blame. “Culture,”forinstance, isalmost always a good
- thing (“bureaucracy” as in the sbove example, 1s almost always bad). So we
: care, beyond technical theoretical considerations, whether we can say that
. agroup has culture or not. We do not wish to reward with the approbation
signaled by the honorific title some bunch that doess’t deserve it. Suppose
- agroup’s members share understandings, an element I mentioned above as
- often included in definitions of culture, but invent those understandings
onthe spot,instead of hancﬁr&ét’hem down from generation to generation.
Is that culture, or not? Some social scientists will not want to give a “bad”
group that does such things (for instance, a delinquent gang) the honor of
- having real “culture”; they want to save such a good word for praiseworthy
organizations (Kornhauser 1978). (An interesting problem arises here
~when historians discover that what seemed to be just such handed-down
 traditions embodying primordial values, etc., were actually invented notso
long ago, the way they have discovered that Scottish culture, as embodied
‘in the traditions of the ancient clans and their customnary tartans, was in-
- “vented by woolen merchants with excess stock on hand.}

- Another problem can be put more technically. Suppose you have x cri-
- teria for an object, and you call objects that have all x criteria O, What do
:you call the objects that have x — f orx —2 or x—nof the criteria? The sim~
ple solution is to call them not-Q and ignore all the differences among
them—that is, treat them as though the only thing that is important about
them is what they aren't. But that is often unsatisfactory because hardly any
of the objects we study have all the criteria; instead they have varying mix-
tares of them—what Wittgenstein called “famnily resemblances” The bu-
reaucracies we study are similar, but they aren’t identical the way molecules

priceis.) .

Concepts that interest us, however, usually have multiple criteria. Max
Weber didn’t define bureaucracy by one criterion. He gave a long list of
characteristic features: the existence of written files, jobs defined as ca~
reers, decisions made by rules, and so on. Similarly, social scientists usually
define culture with multiple criteria: it consists of shared understandings,
handed down from one generation to the next; of coherent propositions
that embody the basic values of a society, and so on.

In the world we live in, however, phenomena seldom have all the attrib-
utes required for them to be, unambiguously, members of a class de‘ﬁ_ned by
maltiple criteria. An organization has written files, and makes decisions by
strict rules, but has no career paths for functionaries. Is it a bureaucracy, or .
not? An organization has, on paper, ali the attributes Weber attributed to a .
bureaucracy, but is the kind of organization in which such things happen
as this incident, reported by Gordon and his colleagues in a study of the -
public’s access to information that waslegaily supposed to be avail;.lble from
city, county, and state offices in [llinois under various frgedom of informa-

tion laws:

When a professor from the Center for Urban Affairs at North-
western University sought some voting data in Chicago, for ex-
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University of Washington, but T certainly don'’t live there. It’s where you
. keep your clothes, it’s where. . . .

For most people, most of the time, all those places are the same place,
They usually sleep in the place they get their mail, which isaiso where they
have their clothes and can most easily be reached. But for most people
sormetimes, and for some people all the time, these are different places: they
keep their clothes one place and sleep in another. For them the concept is
just not adequate and, if we want to take them into account, we have to

of copper are. We can, of course, give every combination of possibilities a
name. In fact, we seldom do thae, because these devices quickly generate a
very Jarge number of possibilities we aren't prepared to handle theoreti-
cally or practically. (Methods for handling that complexity exist, and I will
discuss them in chapter 5.)

So concepts like bureaucracy are really, as we ordinarily use them, gen-
eralizations that say: “Look, these x criteria actually do go rogether, more
orless, all the time, enough so that we can pretend that they are all there in
every Object O even though almost all Os in fact just have most, not ali, of
them.” That makes a problem because many of your cases don’t act as your
theory says they will, precisely because they are missing an important at-
tribute that is responsible for that aspect of the behavior of O.

We can often finesse these difficulties, because the number of cases 13
small or because the objects we collected don't lack attributes that are im-
portant for the problem we are pursuing. But when we can’t, we should
recognize that our “concept” was not just an idea but an empirical gener-
alization that said that all those criteria always went together.

A good example from the world of practical affairs has to do with the
concept of “living” somewhere, When the 1960 Census failed to count a
large number of young black males, the political consequences forced sta-
tisticians and survey researchers to take the problem seriously. The practi-
cal question confronting the research committee considering this problem
was how te conduct the next Census so as to count the people who had
been missed the last time (Parsons 1972, 57-77). The U.S. Census must
count people where they live, for purposes of political representation, so
the question became a double one: how can we find them where they live so
that they will fill out our forms, and what does it mean to live somewhere
(because if we understand what it means to live somewhere we will know

break the concept down into its component indicators and treat each one
separately. In other words, we have to realize that the empirical generaliza-
tiont embodied in the concept is not true: all those criteria don’t go to-
gether all the timne.

You can make this failure of the indices of a concept to stick together as
we'd like them to the jumping-off point for expanding and complicating
yout theory of the world. Marisa Alicea (1989} did that in her study of re-
turn migrants to Puerto Rico—people who, having moved to New York
or Chicago from San Juan or Ponce, then go back to the island. She showed
that, in fact, they move back and forth between their two homes fre-
quently. Thus, it’s misleading to think of them as migrants and far more re-
alistic and useful to see therrf\;as people who have, as she says, “dual home
bases.” Taking that result seriously means that another “fact” built into
the concept of “living somewhere”—-that people can only “live” in one
" place—has to be seen as simply another possibility that may or may not be
true in a given case.

1 have sometimes upset listeners with such examples, which seem to en-
tail an extreme constructivism that makes it impossible to do any research
at all. They are especially upset if Tfollow the “living somewhere” example
with a mention of how Harold Garfinkel {1967) confounded demogra-
phers by describing the case of Agnes, a ranssexual who had changed gen-
ders socially and then physically, and then asking how the Census could be
-sure it had correctly classified someone as male or female. Did you have to

how to reach them)?
The expert committees’ discussions revealed a profound ambiguity in
the notion of living somewhere. What does it mean to live somewhere?

For every criterion propuosed, you could imagine a perfectly reasonable ex- -+ take down everyone’s pants in order to be sure of the classification, he

wanted to know? If you couldn’t use even so simple an idea as living some-
where or being male or female, how could you observe or count any-
_thing?

Alicea’s research shows that seeing the concept as an empirical general-

ception. You live where you sleep: if I'm on vacation in Mexico do [Live in
Mexico? It’s where you usually sleep: I'm a traveling salesman, I don’t usu~
ally sleep anywhere in particular, Its where you get your mail: many peo-
ple get their mail at General Delivery or the City Lights Book Store in San
Francisco, but they don’t live in those places. It’s where you can always be
reached: for me, at the moment, that’s the Sociology Department at the

" ization helps you to avoid analytic errors. We conventionally think that mi-
i1 grants live in only one place at a time and, when they move, stop living in
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the place they used to live inand go to live somewhere else. Well, of course,
they do go somewhere else. But they actually have some sort of home
{what sort, of course, is the researchable question that makes it worth ges-
ting into these complications}) in two places, both the mainland U.S. and
their home town in Puerto Rico. You can’t assume that living in the second
place means exactly what it meant when they lived where they used to live
before they migrated. Before moving, they might have thought of Home,
as the only home they had. Buthavingacquired Home,, they might decide
that they needn't give up the first one, and then might move back and forth
between the two the way people with a little more morney go to their sum-
mer cottages every year. The pathos of the story is that these people may
not have, in either place, some of the nice things a “real home” gives you,
such as a secure economic base or an affectional base of people whoe know

you and love you. {But having two homes isn't necessarily a deprivation ei-

+ £33 kL]
ther. Carol Stack’s research shows how poor children who can “run away

and live for a while with a neighbor or relative two doors down the street *

can profit from having multiple homes.)

The trick of seeing concepts as empirical generalizations helps solve the
problems created by an unthought-through insistence that all the proper--
ties of a concept always go together. Uncoupling them, and treating them :
as capable of varying independently, turns a technical problem into an op-

portunity for theoretical growth and articulation.

Concepts Are Relational

Yonce taught a class called “Classics of Social Research.” Orne of the books :
we read for the class was Jane Mercer’s Labeling the Mentally Retarded (1973}, ;ﬁ_:
astudy of the way the label “mentally retarded” was applied in the River-
side, California schools. This study proves, as well as anyone but an ideo-
logue would want it proved, that borderdine retardation (as opposed to the
“real” retardation that is accompanied by obvious physical handicaps, etc.)
is 2 disease Mexican and Black kids get when they go to school, and are

cured of when they leave school.

I was moved in class one day to give a lecture on the idea that ail termis
describing people are relational—thart is, that they only have meamn.g
when they are considered as part of a system of terms. This is not a new
idea. I think I first saw it put that way by a Marxist historian (perhaps E.P.
Thompson or Eric Hobsbawm) who said that class was a relationak term:
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' terms like “middle class” or “working class” only have meaning in relation
. to one another or to “upper class,” and the meaning is the character of the

relationship. “Working class” means that you work for people who are

. members of the “owner class.”

That seems obvious enough. But it’s one of those obvious things that

people acknowledge and then ignore. How do they ignore it? By imagin-
. Ing that a class, by having a characteristic culture or way of life, would be
- whatitis no matter what system of relations it was embedded in. That’ not

to say that there aren’t class cultures, but rather to insist that such cultures

* result from some group of people being related to some other group ina
“way that creates, at least in part, the conditions in which their distinctive
_Way of life develops.

- Asimilar meaning has been attached to the idez of 2 couniry being “un-
derdeveloped In this case it was done by the simple device of treating

“‘underdevelop” as a verb, “to underdevelop,” which made it obvious that

there were some other countries or organizations that were making that
underdevelopment be whatit was. In this case, there are obviously two sep-

arate things: to be underdeveloped only has meaning in refation to other

places that are developed, and-the distribution of “development” as a trait
iscreated by the deliberate actmns of some of those other organizations.
- Ttook this up in class when oné of the students, a clinical psyehologist
who found Mercer’s conclusions hard to accept, nsisted that mental retar-

~dation was, afterall, real, not just a matter of definition or relations. At least,

she said, there are some cases in which children are profoundly retarded. I

started my reply by asking the students whether they thought I was tall or

short (If you measured me, I would be about 5 "10", which, these days, is
not particularly tall, but not short eithet.) They looked confused and

- waved their hands as if to say that T was medium. I insisted on an answer

and, of course, they couldn’t give it. I said that [ used to be a shorter merm-
ber of the faculty, when one colleague who measured 6’9" and another
one who was 6'6" were around, but that I had gotten taller since they left. I
asked a visiting Japanese student if it wasn’t true that I would be tall in
apan. She laughed uncomfortably and finally said ves. I said that when I
wasin high school 1 would have been a reasonable height to play basketball
Ut not anymeore, and went on to point out that height was about as real 2
act' 4s you could hope to know about anyone—certainly as real, say, as re-
tardation or intelligence.

The trick here is to place any term thatseems to describe a trait of a per-
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son or group in the context of the system of relations it belongs to. That
shows you that the trait is not just the “physical fact” of whatever-it-is, but
rather an interpretation of that fact, a giving of meaning to it, that de-
pends on what else it is connected to. The first thing it is connected to ‘is
other traits, which have similarly been given meaning, so that they consti-
tute a system of possibilities. The graded series that runs from “profoundly
retarded” to “retarded” to “normal” to “gifted” ro “genius” is 2 good ex~

ample.

But, the analysis can go on, what else s this system connected to? Why

do these distinctions seerm “natural” to a no more than ordinarily reason-

able person? Why do they seem reasonable enough and important enough _' :

to act on? [ pointed out that [ myself was “profoundly retarded” " —in the
area of drawing. I could never draw a tree or a dog the way the “good draw-

ers”in my class could. As a result, I had always felt ashamed. This disability

had affected my life in nontrivial ways. Another student owned up to be-
ing “profoundly retarded” in the area of music, so unable to carry 2 tune
that she had always been told to just mouth the words when her grammar
school class sang in assemblies.

Why were these statements ironic, not serious? Because, obviously, _
these disabilities “don’t make any difference.” Nothing really bad happens
to you if you can’t draw or carry a tune. [t may be unpleasant and mlldly._

shaming. You may wish you could do these simpie things with as little trou

ble as others. But our world is notso organized as to require us to be able to

sing or draw.

Ourworld, however, is so organized that people mustbe able todo some :
things that “retarded” people can't do easily or well oratall. To getalong, at
Jeast at a level some people and institutions define as minimal, you have to’
e able to read a little, do a listle arithmetic, “catch on” to what’s going on.-
and pick up vartouskinds of ideas and skills within a certain Jength of time',-:
read maps, tell time, understand directions, and so on. Otherwise, you are

“SIOW.”

ing builtand maintained 2 world that makes those skills more or less nece

sary. You could build another kind of world where a similar necessity for

physical grace and dexterity would be builtinto its physical appurtenance

Tn such a world, it might be necessary, in order to open a door, to perform
some rather complex physical movement awkward people would haye
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. trouble with; some very awkward peopie wouldn’t be able to open it atall,

We might call these people “gawkies” and have special entrances to places
built for them, perhaps give thern special remedial classes in the hope of re-

- claiming thern for a productive life, although we might have to conclude
* sadly that their genetic endowment made it impossible.

So there is a great difference between a physical trait and its social im-

" portance. We all have all sorts of traits, only a few of which are socially

marked as important because of the way they are embedded in a system of
relations. They become important when the organization of physical and
social arrangements makes them “necessary.” Take height. If you are above
orbelow a certain range of height our physical arrangements make it awk-

“ward. If you’re short your feet won't reach the floor when yoursit in stan-
“dard chairs; if you're tall you’ll bump your head on deors if you aren’t
careful. Our social arrangements are somewhat more forgiving; but stili,

very tall women and very short men are exposed to troubles finding part-
ners the rest of us don’t have.

- All this has a historical dimension. Several centuries ago, people’s aver-
dge height was less tharritis now-—so doorways built in the fifieenth and
‘sixteenth centuries, unless they have been rebuilt, will catch careless con-
temporary people and burnp-their heads. Or take the skill of doing simple

arithmetic. Anyone, these days, who cannot do addition, subtraction, and
other simple arithmetic operations is certainly “slow;” maybe even “re~

tarded.”But those skills were not always required. Patricia Cline Cohen’s A
_.Cakulazing People (1982) showed that it wasn’t until well into the nine-
‘teenth century that the ordinary American really needed such skills; before
_'ti.i'at storekeepers and clerks might need them, but not the average person.
She calls these skills “numeracy,”in analogy to “literacy”’ The term empha-
sizes that it is because these are socially valued skills now;, built into our

veiyday operations, that we see them as such important human abilities;
tan eatlier time such skills might have been interesting cultural orna-
1étits Just as singing and playing the flute were, but certainly not “impor-
- ”

ant

:Skills and traies not only become more important, they also become less

important. Diana Korzenik’s book Drawn to Art {1985) describes the

Ea’zlges, back and forth, in the importance of skill in drawing in American
ociety. In the middle and late nineteenth century some important people
ecided that the reason the United States was falling behind in industrial-
ation was that Americans did not know how to draw. Much invention
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: .Sraxts important. If a negative trait is being assigned to people, powerful
_péople ¢an often prevent that from happening to them or thiir; II)f ome.
_tiuz?g gooc_i Is being passed out, they will do their best to see that. thzom:
.. Fhfezrs get it. In the 1980s, the US. Congress (presumably tryin toy o
- middle~class people something to balance the special resources begin jlwe
i cated t.c\ the education of poorer, so-called “underprivileged” chiigdr "
§§tl?or1‘zed a program for “gifted and talented” children. I suppose that :}I: )
_dzstmctzon mirrors, on the positive side, the distinction betw “ :
- foundly”and “mildly” retarded. R
“This program created a problern for teachers of visual art in the publj
- schools: how do you choose the children who are gifted or talentepd a 1(2
thus deserve extra training and opportunities? Even though middle—cln
parents are, by and large, more interested in other kinds of skills and tal -
han they are in visual art, still, if it’s there to get, they want it. The . en'ts
to the degree that the people who decide who gets such spe::ial trZ:vt;m )
fﬂ.eé ascientifically defensible way of making the choices involved W}jer;:
: .ls}?,o'wl ended up ata conference that was labeled as being about “ o
: ty’ in tl-sz* arts but turned out in fact to be about “Can YO?.I devise zr: amr_f
someability such that I can tell parents that children gotinto the Gifte;St Od
'_.Taler:teé Program on the basis of this test score and please leave me al o
?a'n tdo anything about it if your child’ score was low?” T
_$0 the teachers’ problem became a testers’ problem. \;Vhat do yo
sure to assess ability in visual art? This was a serious problem be:a ; m'ea'—
ﬂCh more difficult to agree on 2 criterion in art than it isinarith use' o
re dmg ‘There is, however, one thing that “everyone knows”is immmlC o
fo_.r .jﬂsual.art, and that happens to be the thing [ can’ do: drawing F(}}or;am
._I?gt.ely, it isn’t obvious that the ability to draw, even supposi: tllz1 (t?r'_
m}'ght be relatively €asy to test, is closely related to, say, success asga véz :j
artist, any more than such conceptual abilities as ability to visualize spagal

?_efpnshms or color sense or you name it. Furthermore, it’s obvious that
. you us‘e a criterion such as success as an artist you might want to includ
ch spczal and business skills as hustling. Still further, some visual arts, n :
bly phlotography, dont require any drawing abiliey atall, so any test b’asl}c;
_:d;ajving would necessarily make some 2TOSS erTors. ’ .
What s the point of this lengthy digression about “gifted and talented”?
Thatthe power of middle-class parents can affect the way this system of re -

_ tx_?ns 15 5et up and thus make it more or less important, and more or les;

lable to people of different kinds. But their powermay not be sufficient

and adaptation of machinery took place on the floor of industrial shops,
where workmen dreamed up improvements and inventions based on their
detailed experience of the operations involved. For that to happen effi-
ciently, workmen had to be able to draw plans from which the necessary
parts and equipment could be built. But American workmen had notbeen
trained in mechanical drawing and were not as good at it as were, for in-
stance, German workmen. Steps were taken:a movement o have remedial
classes for adults, so that workmen could acquire this necessary skill; a push
to have drawing taught more systematically in the elementary schools. But .
that emphasis on drawing was relatively short-lived; other developments
made drawing not so important after all, which means that in the 1930s I -
could go through elementary school and be thought a bright student even
though I couldn’t draw {and had, in addition, terrible penmanship, which?
would have been a severe handicap in the pre-typewriter era}. :
Who gets to say which traits are important enough to be made the basis
for serious and fateful distinctions? Sometimes it is our immediate associ
ates who will decide for themselves whether my inability to draw or your:
inability to do arithmetic or her inability to carry a tune are serious enough’’
to warrant special negative treatment, or whether my ability to remermber:
and be ready to play one thousand popular songs on the p1ano or your abil-
ity to imitate Cary Grant or Groucho Marx or Judy Garland warran
special rewards. Sometimes, and this is where Mercer’s results are so im<"
portant, the decision is put in the hands of specialized professionals, who_
possess special esoteric methods for making these determinations. One:
of Mercer’s truly shocking findings is that gross racial and ethnic dispro--
portions in labeled retardation do not appear when teachers recommend
children in their classrooms for intelligence testing—the children recom
mended display the same proportion of Mexicans, Blacks, and Anglos as:
the general school population. No, the gross overrepresentation of Mex’i
cans appears only when intelligence tests are given, when the decision to
classify a child as retarded is made by someone who has no experience of |
the child in the real life of the classroom and cannot interpret the bare te
scores in the light of other knowledge of the child. So the professionaliza
tion of these decisions, through the development of occupational S§>eciai
ties and monopolies, is another important historical variable affecting ho ;
“individual traits” come to be embodied in a set of social relations tha

make them important. L
Politics and power similarly affect how systems of relations make sotn

136
137




FOUR CONCEPTS

essence of the trick: if I take away frorm an event or object X some qualicy
Y whatis left? .
- This trick helps us strip away what is éccidentaﬁy and contingently part
of anidea from whatis at its core, helps us separate what’s central to our im-
- agf_.' of a2 phenomenon from the particular example it is embedded in, as
‘ _Wz.ttgens{ein isolates the core of our intuitive image of intention by sel;,)a~
~rating the contingent physical action from it Here’s an exampie. I wasonce
: pgrt ofa pgnel organized to talk about modern art. One of the other pan-
elists had become a serious, big-money coliector of contempoary art
three years earlier. When it was his turn to speak, he talked knowledgeabl
and at length abou his “collection,” which of course consisted of a Eargz
: pumber of paintings, scalptures, and other objects. As [ Hstened to him. |
thought, “I have a house full of paintings and other objects, just as he doe,s
_ -but [ don’t have a collection. Why not?”So I did the Wittgenstein trick I’
asked myself: “What is left over if we subtract from the idez of a coliec&io-n
Fhe fact that this collector has a large number of paintings and other art ob-
Jects in his house?” I turned to my data—the talk the collector was giv-
: 1.ng—-for the answer. He immediately "gave me part of the solution tobmy
-: pI:_oblem: his collection, as opposed to niy mere mass of objects, had, he
_alq, a“direction.” It was not Justan aimless assortment of stuff, the resul,t of
v.hzm and caprice; less pejoratively, it did not represent the untutored ap-
-phcation of his own taste. Rather, it resulted fiom and embodied knowl-
ége and trained sensibility (his own and that of his advisers}, and thus had
concrete and explicit aim and structure, Likewise, his collection had a
: f.qture.” It was headed somewhere, It would be the object of repeated
Y?%u&ticm by knowledgeable experts. [t was part of a world of artistic ac-
ity and progress, its very accumulation an act of substance in that world
:My stuff, in contrast, was just that: seuff T had bought because I liked it stuﬁ;
hgd traded my photographs for; accumulating it was just a private ac’t that
:ha_._d. no significance to anyone but me and mine., (The word “just™ is im-
52221:):;&::; jg)ﬁlﬁrmg as it often does in philosophical ralk “merely” or
q’ fact, as the collector talked, I realized that having the objects in the
hc:).tzise (or the office or any place he actually lived or worked) was not really
necessary to his having a collection. Accumulating the objects in one place
snss_t‘necessary to the ideaof a collection. Why not? If you are a dealer spe-
czal_;zmg innew, trendy art (the kind the collector collected), you insist be-
ofe you sella picce (the dealer who was the third panelist explained this to

to overcome the power of the entrenched professionals into whose hands
these determinations have fallen.
Asecond point to this example is that there are at least two kinds of sys-
tems of relations involved. In one, the reputationally desirable position is
in the middle, at the mean of whatever is being measured, like height. This
recalls Everett Hughes’s suggestion, discussed earlier, thatwe inspect devi-
ations from the average in two directions, looking both for people who
have more of whatever it is and people who have less. In his example, one
doesn’t wang to deviate fora the modal way of organizing sexual relations,
either by being “worse” than others (in ways that produce labels like “rake”
or “shut”} or by being “better” (being, say, 2 “goody-goody”). In otherre- -
lational systems, however, reputations and their results for one’s life get
“better” the farther you go in one direction, and worse the farther you go
in the other direction. Intelligence is like that, as are other traits like artistic :
ability. _ S
To summarize this set of tricks: Puttermsinto the full setof relations they
imnply {as “call "implies“short” and “gifted " implies “not gifted”). Thenlock -
at the way that set of relations is now organized and has been organized at -
othertimesand in other places (as in understanding that not knowing arith-
metic has a different meaning and different consequences than it did 150 ¢
years ago}. And, finally, see how things came to be organized the way they
are here and now, and what connections to other social arrangements sus-

tain that set of refations.

The Wittgenstein Trick

I've owned a copy of Ludwig Wittgenstein’s Philosophical Investigations for
years, but I read it the way Everett Hughes told me to read the sociological
writings of Georg Simmel: not to get a full understanding of what the au-’
thor might have meant, but rather as a way of generating ideas I could use
in my own research and thinking. One of Wittgensteins ideas has become
a standard part of my repertoire. Because it was provoked by a passage in
the Investigations, I think of it as the Wittgenstein trick. i
Discussing the philosophical problerms of intention and will in one of
the numbered paragraphs that make up the book, Wittgenstein makes this
remark: “Let us not forget this: when ‘I raise my arm, my arm goes up. And
the problem arises: what is left over if I subtract the fact that my arm goe
up from the fact that I raise my arm?” {Wittgenstein 1973,§621}. That’s th't:‘:'
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me) that the purchaser make the work available for loan to museurns for
exhibitions. If you, an art dealer, are trying to build an arcist’s reputation, it
does neither you or the artist any good to have an important piece sitting :_
in someone’s living room in the Midwest, no matter how much yousoldit -

for. The piece must be where it can be seen by “important people” {that s,

people who are important actors in the world in which such paintings are -

exhibited, bought, and sold) and thus contribute to the development of a

career. Many maseums have shows that are pare of this process, and the pur- :

chaser of 2 work must make the purchase available for them. In fact, [ had

been in Amsterdam a few months earlier, and had seen, in a show of work :
by New York artists at the Stedelijk Museum, many pieces by the artists the
dealer on the panel represented, some of themin the collector’s collection.
Truly “with it” collectors thus might not see sizable fractions of their col-
lections for long periods of time. In fact, of course, some people’s collec-
tions, or portions thereof, are often on more or less permanent Joan to.

museums (which hope to be left those works in the lender’s will).

Using the Wittgenstein trick, then, whatis left when you take away from :
“collection” the idea that you have a lot of art stuff in the house? What
seerned to be left (in this situation at least, but I think it would be 2 com-"
mon view of the problem) was the idea of the collectorasa person whohas™;
the financial and cultural resources (the latcer what Pierre Bourdieu has.
called “cultural capital”) to choose and acquire objects that represent what'
will eventually turn out to have been major trends in modern art. In his’
talk, the collector said something like this: “The idea is to find out how to
get the best work of an artist who will be historically significant, works that
will turn out to be a major part of art history. Your reward is to have your:
judgment approved by history” On this view, where the objects are is irrel- -
evant, and having objects in itself doesn’t make youa collector. The objects
are merely the visible symbols of the decisive action the collector has taken:
by staking big money and a reputation for sagacity and sensibility on the
choice of art works, and it’s that action that is crucial to understanding
whata collection is. (Which is why some members of the art world dispute
the characterization of Joseph Hirshhorn, for whom a major art museum
in Washington, D.C. is named, as a great collector. Can you, they complain;
be 2 great collector if, as he s said to have often done, you just walk into ant
artist’s studio and after a quick look around buy everything in 1t? Where’s
the sagacity and sensibility in that? This, of course, is an art world com-
plaint, not a sociological judgment.) And it’s notjust the action the collec-
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“tor takes that’s important for understanding the idea of a “collection,” ob-
“viously; it’s also the action the rest of the world takes by making what the

- collector has accumulated significant in art history or not. {I've drawn on
- Raymonde Moulin’s analyses [1967, 1992] of the French and interna-

tional art markets for some of these ideas. An attentive reader will see, too
L

 that this trick is another way of describing what you've studied without us-
ingany of the specifics, which is what the Beck trick does.)

Enlarging a Concept’s Reach

The Wittgenstein trick, then, lets us isolate the generic features of a series

.of cases we think have something in common, the features out of which
~we can construct the generalization that is a concept. Once we have iso-
Jlated such a generic feature of some social relation or process and given it a

name, and thus created a concept, we can look for the same phenomenon

'.in places other than where we found it. The study of prison cultures fur-
-nishes a nice example.

- Students of prisons (e.g., Sykes 1958) had demonstrated that the in-
~mates of men’s prisons developed an elaborate culture. Inmates created
onvict governments that took over many of the functions of keeping or-
derin the joint; they developed informal but orderly markets in cigarettes,
“drugs, tailor-made prison uniforms for the snappily dressed convict, and a
‘Variety of personal services; they organized sexual activity; they enforced a

trict code of convict behavior emphasizing the necessity of never giving

nformation about other prisoners to prison guards and officials,

Amnalysts of prison culture atrribured these inventions to the depriva-

ions of prison life: deprived of autonomy, prisoners carved out a govern-

mental structure that got some autonomy back for them, and 2 convict
ode {of which the prohibition on snitching on other prisoners to prison

_ .taﬁ' was a2 major component) that preserved that autonomy; deprived of
'drugs, sharp clothes, and other goods they were used to in civilian life, they

“organized markets to provide those things; deprived of sex, they impro-

‘vised a system of predatory prison-specific homosexual relationships that

~did not threaten their self-conceptions as macho men. The sociological

: generaljzation, aspecification of a more general set of ideas that goes back

-to William Graham Sumner, was that prisoners collectively develop a cul-

‘ture that solves the problems created by the deprivations of prison life.

So far, so good. With this theory in mind, Ward and Kassebaum (1965)
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studied a women’s prison. They found none of the things the theory of
prison culture had led them to expect. Quite the opposite. Even the offi-
cials of the prison complained about the lack of a convict code: the women
were forever snitching on each other in 2 way that made a lot of tronble for
them and thus for the prison staff. No real underground market existed.
Sex life was not organized in the predatory style of the men’s prison; in-
stead, the womnen developed pseudo-famnilies, with butches acting as the
husbands and fathers of a collection of wives and daughters. (See also Gial-
lombarde 1966.} .

Did these differences—the absence of any of the things predicted by the
available theory of prison life—invalidate the generalization that the dep-

rivations of prison life lead to the creation of a prison cultare? And did that
in turn mean that no generalizations about prisons were possible? Notat

all. They meant that the generalizations are not about how all prisons are
Jjust the same, but about a process, the same no matter where it occurs, in

which variations in conditions create variations in results (which is actually -

a much classier form of generalization anyway). :
In this case, the theory wasn't wreng, but you had to putin the right val-

ues of the variables, so to speak, to see how it was right. You could still say
that the deprivations of prison life led to the creation of prison culture, but
that was tzue only if you understood that these deprivations were different
for men and women. Women were not deprived of autonomy because, a5
they explained to the researchers, they had never been autonomous; they,
had always lived under the protection of and been subject to the authority
of aman:a father, husband, or lover. What prison deprived them of was ex-:
actly that kind of protection. So, rather than develop 2 convict government

1o replace the autonomy they didn't muss, they developed a systern of ho

mosexual relationships in which one woman stood in as the masculin

protector.
New women prisonets were especially afraid because, due to variatic

in the gender distributions of ‘crime, men’s prisons have a lot of profes
sional criminals serving time for robbery, burglary, and other less violen

crimes, while most women prisoners aze in for drugs and prostitution, and

for the typically amateur “crime of passion”—that is, murder. Since ther
are thus more muzderers in them, women’s prisons sound like very d
gerous places to be, even to the murderers who know that they themselve

aren’t dangerous (they just wanted to kill that one person who done them

wrong). So even the murderers are looking for someone to take car
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them. Similarly, women’s pri i i
‘ 2 prisons typically allow inmat i
want, like cosmetics and clo thes, ot o s they

so there is no need &
s or an underground

In short, women prisoners are deprived of different things than
l?oth b-ecause their lives on the outside and, therefore, their needs on thm'en’
side, differ, and because the prisonisrun differently {;)r them. Their ¢ Ie -
© Tesponds to that difference. The generalization is stiil true, ev;en th;r b
Tesults are quite different, , e

The general lesson here, the trick to be applied elsewhere, is not to 1y
take a specific instance of something for the entire clags of ;’}henom v
~ belongs to. Deprivation probably leads to the collective develo me:la 1;
v 'Ci.lltilral practices designed to relieve it in all sorts of settings, but ph .
-stitutes deprivation may vary considerably, R
. _hWe are most likely to confisse part of 2 class for the whole in this wa
when the class has gowell-known name that applies to an equally Weﬂi]

7almost

. knows that, Education, conventionally defined, consists of knowledgeah]

pé();ﬂe teaching people who are Jess knowledgeable, and typicall g: o
_..przsmgly, less powerfurl and less well-placed (children orimnfj a ’ ni? i
stance), and doing it in schools, That's what education js s
- If, however, we think of education .

elieve,

: - You can study, as an example of
g 0w young people learn to use marijuana. You may find, as
chaps and Sanders did in 1970 (and it might be different a¢ another tirr;e)
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that define the concept, you have enlarged its reach. You have discovered

' clal forms that grew u
new people who do the job of teaching and new relationships in which it

around : .
(Goffman 1963), The ! people who had stigmas of various kinds

brilliance of th
. & .
is done. se analyses was to show that, in the

It’s quite likely that the process by which boyfriends teach their gisd-
friends to smoke dope has alot in common with other activities in which
knowledge, skill, and ideas are passed on. It might, for instance, resemble
the system described by Gagnon and Simon {1973), in which young
women teach their boyfriends to engage in romance, which they have
been practicing in solitude for quite a while, while the boyfriends are
reaching them to engage in sex, which they have similarly been practicing
in solitude. If the process works, and each learns what the other knows, .

+ itsreach and our knowledge.

L. .
It’s time in the next chapter to consider s

] ' ' ome more formal
" ways of
working with concepts, ways that use the dev; ;

ces of serious formal logic.

they can manage to fall in love in the more or less standard way.

These processes of peer teaching and mutual learning may, in turn, have
their counterparts inside schools and other so-called educational institu-:
tions. Personal computer users often teach each other how to use their ma—-
chines, despite or perhaps because of the more conventional standardized |
instruction available here and there. Students in conventionai educational =
institutions have repeatedly been shown {(e.g., Becker, Geer, and Hughes :
[1968] 1994 to teach each other how to deal with the constraints, require-
ments, and opportunities those places embody: how much of the assigned
work you really have to do, for example.

To take another variation on the standard model of education, some
kinds of teaching and learnming are, unlike the elementary and secondary
education that form the archetypal instances that define the concept, o=
tally voluntary: lessons in piano playing, tennis, and French are all like that
They take place in profit-making establishments, are often if not always in-
dividual, and have no fixed term. The students get no crediss and no de -
grees. They just take lessons until they feel they aren’ getting anything otit
of it any more. The distribution of power between student and teachet '
so different from the stereotypical school that this is bound to be a some-
what different generic type. (See the discussion in Becker 1986a, 173-90.)

An exceilent, perhaps the best, way to enlarge the reach of a concept’
to forget the name entirely and concentrate on the kind of collective _aic
tivicy that is taking place. A good example of this strategy is Erving Goff:
man’s analysis (1961) of what places that had the generic features of “total
institutions” had in common with respect to the way their inmates (be'tké:_yj
nuns, sailors at sea, or mental patients) had to live and the kinds of adjus
ments they made to living that way. Or his analysis of the characteristic_}sc
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clues to where to look next. The two main varieties of logical tricks I'll
consider here have to do with looking for the implicit major premises of

“arguments, and using truth tables to generate lists of possible combina-
‘tions.

LOGIC

Find the Major Premise

Classical logical arguments consist of syllogtsms, the most classical exam-
ple being the one that explains that all men are mortal, Socrates was a man,
therefore Socrates was a mortal. Q.E.D. The standard analysis of such ar-
guments divides what is said into a major premise, which states a general
truth already agreed to (in this case, that all men are mortal); a minor prestise,
which states a particular fact also agreed to (in this case, that Socrates was 4
man) anda conduswn/a statement that i3 said to follow from the fact of the
minor prermise being a special case of, and therefore included in or covered
by, the general truth stated in the major premise. Everett Hughes used this
élassical logical analysis, in a way that can be generalized to many other
ituations, to understand 2 problem in race relations in the United States.
'Hughes was interested in the way social scientists had, in the 1940s, been
ed astray, diverted from the real work to be done, by trying to disprove
tatements of fact made by racists. If someone said that Negroes smelled
worse than whites, these misguided do-gooders would set out to prove
hat, in fact, white people couldn’t tell the difference between white and
black sweat. And these researchers were positively overjoyed when their
data also demonstrated that Chinese Americans found white sweat espe-
ially distasteful. Such researchers, Hughes said, allowed themselves to be
misled because they did not sce the Iogic of the arguments they were try-
fig to combat, He explained that underlying logic this way:

We have looked in all the places we ought to look to find all the things we
ought to find, and in all the places we might not have thought to look if Twe‘ :
hadn’t used some of the tricks we've already discussed. (We have, for in---
stance, looked in the angelic as well as the dizbolic direction for cases on -
which to base our generalizations, as the chapter on sampling recom-
mended.) And we have found out a lot. We have a lot of cases of a variety
of phenomena, and we know a lot about therm.
But there’s more to do and learn. There are ways to get more out of what
we have. There are more things we want to know, and there are ways to get
to some of them without getting more data. The tricks that let us do that -
are more or less purely logical. I don’t mean, when I speak of a “logical
trick,” the application of a stricdy syllogistic logic, a simple combining of
what is known according to Aristotelian or some other rules (though that’
not in itself bad and some of it is involved in what I'm going to describe).
mean, rather, using tricks of logical thinking to see what else might be tru
ifthe things you already know are true. What can we extract from what we
already have that will give us ideas we wouldn't have found otherwise?
That’s logic: ways of manipulating what we know according to some set
of rules so that the manipulations produce new things, the way you can use.
the primitive entitics and operations of a mathematical system to produc
results you would never have imagined those primitives harbored.
We don’t derive these new entities just for fun. The possibilities log1
gives us tell us there are more things to fook for, and more places to Jook fo ;
them, just as the periodic table told physicists that elements they hadn’
even imagined possible were out there waiting to be found. Studying soci
ety is a process of back and forth, ooking in the world, thinking about:
what you’ve seen, and going back to have another look at the world. Tins.
chapter is mostly about the thinking, but the results of the t§11n§<mg are.

Each of these rationalizations brought up in defense of racial and
- ethnic injustices is part of a syllogistn. The minor premise, stating
- an alleged fact, is expressed; the major premise, a principle, is left
--out. Instead of driving our opponents and ourselves back to the
. ‘major premise, we [liberal social scientists, that is] are content to
- question and disprove the minor premise, the allegation of fact.
. Suppose we take a couple of the common statements: “Jim

‘Crow practices fwhich mandated separate public facilities, such
_-as theater seats, toilets, eating places, and barber shops, for Ne-
_groes] are justified because Negroes smell bad,”and “Jews should

" not be admitted to medical schools because they are aggressive.”
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He analyzed these statements this way. The argument that Jim Crow prac-
tices were justified began with a major premise (neither explicitly stated or
empirically demonstrated), the assertion that there should be separate pub-
Jic facilities for people who smelt bad. This is followed by an explicitly
stated but not empiricaily demonstrated minor premmise, namely, that Ne--
groesin factsmell bad. Ifthe premises are both true——needless to say, a very
large if—then the conclusion that Negroes should have separate faciligies’
inevitably follows.

The second argument, simnilarly analyzed, would read like this:

borhocd lowers property values and that such movement should therefore
be prevented. That’s a syllogism many groups have found themselves on
both ends of in American cities, since the same group can easily be both
the people who lower someone’s property values by moving in and the
?eople whose values are in turn lowered by yet another group moving in
on them. The major premise here asserts that, although people need to act
'gggressiveiy in their own interest to “get ahead” in America, they had bet-
“ter not let the aggression and naked selfinterest show. This too is some-
thing people would rather not talk about:

People who are aggressive beyond some determined degree
should not be admitted to medical schools. [Major premise]
Jews are aggressive beyond this degree. [Minor premise]
Therefore, Jews should not be admitted to medical schools.
[Conclusion] (Hughes [1971] 1984,214)

The thought that I may be one of those whose presence in a
neighborhood might—through other people’ attitudes toward
me—reduce its desirability to them is not a pleasant one to face
-especially when combined with my own concern lest somé
- group of people from whom I'wish to be dissociated may sonze
- - day threaten the neighborhood in which [ have achieved a social

Whatinterested Hughes was that the major premise of each of these éﬁ(l— : .
_footing and perhaps a dearly bought family house. (215-16)

logisms was, s he said, suppressed. That is, no one stated the full syllogism
as the justification for the injustice being committed because, he sug-
gested, the implied major premises were such that “people of our culture,
those who believe in racial and ethnic equality, as well those who use these
rationalizations, do not care to bring [them] outin the open™ '

And that is in turn the major premise no one wants to inspect that under-
es the syllogism about Jews and medical schools:

“We Americans do not kike to talk about just what degree of ag-
. gressiveness is proper; we maght find that the amount of this
_virtue necessary to realize our ambitions is greater than the

We are a people who can be frightened by advertisements which _
~ amount which turns it into a punishable vice. (216)

ceil us that we will not be promoted to be superintendents of fac-
tories and sales-managers of businesses unless we smell nice; and
the American woman can be frightened by the threat that she
will not get her man or that she may lose him over a matter ofa
Jittle unpleasant odor of which her best friend can’t bring herself
to speak. [He refers here to 2 deodorant slogan of the day that
warned, “Even your best fiiend won’t tell you that you suffer
from Body Odor”} We are not told at what pointin his rise to au~
thority and higher income the man who is about to be lost must
begin to make himself pleasant. Nor do we learn whether the
man who is about to be last had so sensitive 2 nose when he got
the gitl, or whether he picked up this nicety later. But the refer-
ence to the great——and legitimate—American dream of getting
ahead is obvious enough. And itis perhaps not difficult to under-
stand why we do not question the main premise behind the
leged fact of Negro odor. ({1971} 1984,215)

._ }Tiughes’s examples may seem somewhat dated now, though the prob-
.e_.ms ke deals with are probably not so much behind us as we would like to
: t}?i.{ik, and his analysis is chiefly concerned with statements of ethnic preju-
1§e_'_gnd how right-thinking people ought to deal with them. His advice
bout that is still pretey good.

ﬁs't’What I'want to make explicit here is the analytic trick Hughes used
: get where he was going. He identified some common racially preju-
ICjC:d ?emarks as parts of an incomplete logical argment, Someone states
?nf:lusion and supports it with a statement of fact that serves as the mi-
or P_remise of a syllogism that is never openly and fully stated. A simple
g _c_;x:I exercise then shows you what the major premise must necessarily
£:t0 make the minor premise lead to that conclusion. So extracting the

dé.l.r.l major premise is the first trick he teaches us.

_H_u_g'hcs gives us more. He tells us to ask, further, what made the argu-

nt, stated in this incomplete form, seem so compelling and unanswer-

Hughes goes on to examine the similar major premise that lay behit
the allegation that the movement of 2 “lower” social group into a neigh
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able. It needn’t always be true that the major premise causes such ambiva-
lence as the examples Hughes$ useci ‘What will always be the case, his analy-
sis leads us to think, is that the major premise will be so rooted in people’s
daily experience as not to require demonstration or argurment. So thesec=
ond part of the analysis is more sociological than logical, atrned at ﬁnc?ing
the patterns of daily life that produce thatkind of common-sense certainty
among people who share the characteristic problemns, constraints, and op-
portunities of a social situation.
Seen in this more general light, the trick helps solve several commonre-
search problems. The people we study often do things that seem strange,
hard to understand. We can usually understand those activities better when
we extract and make explicit the major premises that have been Jeft un-
stated, and see how they arise out of and are supported by the experienc
of daily life. For example, we see and hear people make distinctions b
tween categories of things and people, but we seldom hear them expia._
why those lines are the right ones to draw, Further, our own theoretical
reasoning often (I might better say usually or always) Jeaves something
portant out, something that can be discovered by logical analysis. By
bringing the left-out something back into our analysis, we can add new di
mensions to our thinking and understanding. Better yet, if welook tow
ir our own experience as social scientists led us to leave that something
out, we will learn an important lesson about how we work that mightsta
us in good stead in solving other research problems.

Drawine tas Livg: CROCKS

One kind of line-drawing consists of stating that “There’s his kind and
_there s that kind.” For years I've entertained my fieldwork class (T hope I've
entertained them) with the story of the word “crock,” as that term is used
b}? medical students, using it as an illustration of how you can use the trick
of uncovering people’s unstated assumptions in the field to find out what
éﬂestions you should be pursning, as a way of solving the mundane re-
search problem of what you should do today, who you shouid talk to or ob-
sefve in order to find out what, As we'll see, the trick takes you far beyond
S_lmply uncovering an ideological contradiction, takes you right to the
héart of how  complex social activity is organized and carried out. (The
lengthy account that foﬂs;ééé;\originaﬂy written for other purposes, can
alsobe read as a real-life example of what people actually do when they “do
ﬁéidwork.”)

It the fall of 1955, I moved to Kansas City to begin fieldwork at the
f;iversity of Kansas Medical School, on the study of medical education
P've mentioned earlier in this book (Becker et al. [1961] 1977). When 1
showed up at the school that fall, I knew [ was supposed to study medical
udents and medical education; but, to be truthfirl, { had very little idea of
hat I was going to do beyond “hanging around with the students,” going
lasses and whatever else presented itself.

‘L'had even less idea what our “problem” was, what specifically we were
_gdirzg to investigate. Social scientists had constructed a field called “social-
: ation” at the intersection of sociology and social psychology, and Robert
rton and his collaborators had been studying the socialization of med-
al _udents to the role of doctor. Maybe that was it, but I wasn’t comfort-
le wwith that way of describing what [ was going to do. My dissertation, a
; dy of schoolteachers’ careers, could have been said to be in the “sociol-
gy of eéducation,”but that didn’t seem to be the best way to study medical
ents ither. The farthest 1 had gone in conceptualizing my probler was
sa‘j'f"to myself that these kids entered the school at one end and four years
tér camie out the other end, and something certainly must happen to
em'm between.

Understanding Strange Talk

When we gather data—in interviews, through observation, or by reaéz g
documents generated by the people and organizations we study—-—we
ten hear or read language that draws a line, separating things into ‘cal
gories. We hear people make distinctions, between “us” and * them,
common distinction well known to be sociologically significant, and be
eween “this” and “that*which is the more general form. You can treat thes
distinctions as diagnostic of that organization, those people, their 51t
tions, their careers. When your notes record such dlstmctlon—makmg af
line-drawing, you know that this is something to follow up, to find:o
more about, Who is drawing the line? What are they dxstmgmshmg
tween by doing it? What do they think they will accomplish by ma _
that distinction, drawing the line there?

| any event, | was more concerned with our family’s move from Ut-
é_'{%hét arelief to get out of there!) to Kansas City (which { hoped,and
ned out to be true, wouid provide a better place to practice my other
: p;ano playing), and with getting to know my way around what

150 151




FIVE LOGIC

seemed to me the enormoﬁ; buildings that were the University of Kansas
Medical Center.

I knew next to nothing about the organization of medical education;
and consoled myself about my ignorance with the “wisdom” that told me
that therefore I would have no prejudices either. How scientific! 1 didn’t
even know, and had to be told, that the first two years of the four-yeat
medical course were mostly academic, while during the last two “clinical”
years students actually worked on hospital wards, attending to patients.

Fortunately, the Dean of the school took me in hand and decided that I
should begin my investigations with a group of third-year students in the
Internal Medicine Departmnent. There were two third-vear student
groups, superintended by different faculty members, and he took care that
I ended up with the one run by the “benign” doctor. 1 learned soori
enough that the other was one of those legendary terrors whose {emper

had to take matters into my own hands and set the right precedent.
' Neither the Dean nor anyone else had said I could watch while students
ekamzned patients. On the other hand, no one had said I couldn’t do that.
My presence during a physical examination might have been construed as
a violation of patient privacy, except that it would be a joke to raise that
mateer in a medical school, where such intimate procedures as rectal and
vaginal exams were often carried out before a sizable audience. The stu-
dent, being new at examining patients, wasn’t too eager to have me watch
him fumble. But if I let the situation get defined as “The sociologist can’t
‘watch us examine patients” I'd be cut off from one of the major things stu-
dents did. So I said, with a confidence [ didn’t feel, “OK. I'll come with
‘you.” He must have thought Tknew something he didn’t, and didn’t argue
the point.
Making rounds worked like this. The physician whose group 1 was
‘working with had a “service,”a number of beds occupied by his patients. A
résident or two and an intern worked on the service, and six students were
aésigned to it. Every patient was assigned to a student, who was responsible
for doing a physical examination, taking a history, ordering diagnostic
sts,making a diagnosis, and planning a course of treatment. Mind you, ail
hat work was done again by an intern, a resident, and the physician, and
the treatment the physician decided on was the one that was carried out.
- Every morning the whole group assembled and walked around to see ail
the patients on the service; that was making rounds. At each bed, the physi-
“ciani talked to the patient, asked the house staff about any developments
“since yesterday, and then made that patient the occasion for an informal
iz of the student to whom he or she had been assigned. The quiz could
‘beabout anything, and students were nervous about what might come up.
“During my first week in the school, while [ foliowed the students and
thers through the ritual of making rounds, I made a big discovery. It
wasni’t the breakthrough “Aha!” that researchers often report. Rather, it
as a piece of detective work that took me, and several of the students,
most of the next week. lis ramifications occupied me and my colleagues
ot the duration of the project.
-'One morning, as we made rounds, we saw a very tatkative patient, who
ad multiple complains to tell the doctor about, all sorts of aches, pains,
nd unusual events. I could see that no one was taking her very seriously
d; on the way out, one of the students said, “Boy, she’s really a crock!”
nderstood this, in ?art, as shorthand for “crock of shit” It was obviously

cowed students, house staff, and most of his patients. S

I didn’t know what internal medicine was but learned quickly enough
that it had to do with everything that wasn’t surgery or pediatrics or ob
stetrics or any of a lot of other named specialties. [ soon learned too that’
the people who practiced internal medicine considered themselves, arid
were considered by others, to be the ineellectuals of the medical business;
as opposed to the surgeons, who were thought to be money-grubbing
brutes, or the psychiatrists, who were thought to be crazy themselves. _

With no problem to orient myself to, no theoretically defined puzzié b
was trying to solve, I concentrated on finding out what the hell was going!
on, who zll these people were, what they were doing, what they were talk
ing about, finding my way around, and most of all getting to know the §i%)

students with whom I was going to spend the next six weeks. [ was a Jew
ish smartaleck from the University of Chicago and they were several vari
eties of stall town and larger city Kansans and Missourians, but we got'o'
well from the start. They were interested in what [ was doing and curicus
about my work and job (“How much do they pay you to do this?” the
wanted to know). They thought it was nice that | got paid to study them, :
and did not doubt that they were worth the trouble. =8

None of us were sure what I was “allowed” to do or which things they.
did were “private,” while others were OK for me to follow along on
Clearly I could go to class with them, or make rounds of the patients wit]
them and the attending physician. But the first time one of the students go
up and said, “Well, [ have to go examine a patient now,” [ could see that
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invidious. But what was he talking about? What was wrong with her hav-

ing all those complaints? Wasn't that interesting? (By the way, this first pa-

tient was in fact 2 woman and the noncrock that followed a man, which

“confirmed” for everyone involved the medical stereotypes that said

crocks were overwhelmingly women.)

As I've already said, my discovery of what the word “crock” meant was '
not a lightning bolt of intuition, On the contrary, it was 2 version of the'
trick of extracting an unstated premise or prenises that was guided by so=

ciological theorizing every step of the way. Like this. When I heard Che

call the patient a crock, | engaged in a quick but deep theoretical analysis. I

had a piece of theory ready to put to work here. To put it most preten

tiously: When members of one status category make invidious distinctions':-
among the members of another status category with whom they regularly"_
interact, the distinction will reflect the interests of the members of the first:
category in the relationship. More specifically, and perhaps less forbid--
dingly, the invidious distinctions students made between classes of patients -'

wottld show what interests they were trying to maximize in that relation

ship, what they hoped to get out of it. To make the connection to major

and minor premises clear, we could say that when they made this distinc
tion, they reasoned from some premise they found it unnecessary to mak

explicit, something so obvious to them as not to require saying or even'’

thinking explicitly.
So, when Chet called the patient a crock, I made this theoretical analy
sis in a flash and then came up with 2 profoundly theoretical guestion

“What's a crock?” He looked at me as if to say that any damn fool would:
know that. So I said, “Seriously, when you called her a crock, what did you'
mean?”’ He looked a little confused. He had known what he meant when:
he said it, but wasn’t sure he could explain it. After fumbling fora while, he .
said it referred to someone with psychosomatic iliness, That let him off the .

hook for the moment by partially satisfying my curiosity, though I sti

wanted to kniow what interest of his as a student was viclated by a patient

with psychosomatic illness.

But, 25 a good scientist, I wanted to check my finding out further, so 1.
held my tongue. The next patient we saw, as it turned out, had a gastric ul-
cer, and the attending physician made him the occasion for a short lecture:

on psychosomatic illness, with ulcer the example at hand. It was quite in

teresting, and when we left the room I tried out my new knowledge ané”:
said to Chet, “Crock, huh?” He looked at me as though I were a fool, and!
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said, “No, he’s not a crock.” Lsaid, “Why not? He has psychosomatic dis-
Y psy

“éase, doesn’the? Didn’t you just tell me that’s what a crock is? Didn't we just
“spend ten minutes discussing it?” He looked more confused than before

and another student, eavesdropping on our discussion, undertook to clear

1tup: “No, he’s nota crock. He really has an ulcer”

I don’t remember all the details of what followed. What I do remember

is that T got all the students interested in the question and, between us, with
‘me asking a lot of questions, and applying the results to succeeding cases,
‘we ended up defining a crock as 2 patient who had muitiple complants bat
‘o discernible physical pathology. That definition was robust, and held up
-:under many further tests.

- But my problem was only%a‘lf solved. I knew that students thought

“crocks were bad, but I stifl didn’t k: ow why . What interest of theirs was
‘compromised by a patient with many complaints and no pathology? What

were they not saying that made that reasonable? When I asked them, stu--

“dents said that you couldn’t learn anything from crocks that would be use-
fulin your future medical practice. That told me that what students wanted

0 maximize in school, not surprisingly, was the chance to learn things that

would be useful when they entered practice. But if that were true, then it
‘seemed contradictory to devalue crocks, because there were many such

atients. In fact, their teachers, the attending physicians, liked to point out

“that most of the patients a physician saw in an ordinary practice would be
‘like that. So a crock ought to provide excellent training for practice.

- When ! pursued that paradox, students rold me that you might have alot
‘of patients like that later on, but you couldn’t learn anything from seeing
them here in school. Not what they wanted to learn, anyway, Which was

what? They explained that all their teachers ever said about what to do

with crocks was that you should talk to them, that talking made crocks feel

‘better. The students felt they had learned that with the first one. Succeed-

ing crocks did not add to their knowledge of crockdom, its differential di-

‘agnosis, or its treatment. A crock presented no medical puzzles to be
olved.

“What they wanted to learn, students said, was a certain kind of knowl-

‘édge that could not be learned from books. They studied their books duti~
Hfully, preparing for the quizzes that punctuated rounds and other such
“events, but believed that the most important knowledge they wouid ac-
quire in school was not in those books. What was most worth learning was
~what my colicagues and I eventually summarized as “clinical experience,”
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":'1*ve had three patients with myocardial infarcts (as [ learned, with the stu-
:-'denis, to call 2 heart atrack) and you've had three patients with diabetes, it's
“obviously mutually advantageous for us to trade, so that neither of us
wastes our time learning the same facts and having the same experiences
‘three times while missing another equally useful set of facts and experi~
nces altogether.

“Students disliked crocks, | eventually learned, forstill a third reason_Like
- their teachers, students hoped to perform medical miracles, and heal the
ick, if not actually raise the dead. They knew that wasn't easy to do, and
hat they wouldn’t abways be successful, but one of the real payoffs of med-
cal practice for them was to “do something” and watch a sick person get

the sights, sounds, and smells of disease iz a living person: what a heart
murmur really sounded like when you had vour stethoscope against a pa-
tient’s chest as opposed to its sound on a recording, how patients whose
hearts sounded that way looked and talked about how they felt, whata dia>
betic or a person who had just suffered a heart attack looked, even smelled
like.

You could only learn those things from people who had real physical
pathologies. You learn nothing about cardiac disease from a patient who'is
sure he's having heart attacks every day but has no murmurs to listen to,nd
unusual EKG findings, no heart disease. So crocks disappointed students by
having no pathology you could observe firsthand. That showed me an im-
portant and characteristic feature of contemporary medical practice: the
preference for personal experience over scientific publications as a source
of the wisdom vou used in guiding your practice. We eventually called this

well. But you can’t perform 2 medical miracle on someone who was never
ickin the first place. Since crocks, in tge.:_studentview, weren't “really sick,”
hey were useless as the raw material of medical miracles,

- "We eventuaily called this attitude the “medical responsibility” perspec-
tive, and saw its traces everywhere too. Perhaps its most bizarre (to alayper-

the “clinical experience” perspective, and found its traces everywhere. Per-
haps most importantly, even faculty who themselves published scientific
papers would say, in response to a student’s question about something re o) cutcropping was the idea that you weren’t fully operating as 2 doctor
ported in a medical journal, “I know thats what people have found but I've .

tried that procedure and it didn’t work for me, so I don’t care what the jour:

uhless whatyou did could, if done wrong, kill people. This was enshrined
n4 put-down of the specialty of dermatology we heard several times:

nals say.” Your can't kill anybody and you can’t cure anybody” A more accurate ren-

tion of the general principle involved would have been “You can't cure
anyone unless you can kill them”

Crocks had other irritating characteristics, which students eventually.
explained under my barrage of questions. Students, perpetually over-
worked, always had new patients to work up, classes to go to, books and ar:
ticles to read, notes to record in patient charts, Examining patients aiWélYS'
took time, but examining crocks took forever. Crocks had dozens '_o{.'

Learning what a crock was was thus a matter of carefully unraveling the

multiple meanings built into that simple word, and especially of working
out the logic of what was being told to us, finding the major premises on
wﬁl_'ch student {and staff, for that matter) activities were based. The trick
iete is not dazzling and requires plenty of work, consisting as it does of fol-
owing out the uses and meanings of terms that seem, when we first hear
hé:n:i,istrange and even unintelligible. Making people explain what we
o'z_';"t_ tnderstand, and checking it against what we see and hear, produces

symptoms to describe and were sure that every detail was importam.Thgy'
wanted to describe their many previous illnesses in similar detail. Many of
them had been able to persuade physicians (who, the students though
should have been less pliable) to perform multiple surgeries, which they
also wanted to describe fully. {I remember a patient who had had so many,
abdominal surgeries that her navel had been completely obliterated. That
made a deep impression on all of us.) .

So crocks took much more of your time than other patients and gave.

the thissing premises in the arguments they routinely make to explain and
us:fi_fy what they do.

This may seem obvious, but sometimes the distinctions people make
eern so mundane, so trivial, that we don’t pay much attention to them, and
theteiw lose some analytic grasp we could have had. Some other examples
re :"ré_trar&ciai terms, the terms Samuel Strong (1946) described in his
néljr_sis of social typesin the black community in the 1930s (“race man” or

ncle Tom,” etc.); such sex role terms as “sissy,” “tom boy,” and “tease,”

you much less of anything you wanted for your trouble. That showed me
another important feature of medical school life: everything was a tradeo

of time, the scarcest commeodity for a student or house officer, for other:
valuable things. We found the traces of that proposition everywhere_ioo
For instance, students often traded patients with each other. Why? Well,if
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' style, what these photographers do, now the conventional norm, will be
overthrown or, at least, will have to share whatever there is to share with
this new thing. Specifically, a contemporary art photographer who says of
-~ some new form of making or exhibiting photographs—such as, let’s say,
"exhibiting photographs in a computer—“That isn’t photography” means
“Idon’t want people who do work like that to be able to geta Jjob teaching
ina department of photography in 2 university or art school, T don’t want
‘them to be eligible for grants from the Photographic Division of the Na-
tional Endowment for the Arts, I don’t want their work to be exhibited in
_the places I exhibit or published in the places I publish” This could be la-
beled as “turf talk,” but that doesn’t cB‘nvey the full import of making such
a__dsszmctmn, because what is involved Js\also a conception of reality. Peo-
plé who say “That isn't photography” have organized their lives, or some
@art of their lives, around thinking that certain ways of doing and seeing
ate the “right” ones. It’s how they see the world, so someone who does
things differently doesn’t just interfere with their livelihood, but also chal-
lenges their hold on reality, which is what lies behind some of the anirnus
insuch remarks (Becker 1982, 305-6).

Aspecial and important version of this kind of line-drawing, and one in
Which the hold-on-reality element is very strong, is epistemological, as
6c'>nveyed in“Thatisn’t science.” Science, for many academics and intellec-
$@ials, refers to something special. To speak of science as distinct from other
. {:ci‘ms of knowing is to announce as real the possibility of arriving at war-
ranted knowledge of the world that is independent of anyone’s beliefs and
temperament. The existence of that method is a safeguard against the irra-

tiona, whick forever threatens to burst out and destroy civilization as we
tow it today. When scientists denounce a version of their field that
_th_i'éatens them (when, say, there is something like 2 Kuhnian Revolution,

aparadigm shift, going on), they may say that it isn’t science. Bruno Latour
1987, 179-213) has analyzed this matter at length in his discussions, fol-

wihg Goody {1977), of the Great Divide, of the supposed gulf between

the 'w:a\y“they” (the savages, the nonscientists) think and the way “we” (the

vilized, rational, scientific folks) think.

A_iic}ther version of such line-drawing occurs when someone wants to

y that something or someone isn’t something, in order to prevent itfrom

g treated in a way they don’t want it treated. Marijuana, accordingly, is

_'i_énft_a narcotic, depending on how you think the government ought to

at it: Marijuana smokers are or aren't addicts, for the same reason.

some of which Barrie Thorne (1993, 112-19) analyzed in herstudy of kids
in school and on the playground; and the kinds of intra-occupational dis-
tinctions found wherever an occupation deals with the public (as doctors, .
just like the students they once were, distinguish berween routine and in-
teresting cases, or janitors distinguish tenants who treat them with respect”
from those who don’t).

“IT Isw’'t {(WHATEVER})

Researchers often hear people say that something isn't something: “Thaf:_
isn't photography”; “That isn’t science”; “That isn’t Jewish” Those are
three obvious and common kinds of “thatisn’ts”: artistic, epistemological,
and ethnic. This formulation, when you hear it, is a good diagnostic sign of
someone trying to preserve a privilege, something they have and want to
keep and dor’t want to share with anyone else. You find these statements in
writing as well as speech, because they are often made quasi-officiaily, %y
the (perhaps self-appointed) representative of some group whose interests
seem to be threatened. To understand the sociological import of sucha
staternent, you ask what the situation is in which it is being made, what:
problems the group whose statement it is are having, what the stazementg |
authors are trying to prevent someone else (whose identity isalso to bg dis-
covered) from having, One thing you don’t do Is try to decide what it really
is, whatever “it”is. That’s not a social scientist’s business, although many 397
cial scientists have thought it was; our business is to watch others try to en-
force the ban of something from some prized category, not to dec'id_e
whether the ban is justified. G
This can be understood as an example of George Herbert Mead’s nio:
tion of objects {atleast as expounded in Blumer 1969, 61-77). An obj ec_t-}s
constituted by the way people are prepared to act toward it; that incli:dgs
social objects (people, not to be coy about it). So giving names, saying that
something is or isn’t something, is a way of saying how that thing oughtto
bhe acted toward or, if the name sticks, will be acted toward. ;
I'll explicate one such statement as an example. “That isn’t photogt
phy” (there are hundreds of examples, historical and contemporary} is typ
cally uttered by conventional art photographers when someone show.
thema photograph that seems to “work,” successfully communicate som
thing, but is not in a style or mode they use, feel comfortable or 1den£1fy
with, or can do at all. I people in the photographic are world accept thi

ey
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All of these cases embody the same trick: look for the premise, basic to
the argument someone is making, that isn’t being stated. Odd words said

and odd lines drawn are two clues to the presence of those unstated -

premises. When you find the unstated premise, ask what in the lives of the
people involved makes it necessary or useful for them to make the argu-
ment they make, and to keep its major premise to themselves.

On ELsg WaHaAT?

A special case of the above trick is useful when the person not stating the -
full argument is a social scientist. This happens more often than you might -
think, frequently in association with what is often called “functionalist”,

analysis. In this kind of theorizing, the researcher looks for how society

meets certain invariant and ineluctable physical and, more importantly, so-

cial needs. The establishment of a need, and a corresponding social func-
tion that therefore must be carried out, looks like a scientific enterprise

stmilar to establishing the need for biological systems to do things like pro- -
vide nourishment, get rid of waste, and reproduce the organism, and to -

finding the structures that do those things and explaining their existence by
the fact that they do them.

Everett Hughes explained what was wrong with that approach in an es-

say on “going concerns,” a term ke used where others might have said “in-
stitution” or “organdzation”:

[T]he dichotornizing of events and circumstances as functional
and dysfunctional for systemns is likely to be of limited use in the
long run; in part, because it may carry the assumption that some-
one knows what Is functional—that s, good for the systern; in
part, because these are value terms based upon the assumption
that there is one right and known purpose for which the system
{going concern} exists, and the actions and circumstances which
appear to interfere with the achievernent of this one purpose are
dysfunctional. Argument over purposes, goods, and functions 1s
one of the commonest forms of human discourse and many are
the going concerns that thrive upon it, although it is both con-
ceivable and likely that some survive such disputes and actual
shifts of purposes better than others. It is quite common to have
an annual meeting to decide on the purpose for the year to come.
Do we play basketball for the glory of God this year, or destroy
communism? [ am certainly not suggesting that either purposes
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or functions be left out of consideration in study of going con-
cerns; on the contrary, [ am suggesting that discovery of themand
their relations to going concerns is another of our chief busi-
nesses. {(1971] 1984, 55)

- One of the distinctive marks of the approach Hughes was criticizing is

- the use of the imperative voice. Social scientists often use the imperative—
“locutions like “must” or “will have to”—when they talk about the neces-

sities that shape organized social activity: “every social organization must
“take care to limitits boundaries” or “every social organization must control
- deviance”or . . .fill in the blank: Using the imperative asserts inevitability.
“If an organization \;‘@';r society “ﬁa\ust” do something, well, it just “must,”
“that’s all, nothing to discuss. The itnplication (sometimes made explicit in
“the sterner functionalist tracts) is that otherwise the organization or soci-
ety will simply cease to exist. An even stronger version of that implication

- is that the necessity is 2 matter of logic, almost a matter of definition. If the

“soclety or organization doesn’ do or have the required thing, it won't even

- be areal society or organization.

It’s 2 useful wick, when vou read or hear those telltale imperative
‘phrases, to ask this simple question: “Or else what”? Because the source of

- the necessity is never as obvious or impervious to questioning as those

“statements assumne.
Asking “Or clse what?” smokes out the conditions under which the

“necessity holds. Nothing is ever that necessary. It is just necessary if certain

other things are to happen. “An organization must attend to its bound-

Varies” Or else what? “Or else it will get confused with other organi-

“zations.” All right, organizations sometimes get confused with other
- prganizations. So what? The world won't come te an end, will 1t? “If it gets
“confused with other organizations, it won't be able to do its work effi-

“ciently” I see. Who said it had to do that work? That's the issue Hughes

~raised above, speaking of the setting of goals as one form of organizational
. activity, not the inexorable working of a law of nature. And who set the
- criterion of efficiency by which the work should be evaluated? Those are
“serious and, neither incidentally nor trivially, researchable questions. “Not
:only that, but its confusion about borders will infect all its neighbors too
:-and, eventually, the whole society, which will thus not operate efficiently”

~-OK. Who says the society has to be efficient and that its parts should be
 easily distinguished from one another? “If those tasks aren’t accomplished,
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other than the society being fully effective as a residual category not worth
goinginto. It divides the possibilities into being effective and . . . who cares
what else, it doesn’t make any difference, it’s not effective, therefore it’s no

good. Q.E.D. But the other possibilities are worth analysis because, after
- all, many interesting states, worthy of our attention, lie between perfect

the society will perish. Look what happened to Rome!”Well, what hap-
pened to Rome? Did it disappear? No, it changed. Is that so terrible?
“What are you, some kind of a nat?” '
The statements of necessity social scientists make are perhaps better un-
derstood as ways of focusing on something the authors want everyone to
“organizational efficiency and chaos.
57 Nor s effectiveness, to stick with the example, the only dimension
:along which we might find it interesting to classify organizations. When
 analysts choose which outcomes to be interested in they are making a po-
litical, not a scientific choi(}ﬁe. We needn’t be interested in bureaucracies
- whose functionariesdct like ;tgi:zor servants in a feudal barony {the way the
‘men behind the counter at ‘the Cook County Election Coemmission
treated the researcher described in chapter 4), but thatlack of interestis not
dictated by the requirements.of sociclogy as a science. The political impli-
“cation of relegating social phenomena to residual categories is that what
“gets lumped together as “other” 1sn’t worth bothering with, That implica-
tioris what has led, for example, people of mixed racial heritage to want to
‘be counted in the U.S. Census not as black or white or Hispanic, but as
“whatever mixture they happen to be, and certainly not to be set aside as

see as a problem. But socjal problems do not exist independent of a defi-
nitional process {Spector and Kitsuse 1977). They are not social problems :
because it’s in their nature to be problems. They are problems because
someone, somewhere, experiences and defines them as problems. And it’s”
someone in particular who does that, not some generatized who-knows-
who-it-is. s

When [say an organization must punish deviance or its norms will cease
to be effective, that is, in one sense, Just another way of saying that some or
ganizations will have ineffective norms. That statement is by no means:
equivalent to the proposition—and far less does it constitute a proof of:
it—that organizations in that condition can’t continue to exist. Butitisa:
way of making the problem of the development of ineffective norms seen’
like something that has to be dealt with, a real social problem. Problems, af-
ter all, by definition have to be solved. Stating the factual proposition tha
an organization has ineffective norms or, to put the same requirement in:
different words, saying that the punishment of deviance is a necessity,
makes taking the problem of avoiding 2 breakdown of norms a given,

“other.” (The Census, as we have already seen, is a place where problems
‘that look strictly methodological reveal their political character, as when
‘the undercount of young black males artificially elevates their “crime rate”
by reducing the number of people who belong in the denominator of that
.ﬁaction.)

2 Definitional forms of the gambit create similar difficulties. Sometimes
analysts using the imperative will say, and may mean, that the point is not

precondition of the inquiry. Nothing in the empirical science of sociol
ogy, however, requires us to treat the breakdown of norms as something to
be avoided at all costs. That’s a moral or political commitment that many
social scientists might wish to make. Many have made it. It’s easy enough
however, to see how other political ot moral commitments would lead to;
the conclusion that strong norms are bad, rather than good. An anarchist, :
committed to individual freedom, might well conclude just that. In facﬁ '
most reform organizations operate on such premises, insisting that some

‘that you can’t have some other form than perfect efficiency, or survival, but
tather that they want to define organizations that are perfectly efficient or
that survive as the subject of study. Anything that doesn’t have that charac-

ter just doesn’t interest them. That position is subject to the same com-
plaint. Why shouldn’t we be interested in a full range of possibilities?

thing other people think is just dandy and necessary is in fact evil and needs’
: Asking that question is not the same as saying that you have to be interested

to be done away with. 5

Theoretically, focusing on one possible outcome—like the breakéown
of norms—out of the full range of possibilities makes the rest of thal
whole range (which we have been at pains to extend and complicate in 6u

everything, which is always dismissed as counseling unreachable perfec-
-ton, It’s just saying that you want to deal with the question already raised
thore completely. “More completely” means adding possibilities so that
ou can find out more of what goes into the making of a situation or phe-
nomenon. The next section describes methods for discovering and adding

consideration of sampling problems) a residual category. If 1 say that orgas
nizations must punish deviance in order to be effective I treat any outcom
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dimensions to an analysis by the logical manipulation of what we've al-

ready learned.

Truth Tables, Combinations, and Types

I’ve earlier described tricks designed to generate a wealth of varieties and -

versions of social phenomena. L insisted that the imagery that informs our
work be broad enough to recognize all sorts of features of social ife, and be
constructed in a way that increases the number and variety of features the
researcher knows about. It followed that sampling cught to be conducted
50 as to maximize the possibility of finding what you hadn’t even thought
to look for. Allowing for this kind of diversity in the features or dimensions
we consider is not at all the same as recognizing that some phenomenon
varies along a given dimension. Variation and diversity are two different
things. P've hinted at, but not really explained, why maximizing diversity is
agood thing to do, Now [ want to consider the good uses to which you can
put the variety of stuff such an approach produces.

Bu first we have to see why, though some good may come of having all
this stuff, managing it is such a problern for social scientists. Lazarsfeld and
Barton, authors of one of the solutions o this problem we're going to con-
sider, describe it this way:

Sometimes the analysis of qualitative observations confronts a
mass of particular facts of such great number and variety that it
seerns quite unworkable to treat them individually as descriptive
attributes or in terms of their specific interzelationships. Insuch a
situation the anatyst will often come up with a descriptive concept
on a higher level which manages to embrace and sum up a great
wealth of particular observations in asingle formula. . . .
Inastudy of a village of unemployed in Austria, the researchers
made use of a collection of separate “surprising observations.”
Although they now had more time, the people read fewer library
books. Although subject to economic suffering, their political
activity decreased. Those totally unemployed showed less effort
to look for work in other towns than those who still had some
kind of work. The children of unemployed workers had more
limited aspirations for jobs and for Christmas presents than the
children of employed people. The researchers faced all kinds of
practical difficulties because people often camne late or failed to
appear altogether for interviews. People walked slowly, arrange-
ments for definite appointments were hard to make, “nothing
seemed to work any more in the village.” (Boudon 1993,212)
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.. 'They also describe a familiar solution to this problem that many social

scientists have used: the combination of this welter of fact into a summary
statement, a type:

Qutof all these observations there finally zrose the over-all char-
acterization of the village as “The Tired Community.” This for-
mula seemed cleatly to express the characteristics which
permeated every sphere of behavior: although the pecple had
nothing to do, they acted tired—they seemed to suffer from a
kind of general paralysis of mental energies. (Boudon 1993,
212-13) ;

Charles Ragin, ithor of lanother of the solutions to the problem, ex-
plains the usefulness of typoldgies more generally:

Empirical typologies are valuable because they are formed from
interpretable combinations of values of theoretically or substan-
tively relevant variables which characterize the members of a
general class. The different combinations of values are seen a5
representing types of the general phenomencn. . . . Empizical
typologies are best understood as a form of social scientific short-
hand. A single typology can replace an entire systern of variables
and interrelations. The relevant variables together compose a
multidimensional attribute space [a Lazarsfeldian notion to be
discussed shortly|; an empirical typology pinpoints specific loca-
tions within this space where cases cluster. The ultimate test of
an empirical typology is the degree to which it helps social scien-
tists (and, by implication, their audiences) comprehend the di-
versity that exists within a general class of phenomena. (Ragin
1987,149) ' :

~ :'The methods I want to consider here complicate and systematize the
- -simple procedure of making types, which fundamentally consists of noth-
“ing more than giving a name to a lot of stuff, the name suggesting the
~proposition that all that seuff goes together in some frequent, perhaps even
necessary way {that’s what T was talking about carlier in speaking of con-
“cepts as empirical generalizations). These methods, which seem superfi-

clally quite different, can be seen as versions of one basic procedure,

" designed to manage and make maximal use of such empirical variety. Each
“method emphasizes a different part of that procedure, and uses different
‘descriptive language and terms consistent with the different settings in
-which it arose, but all three work by combininga small number of relevant

-ttributes into a type. The mathematical version is called “combinatorics,”
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the logical version is usuaily discussed with the help of “truth tables,” and
social scientists are probably most familiar with the procedure as the “cross-
classification of qualitative variables,” prototypically the creation of fbuf—
fold tables. In whatever form, the idea is to combine what we know in
jogical ways that tell us motre than we knew before. _

The social science methods I'll discuss are property space analysis (as de-
scribed by Paud Lazarsfeld and Allen Barton, singly and jointly), qual-itati\‘re
comparative analysis (the “Boolean Algorithm” introduced t‘o social sci-
ence by Charles Ragin), and analytic induction (associated with the work
of Alfred Lindesmith, Donald Cressey, and others). I'll give some exampl;s
of each, with just enough discussion of history and context to make clear
how and why their emphases differ. Comparison of the three styles of so-
ciological work suggests that what underlies all three is the use o‘f the clas-
sical logical device logicians call a truth table, which exhibits all the
possible combinations of some set of properties, to create types.

Art Works and Tiuth Tables

There are many places to find an explanation of the relatively sim_ple id_eas
and procedures associated with truth tables. I'll start with the discussion
Arthur Danto, the philosopher and art critic, gave of some features of an
art world (1964). Danto proposed a form of logical analysis designed for
quite different uses than the social science ones we're interested in (or, for
that matter, the aesthetic ones he was considering), but which can be
adapted to our purposes. Two features of his analysis appeal to me. On the
one hand, what he does is philosophically technical; none of the opera-

tions, which can seem so straightforward and commonsensical in ot.her de-~

scriptions, are, inspected closely, simple at all. That’s why his dex_ininons are
so prickly. On the other hand, this isn't logic for the fun of ‘1t: He w.ent :
through these operations in order to get to some tough em_plrllcal po.mts ._
about judgments of art works. The operations he engages in, in varl‘ous '
forms, show us how to squeeze more out of our data, and find more tiuflgs _
to study. I'm going to quote him at some length, explaining what's going

on in each paragraph as I go along.

Danto begins by talking about “predicates,” things you can say aboutan ::
object {“predicate” of them) that could, in principle, be shown to be true
or false. He says that if objects are of a certain kind—eggs, let’s saymfwthere
will be pairs of these terms (o predicates) such that one of each pair must
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be true of any egg and both members of the pair can't be true of the same
egg. If the objectisan egg itis either, we can say, raw or cooked anditcan’
be both; if it’s neither (as a frying pan, for example, would be neither),
then, whatever else it might be, it can’t be an egg, because all eggs are one
or the other. He applies this idea to art works: an objectis an art work if at
least one of each such relevant pair of oppuosite properties {which he will
get to but hasn’t yet, since he is just Jaying groundwork here) is true of it.
There will be many objects of which neither member of such a pair is
true, and those objects aren’t art works, He says it this way (which will give

you a taste of the tec?inicai phifosophical talk he uses to make his arga-
mernt): O

Ushall now think of pairs of predicates related to each other as
“opposites,” conceding straight off the vagueness of this demodé
term. Contradictory predicates are not Opposites, since each of
them must apply to every objectin the universe, and neither of 2
pair of opposites need apply to some objects in the universe. An
object must first be of a certain kind before either of 2 pair of op-
posites applies to it, and then at most one and at least one of the

opposites must apply to it. So opposites are not contraries, for
contraries may both be false of some objects in the universe, but
opposites cannot both be false; for of some obilects, neither of a

pair of opposites sensibly applies, unless the object is of the right

sort. Then, if the object is of the required kind, the opposites be-

have as contradictories, If Fand non-Fare opposites, an object o

must be of a certain kind Kbefore either of these sensibly applies;

but if ¢ is a member of K, then o either is F or non-F to the ex-

clusion of the other. The class of pairs of opposites that sensibly

apply to the (6} Ko I shall designate as the class of K-relevant predi-

cates. And a necessary condition for an object to be of a kind Kis

that at feast one pair of K-relevant opposites be sensibly applica-
ble to it, But, in fact, if an objectis of kind K, at least and at most

- one of each K-relevant pair of opposites applies to it.

This carefisl and technical way of putting things avoids linguistic traps my

ooser formulation might fall into; but the loose one is good enough for

‘our purposes here.

" Danto then considers the interesting possibility that there are pairs of

: such opposite terms—he calls them “K-relevant predicates for the class K
of artworks”™—that no one has ever thought to apply to art works, but that
‘could reasonably be applied to them, and the equally interesting possibility
thatthere are perhaps other pairs of opposite terms of which the people in-
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volved in dealing with these works only know one. In that case, not know-
ing that the opposites of the terms even existed, these people might con-
clude that the presence of these single attributes were defining
characteristics of an art work; they were what made it art. In the first case,
no one knows the attribute exists; in the second, everyone knows about it,
but can’t imagine that an art work might not have it.

[Liet Fand non-Fbe an opposite pair of such predicates. Now it
might happen that, throughout an: entire period of time, every
artwork is non-F But since nothing thus far is both an artwork
and F it might never occur to anyone that non-Fis an artistically
relevant predicate. The non-Foness of works goes unmarked. By
contrast, all works up to a given time might be G, it never occur-
ring to anyone until that time that something might both be an
artwork and non-G; indeed, it might have been thought that G
was a defining traif of artworks when in fact something might first
have to be an artwork before G is sensibly predicable of it—in
which case non-G might also be predicable of areworks, and G
itself could then not have been a defining trait of this class.

This is pretty abstract, and he now puts some art hiscorical meat on the

logical bones:

Let Gbe “is representational "and let Fbe *'is expressionist.” Ata
given time, these and their opposites are perhaps the only art-
relevant predicates in critical use.

“Representational ’—the accurate representation of a person or object
or landscape~—exemplifies something that everyone all along thought so
necessary to a work of art thata work that didn’t have it wasn’t art atall. And
“expressiontst™——the quality an art work might have of expressing the
subjective experience of the artist~-exemplifies something no one had
until then considered in connection with art works, something that really
didn’t existas a possible thought aboutart works until someone came along
and made it important.

Now letting *+ " stand for a given predicate Pand “—" stand for
its opposite non-£ we may construct a style matrix more or less
as follows:

What he calls a “style matrix”1s what [ earlier called a truth table: a device __:
that displays the logically possible combinations of the two characteristics

“expressionist” and “representational.”
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Expressionist (F) Representational {G)
+ +
..}. o
- +

So a work can have both properties, one or the other, or neither. That
exhausts the possible ways of combining the two. These combinations
aren’t just Jogical curiosii;_\i_es. Danto created them because they correspond
to recognizable artistic styles:

The rows detérmine available styles, given the active critical
vocabulary: representational expressionist (e.g., Fauvism); rep-
resentational nonexpressionist (Ingres); nonrepresentational
expressionist (Abstract expressionism); nonrepresentational
nonexpressionist (hard-edge abstraction). Plainly, as we add art-
relevant predicates, we increase the number of available styles at
the rate of 27,

Thatis, if we add a third thing an art work can have—say, conceptual con-
tent—we add four more possible combinations, because 23 = §,
_ Logic doesn’t dictate what critical terms can be added to the ensemble.

- That’s up to the inhabitants of the art world. Logic simply says that when
" you add anew term (or predicate}—a new something that can be said of an
- art work—you double the number of conceivable types of art works.

Itis, of course, not easy to see in advance which predicates are go-
ing to be added or replaced by their opposites, butsuppose an artist
determines that Ff shall henceforth be artistically relevant for his
paintings.Then, in fact, both Hand non-Hbecome artistically rel-

- evant for all painting, and if his is the first and only painting that is
H, every other painting in existence becomes non-H, and the en-
tire community of paintings is enriched, together with a doubling
of the available style opportunities. Itis this retroactive enrichment
of the entities in the art world that makes it possible to discuss
Raphaeland De Kooning together, or Lichtenstein and Michelan-
gelo. The greater the variety of artistically relevant predicates, the
more complex the individual members of the artworld become:
and the more one knows of the entire population of the artworld,
the richer one’ experience with any of its members.

-+ The somewhat surprising result of this analysis is that, when these new

predicates or attributes are added by the addition of innovative art works,
previous art works acquire properties they never had before.
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In this regard, notice that, if there are m artistically relevant predi-
cates, there is always a bottom row with m minuses, This row isapt
to be occupied by purists. Having scoured their canvases clear of
what they regard as inessential, they credit themselves with hav-
ing distilied out the essence of art. But this is just their fallacy: ex-
actly as many artistically relevant predicates stand true of their
square monochromes as stand true of any member of the Are-
world, and they can exist as artworks only insofar as “impure”
paintings exist. Strictly speaking, a black square by [Ad] Rein-
hardt is artistically as rich as Titlan’s Sacred and Profane Love; this
explains how less is more.

Keep in mind, Danto reminds us, that the absence of some property is -

not nothing, it’s an absence that is a real property of the object thatlacks it.

Fashion, as it happens, favors certain rows of the style matrix;
musetms, connoisseurs, and others are makeweights in the Art-
world. To insist, or seek to, that all artists become representa~
tional, perhaps to gain entry into a specially prestigious
exhibition, cuts the available style matrix in half: there are then
27/2 ways of satisfying the requirement, and museums can then
exhibit all these “approaches’ to the topic they have set. But this
is a matter of almost purely sociological interest: one row in the
matrix is as legitimate as another. An artistic breakthrough con-
sists, I suppose, in adding the possibility of a column to the ma-
trix.

Danto ends by tossing off the “almost purely sociological "thought that,

whenever the guardians of art world institutions insist on restricting the -
definition of art by only recognizing one of some set of such alternatives, .
the number of possible styles the institutions can accommodate is cut by

haif, That’s an interesting, and not obvious, result, and it’s the fruit of purely -

logical operations.

Danto did not produce this analysis just for the joy of making philo-
sophical distinctions. What he describes in abstract language is precisely
what happened to art critics and aestheticians when Marcel Duchamp
{and his followers and colleagues) appeared in the art world. These artists
made works which had none of the qualities by which art works were then
known (e.g., they were neither representational or impressionistic), but
which yet were accepted by important participants in the contemporary

art wotld as the real thing. The classic instance was Duchamp’s snow,

shovel; he bought a snow shovel at the hardware store and signed it, and so
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" made it into an art work {on the theory that, since he was an artist, anything
he signed would be a work of art). Many people thought otherwise, but

collectors bought these works, they were exhibited in major museurns, and
critics wrote serious articles about them. So, in a practical sense, they were
art. The aestheticians could argue, but the art world had decided. So the
crisis for aesthetics was to account for these objects being art when they
had none of the things that, to that point, could make something a work of

“art:no E no G. Whaf they had was H, a conceptual quality that from then

on had to be seéri as an essential feature (or predicate) of any art work,
whether it was presens or absent.
The three methods I'm going to analyze can be expressed in Dantoese.

" Here’s the core of his method. We identify an object as having some char-
- acteristic, like height or weight (or being representational or expressive).
. Thisleads us to see that all objects (of the relevant kind) have some value of
- that characteristic, even if it is zero. We never know all the characteristics a

thing could have, but only become aware of them when we find an object

“that has the particular characteristic in some way that differs enough from

the way others have it to get our attention, Once we know the character-

istic exists, we can see, from then on, that other objects exhibit this traie, al-
-though in a different version or degree {at the extreme, in itsabsence).

The methods I'm going to discuss rest on just such a conception of ob-

- jects belonging to a common class, each one characterized by some corme-
bination of the presénce or absence of relevant traits. The class might be
‘ Lazarsfeld’s analysis of the property space of authoritarian character types,
~in which the characteristics are the ways authority was exercised and ac-
cepted by family members, It might be a class of individuals, studied by
‘Ragin and his'colleagues, whose members experience varying degrees of
“mobility in a government bureaucracy, and the traits of age, seniority, edu-

cation, and so forth that are associated with those varying outcomes; or a
class of strikes, some of which were successful, other not, the traits being

“the presence of a booming product market, the threat of sympathy strikes,

and the existence of a large strike fund; those are examples of Boclean

methods. Or it could be, as in Lindesmith’ classic study of addiction

e

1947), one of the examples of analytic induction I'll use, the class of peo-

-ple addicred to opiate drugs, and the traits might be prior experiences that,

when present in the right combination, lead to them being in that state. In
each case, a truth table generates all the possibilities, which are then con-
bined to make the types the analyst works with.
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Each of these methods is a family of tricks for dealing \_pvith the com-
plexities produced by the emphasis on finding as much variety a,s possible
and systematically Jooking for out-of-the-way phenomena. 1; devote
most attention to explicating the logic of these methods. The tricks th'at
flow from them are nothing more than the application G.f these methods 1?
the specific circurnstances of a particular research project, so they d,on t
have any special names other than the names of the methods. Don’t be
fooled; they are still useful tricks, among the most useful we have.

Property Space Analysis (PSA)

Survey researchers get their databy having “respondents” fill out questxc_)nw
naires, or by having interviewers talk to them and it t%xe questionnaires
out for them. The researchers then know 2 great many d1sc.rete fac;ts about
alot of people: their age, their income, their schooling, theg opinions ona
variety of subjects. Paul Lazarsfeld and his coﬂeagues ro’tztmely used 51.11;
veys as the basis for their sociological conclusions, in studies of such varie
phenomena as the use of radio campaigns to sell U.S.Treasu.ry bonds (Mer-
ton 1946), the way voters decided which presidential ca.ndlfiate to vote for
(Lazarsfeld, Berelson, and Gaudet 1948}, and the organization of the U;
Army (Stouffer et al. 1949). They so often solved the pr(l:»biem of desc_n (—i
ing such complex phenomena by constructing typolégms that c?mbme ._
or implied rhaﬂy dimensions that Lazarsfeld thought 1'5 wor‘thwl'_ule to e};— .
plore the logic of that operation. He, and others working with him, fieve ;
oped a family of related methods and concepts for the construction of.
categories, dimensions, and types. . N
Lazarsfeld saw that characterizations containing so much -complemty__:_
could leave crucial ambiguities unresolved, so that the re_suitmg analyses
were confused and confusing. He also saw, perhaps more 1mg-)ostant§y' ff){- :
the job of pushing research on to new discoveries, that the logical possibil
jties implicit in a typology were usually not fully explored, and so left useT
ful hins for continuing empirical work buried. . ;
He adapted the systematic procedures of truth tabl_e consFructlon to th
solution of the problem of combining separate attributes 1ntf) types. HF :
defined a way of combining logical possibilities to b%'ing them 1nto‘ ‘a sens.l_
ble alignment with empirical realitics—an operation hc? called rfedug
tion"—and, conversely, for extracting from ad hoc typolog%es the attr_lbat_ .
out of which the types had been constructed—an operation. to which h
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. gave the ungainly label “substruction.” To do this, he made use of the

idea of a “property space” {which he also referred to as an “attribute
space”’}. We can call the whole scheme and its associated operations “prop-

erty space analysis” (PSA), although Lazarsfeld himself, as far as I know,
never used that term,

ProrerTY SPacEs

Lazarsfeld described the basic idea of property spaces in a number of
places, often using the same language and giving the same examples
(whose unthinking sexism now makes them a little embarrassing}:

Suppose that for a number of objects, several attributes are taken
into consideration. Let it be these three: size, beauty, and the pos-
session of a college degree. It is possible to visualize something
very similar to the frame of reference in analytic geometry. The
X-axis, for instance, may correspond to size; in this direction, the
object.can really be measured in inches. The Yoaxis M3y Corre-
spond to beauty; in this direction the objects can be arrangedina
serial order, so that each object gets a rank designation, rank No.
1 being the most beautiful. The Z-axis may correspond to the
academic degree; here each object has or has not a degree. The
two possibilities shall be designated by plus and minus, and shall
be represented arbitrarily by two points on the Z-axis on the two
opposite sides of the center of the system. Fach object is then
represented by a certain pointin this attribute space, for instance,

by the following symbolism: (66"; 87%:; plus). If the objects to be
grouped are women in a certain sample, then this particular
woman would be 5% feet tall, would rank rather low in a beauty

contest, and would have a college degree. To each individual

would correspond a certain point in the space (though not every
point would correspond to an individual) . . . each space will, of
course, have as many dimensions as there are attributes in the
classifying scheme. (Boudon 1993, 212)

- In this example, you place each case in a three-dimensional property
_s?ace. ‘The first property, size, is what is called 2 continuous variable, one
that can be measured numerically. The second, beauty, also measures a
i'y'fariable quality, but one it's not easy to attach a real number to; you just
place the cases i an order dictated by how much of that quality they have,
and the result is called an ordinal variable. The third, having a college de-
gree, is a simple yes~or-no, what’s called a dichotomy, With three dimen-
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use to describe your cases; divide them in whatever Way seems appropriate
(e.g., more or less, by non-numerical differences like eye or hair color, or
by the simple presence or absence of something); and then make a tabk; in
which the categories of one characteristic are the headings of the table’s
rows and the categories of the other are the headings of its columns. Each
cell then contains a type logically distinct from those in the other. cells

Ta.ken .together, the cell entries constitute all the types that can logical}y-
exist.

. {I could also have represented these ideas as Danto did his, in truth table
orm;

sions, it’s easy to visualize the property space being talked about as a real
physical space in which every case would accupy a particular physical spot.
Computer programs generate graphic distributions of cases in three-
dimensional space in seconds and further the spatial illusion by letting you
“rotate” the resulting picture so that you can “see” clusters of similar cases.

It’s easy to manipulate cases in the ways Lazarsfeld thought useful when
they belong to one of a few categories (in the limiting case, just two), the
way the characteristics of art forms did in Danto’ analysis; when they are,
like beauty or having a college degree in the above example, ordinal vari-
ables or dichotomies. Then the property space can easily be represented
as a table constracted by cross-classifying those “variables.” The cells con-

. ] N . Follow: i :
tain cases characterized by some combination of the variables that make IOW; Raules Perceived as Deviant
up the analysis. (Continuous and ordinal variables like height or income + N

- +

are usually incorporated into such an analysis by dividing them into a few
groups, so that people whose exact income you knew, for instance, might
be divided, for convenience, into rich, poor, and in between. These are
“categorical” variables, It is always possible to use statistical techniqueslike
correlation, which do not occasion such a loss of information, with such .
data.)
Robert Merton made this operation (which we might, in his honor,
.call the four—fold table trick) famous, generating all sorts of types by cross-
classifying characteristics divided into a few categories. 1 used the simplest .
form myself, in an example that will perhaps be familiar, to constract a ty-
pology of deviance. By considering the possible combinations of people
who did or did not break some set of rules, and who were or were not per-
ceived as having done so {twe dichotomous variables, note), [ generated::

this simple table:

The top row is the falsely accused type who follows the rules and is accused
of not doing so; the second row is the conformist who follows therm and is
- soseen by others; the third row displays the pure deviant, who does not fol-
8 low the rules and who is 50 seen by others; and the last row contains the se—
ore deviant, who breaks the rujes without anyone knowing it.)

S-o constructing a table is logically the same as making a trath table in
which the types are characterized by pluses and minuses. The tabular
j'.'fnethod of creating types has some advantages. It provides a physical space
- Inwhich you can put the names of the types you have generated, as [ did
forthe types pf deviance. Better yet, the cells can hold the absclute number
of cases that consist of that combination of characteristics, or such infor—
..'_r.n-ation as the percentage of such cases that had some other characteristic;
hislets you exhibit three variables in a space made for two. Then the num—’
ers in the cells can be comparedand hypotheses evaluated. If I had hadthe
pformation, I could have compared the percentage of men and women
._‘r -biacks and whites, or people over 25 vears old or who lived in large’
cities, in each of the types of deviance, and thus made an interesting test of

Trpes of Deviant Behavior

Obedient behavior Rule-breaking behavior

Perceived as deviant Falsely accused Pure deviant

Notperceived as deviant | Conforming Secret deviant

- Thatis probably why Lazarsfeld (who was wellaware of truth tables and. in
fact, even used the device once in the material I'm quoting frony preferred
-the tabular form,

{ created this typology by laying out the possible combinations of tw
characteristics, each conceived as having only two possible states, in tabui-

lar form.

More generally, the trick is to identify the characteristics you want 't “The great advantage of the procedure, whichever form you use, is that
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the logic guarantees that there are not and canrot be any types other than
those it defines. You might be empirically wrong about what ought to be
included in the analysis, in which case your typology would not corre-
spond to anything in the real world. But, if vou only considered what you
had defined as relevant, the boxes in the table or the rows in the truth table
would be all there was.

But since graphical devices are not simple windows on reality any more
than words are, there are disadvantages too. Like every form of represent-
ing data and ideas, they make some things clear only by obscuring others.
The tabular form Lazarsteld favored makes it hard to put on paper the
property space generated by combining continuous variables. Further-
more, though the extension of property space logic to more than three
variables is straightforward, the mechanics of the layout quickly get awk-
ward (despite the computer graphic possibilities [ mentioned above). One
of Lazarsfeld’s favorite examples, which ivolves the three variables of
race, education, and nativity treated as simple dichotomies (the kind of
data often gathered in asurvey), makes this clear. An eight-cell table shows
all the possible combinations of these three items, and also illustrates the
complexity (stili not overwhelming) of the visual representation:

Mative American Foreign-born

White Nonwhite White Nonwhite

College degree

No degree

We might want to add, as a fourth variable, urban or rurai residence.
Lazarsfeld did that in two ways. You can represent that additional variable
by putting into each cell, as I've already noted, the proportion of its occu-
pants who lived in cities. Or you can make two tables like the one above,
one for urban residents and one for rural. Beyond four variables, such tables
are, practically speaking, unreadable. That is, they do not allow readers to
do easily what [ earlier quoted John Tukey describing as the basic statistical
operation: comparing two numbers to see if they are the same or if, on the
other hand, one is Jarger than the other. So the giant tables produced by an
analysis that uses several variables are just not analytically useful. (Barton’s
discussion [1935, 55561 gives some good examples.)
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As we have seen, we can easily convert tables into truth tables, and vice
versa. Here is the same set of cormbinations, this time expressed by Lazars-
feld as a truth table, exhibiting all the possible combinations of the three
items, numbered for later discussion, as simple yes-or-nos:

Combination College MNative
Number Degree White American
1 + + +
2 + + -
3 + - +
4 + - -
5 - + +
6 e + -
7 - ~ +
8 _— — o

Whether boxes in 2 conventional table or rows ina truth table, these fogi-
cally created combinations are the types you can use in further anadysis,
sure' that there cannot be any other types not accounted for (unless, as in
Danto’s example,a new characteristic is introduced). Notice that, as Danto

~remarked, every time a new characteristic enters the analysis the number

of types doubles, assuming that the new characteristics are all dichotomies;
1t gets worse if they have more divisions. Conversely, every time you getrid
of an attribute, you reduce the number of types by half.

Repucrion

Lazarsteld recognized that generating so many types by cross-classifying

. -variables created difficulties, for which he had 2 solution. The operation he
- ‘called “reduction” collapses the different combinations from such a table

into one class. Here’s how you do it.
Suppose we have generated the above truth table and the typology it
embodies. Now we have more types than we think we need {what we need

~ them foris, of course, an important question). Lazarsfeld asks us to con-

sider the three varizbles outlined above—race, nativity, and education—as
three factors that generate varying amounts of social advantage. Since be-

- ing black (he treats “black” and “nonwhite” as identical, which of course

. L C
they arent) is such an enormous and overriding social disadvantage, we

~ can combine all four categories containing the variable “black” {categories
: .3, 4,7,and 8) into one class without losing any information. That is, when-
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ever the people assigned to a cell in chis table are black, we know (from
knowledge we bring to the study from previous experience} that it won’t
matter that they are native-born rather than foreign-born, nor will it mat-
ter what their education is; they will all suffer substantial social disadvan-
tage, no matter how they rank on those variables. We will not lose any
information (or, some might say, any predictive value) about social advan-
tage if we combine the four cells containing black people. We can combine
the two categories of foreign-born whites (2 and 6) in the same way, and
on the same grounds: that being foreign-born is a substantial disadvantage
that will make differences in education unimportant as far as social advan-
tage goes, Native-born whites can be usefully distinguished by education,
which presumably makes a difference in their social advantage, so we retain
combinations 1 and 5 as separate classes. {The example is hypothetical, in-
vented to show off the method; Lazarsfeld knew as welkas we do that things
are more complicated than that.)

Combiningall these categories in this common-sense way reduces eight
categories to four classes. We have reduced the number of things to keep
track of and lost nothing needed for the analysis we have planned. We have
a more manageable typology, but one thatstill has implicivin it the full set
of possibilities the dimensions could produce if we hadn’t made the reduc-

tion. Lazarsfeld describes three ways of reducing the number of types we
have to work with. Although each one makes some difficulties, each is a :

useful trick for reducing clutter.

Functional Reduction. Some reductions make use of what we already

know on some empirical basis, as in the above example.

In a functional reduction there exists an actual relationship be-
tween two of the attributes which reduces the number of com-
binations. If, for instance, MNegroes cannot acquire college
degrees [e.g., by law} . . . certain combinations of variables will
notoccur in actuality. In this way, the system of combinations can
be reduced. The elimination of combinations can either be com-
plete or these combinations may occur so infrequently that no
special class need be established for them. (Boudon 1993, 161)

So functional reduction involves eliminating two kinds of combinations!
those that are not possible, either logically or socially, and those that, oc-

cuzring nfrequently, are irrelevant.

Functional reduction is thus an empirical matter. We decide what cells
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to combme by seeing how infrequently the combinations in thermn occur,
No sense making room for what isn’t there to take it up. But making the list

of possible combinations should remind researchers that whether or not

there are cases of a particular combination really is an empirical question,
so they should check out the actual frequencies rather than ignore some
combinations on the basis of “what everyone knows.” Looking for un-
likely cases {of the kind chapter 3 recommended we pussue}, a skeptical
fieldworker might, via a property space analysis, generate all the logically
possible combinations of attributes, and then look especially hard for the

combinations common sense says don’t happen, those that might be seen

as likely candidates for a functional reduction. The combinations might

. actually exist but be socially- “invisible”” not socially accepted or recog-
- nized. In the social system of the Old South embodied in Natchez, Missis-

sippi (described in Davis, Gardner, and Gardner 1941}, for instance,

- everyone beiongedto‘ one of two color castes, between which there was no
legitimate form of mobility (if you were black you couldn’t become
" white, the way a working-class person could become middle-class) or
- marriage (no child could legitimately be born from cross—caste sexua] rela-
-tions). Buta consideration of all the possible racial combinations of parents
- would alert the investigator to what Just nosing around would also have

shom: that chere are such children, no matter what social logic says.
Knowing that might lead a researcher to investigate how real people deal

: ;with the social logic of the racial caste system, and what rules they follow
_in dlassifying such socially “impossible” offspring.

':_Arbz'tmry Reduction.  Arbitrary reduction refers to the assignment of in-

dex numbers to different combinations of attributes, usually in order to

-treat a variety of different specific empirical conditions as equivalent, For
‘nstance, in an analysis of housing conditions,

- Is]everal iterns, such as plumbing, central heating, refrigeration
etc., are selected as especially indicative [of the “quality” of hous-
ing], and each is given a certain weight. Central heating and
ownership of a refrigerator, without plumbing, might be equiv-
alent to plumbing without the other two items, and therefore
both cases get the same index number.

‘In other words, the members of the type have in common an underly-
ingabstract quality, like “bad housing,” for which you have no immediate
and concrete measure, You can arbitrarily invent a score by giving people a
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*: pointfor the presence of a refrigerator or central heating or any other item

- you think a good indicator of the quality of housing, and then let the re-

- sulting scores define your types, even though the actual characteristics of
the cases cormbined in the cell differ. This procedure reduces the number of
possible combinations by treating specific items of household equipment
as the same. t’s “arbitrary” because the items you count are only related to
the undertying attribute by a chain of semewhat shaky inferences, and be-
cause you could have chosen other items and thereby equalized different
combinations of items.

Pragmatic Reduction.  Lazarsfeld cites the example of race, nativity,and ed-
ucation given earlier as an example of 2 pragmatic reduction, one made in
Hight of the research purpose—in that case, to study social advantage. There
might be many good reasons not to lunp all blacks together in a sociolog-
ical analysis, but when it comes to social advantage you might as well. Since
being black s, in the analytic terms proposed by Everett Hughes {{1971]
1984, 141-50), a “master status trait” that will override anything else in any
other situation, it is decisive for one’ social disadvantage. (To repeat, such
statements are typically made to provide simple examples for didactic pur-
poses; don’t take them as statements about how the world is. James Baldwin
once wrote that the only thing worse than being black in America was be-
ing poor in Paris.) So, for this pasticular purpose, you can combine them,.

A second example of pragmatic reduction involves combinations of
two variables that could affect “marital success.” Imagine two attributes,
each divided into three ranks {e.g., wife’s attitude toward husband and hus-
band’s economic success, however those might be measured). Combined
in a property space, these produce nine types (that Is, there are nine cells in
the resulting table, or nine rows in the truth table). Lazarsfeld says:

Suppose . . . we find thatif the wife’s attitude toward the husband
is favorable, then the economic success will srot affect marital re~
Iations, whereas, if the wife hasa medium attitude toward him, he
needs at least medium success to make the marriage a success, and
only great success can save the marriage if the wifes attitude isal-
together unfavorable. If the problem is to classify all the mar-
riages into two groups—one for which the attitude-success
combinations are favorable for good marital relations, and one
for which the combinations are unfavorable—the [following]
diagram of a reduction would ensue. (Boudon 1993, 161-62)
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Six of the nine cells in the table that accompanies this example are shaded
to indicate favorable combinations, and three (fow success and medium or
low attitude, and medium success and low attitude) are shaded to indicate
unfavorable combinations. Nine possible combinations of men’s success
and women’s responses to it have been pragmatically turned into two.

Reduction tricks, of whatever variety, turn more categories into fewer,
and do so by putting logically distinct combinations into the same class,
giving them the same name for analytic purposes.

SUBSTRUCTION

The trick to which Lazarsfeld gave the awkward name “substruction” is
the logical converse of reduction. Reduction puts combinations together,
in the interest of simplicity. Substruction takes them apart, in the interest of
discovery.

Social scientists love to make typologies, but seldom make them logi-
cally and so don’t always exploit the full richness of what they have made.
Butremember that typologies and property spaces are logically connected:
a typology is a set of names for the cells in a table made by cross-classifying
variables, and the cells in suck: a table are a typology. Lazarsfeld used that
logical connection to create a method for inding the dimensions that un-
derlie any ad hoc typology, climing that “once a system of types has been
established by a research expert, it can always be proved that, in its logical
structure, it could be the result of the reduction of an attribute space”
(Lazarsfeld and Barton 1951, 162). Most typologies were, he thought,
probably incomplete; s complex property space had beenreduced by com-
bining sorne of the cells in its table in one of the ways we've just discussed,
although the typologist may not have understood that that’s what had been
done. The resulting typology doesn’t name or acknowledge the existence
of all of its implicit possibilities. So Lazarsfeld, having explained how you
could reduce a set of types, devised a way of undoing the reduction and re-
covering the full property space and the dimensions that had produced it:

The procedure of finding, for a given system: of types, the at-
tribute space in which it belongs and the reduction which has
been implicitly used is of such practical importance that it should
have a special name; the term substruction is suggested.

When substructing to a given system of types the attribute
space from which and the reduction through which it could be
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deduced, it is never assumed that the creator of the types really
had such a procedure in mind. It is only claimed that, no matter
how he actually found the types, he could have found them logi-
cally by such a substruction.

Lazarsfeld insisted, correctly, on the practical importance of this trick.
It’s a wonderful way of milking ideas and insights that were not arrived at
logically (so few are) for the rest of what they contain. Using it, a researcher
“would see whether he has overlooked certain cases: he could make sure
that some of his types are not overlapping; and he would probably make
the classification more useful foractual empirical research” {163). He gives,

as an example of the utility of substruction, a study of the structure of au- .

thority in the family conducted by Erich Fromm.
Fromm distinguished four kinds of authority situations: complete an-
thority, simple authority, lack of authority, and rebellion. Lazarsfeld used

items from questions asked of both parents and children to reconstruct the

full array of combinations implied in Fromm’s ad hoc types. First, he re-
duced a number of possible combinations of the use of corporal punish-
ment and interference in the children’s activities (the measures used as
indices of the parental exercise of authority) to three: parents did both, nei-
ther, or one or the other (the two being treated as equivalent). He similarly
reduced children’s acceptance of what parents did to three types, collaps-

ing categories of whether they reported conflict with their parents and

whether they had confidence in them. A 3 X 3 table laid out the nine log-
ically possible combinations of exercise and acceptance:

Parent’s Exercise Children’s Acceptance

High Medium Low
Strong 1 2 3
Moderate 4 5 6
Weak 7 8 9

Seven of the nine combinations have a clear relationship to Fromma’s
four types: 1 and 2 are complete authority, 4 and 5 are simple authority, 8 is
lack of authority, and 3 and 6 are rebellion. Combinations 7 and 9, how-
ever, aren't accounted for in Fromm’s typology, and at least one {7) suggests
a possibility he apparently hadn’t thought of: that some children whose
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parents didn’t exercise much authority wished thac they would. Logic sug-
gests the possibility; research sees if it is a reality. That’s how you use the
trick of substruction.

(Is there only one ateribute space and one reduction behind every ty-
pology? Probably not, Lazarsfeld says. Since typologies are usually vague
and impressionistic, therefore ambiguous, you can usually extract more
than one set of dimensions from them. Different attribute spaces originat-
ing from the same typology can be transformed into one another; thisis the
logic of “interpreting a result,” his well-known procedure for finding the
“meaning” of a relationship between two variables by introducing a third
one that increases the relationship between the first two. “Such an inter-
pretation consists logically of substructing to a system of types an attribute
space different from the one in which it was derived by reduction, and of
locking for the reductions that would lead to the system of types in this
new space. This is what transformation means” (167). I won't pursue these
possibilities here, but there are some interesting things to be found out.)

Lazarsfeld’s use of truth tables and their transformation into tables as a
way of creating types, and the close attention he gave to the operations of
reduction and substruction as ways of varying the number of types the an-
alyst works with, show the marks of his atrachment to survey interviews
and questionnaires as the way to gather data. He created typologies, and
made them more complicated, using the tricks of tabular construction, re-
duction, and substruction, in order to discover the relationships between
variables measured in a survey. What did living in a Republican neighbor-
hood do to an Irish Catholic worker’s propensity to vote for Democrats? If
your brothers and sisters voted for Democrats but your fellow workers
voted for Republicans, what would you, subjected to such “cross-
pressures,” do on election day? He found types useful primarily as a way of
defining categories that could then be used to get at the relationships be-
tween variables. The answers that satisfied him gave “the average effect of
a cause in 2 theoretically defined set of observations” (Ragin 1987, 63).
Which is something a lot of social scientists are looking for.

Qualitative Comparative Analysis (QCA}

* Alot of other social scientists, however, are looking for something differ-
. ent, and using the analytic procedures associated with conventional survey
~ methods makes problems for them. Charles Ragin developed qualitative
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comparative analysis (sometimes referred to as “Boolean analysis” for rea-
sons that will become clear) to deal with just such intractable problems in
conventional methods of analysis in (a) the handling of large bodies of data
that contained relatively few facts about a large number of cases (the typi-
cal kind of data produced by surveys and statistics gathered for administra-
tive purposes), and (b} the analysis of a small number of historical cases,
especially those involving the history of specific countries and the expla-
nation of specific events in those histories (e.g., under what circumstances
did riots occur in countries that receive aid from the International Mone-
tary Fund?).

In the first case, that of data on large numbers, conventional analytic
methods produced chronic problems, shrugged off by practitioners as the
price of getting any scientific results at all. The typical way of formulating
and solving problems depended on developing a statistic that allowed the
analyst to estimate something called the “contribution” of a specific inde-
pendent variable or variables to variation in a dependent variable by a
number that varied between 0 and 1. Thus, we might say, to take an exam-
ple Rapin has used (Ragin, Meyer, and Drass 1984), that race “con-
wributed” x percent to a person’s chances of promotion in the federal
burcaucracy he and his colleagues studied, while education “accounted

for” y percent and seniority 2 percent (and so on, for the several variables

on: which data were available),

But these numbers are not intuitively understandable, which is why I
put those expressions in quotation marks, To say that education accounts
for y percent of promotion says nothing about how this “accounting for”

occurs. Should we understand that in y percent of the cases considered for -
promotion, the decision maker makes education the criterion? Or that the
decision maker adds up points—so much for race, so much for education, :
so much for seniority, and so on-—the way teachers give so many points for
tests, so many for papers, so many for class participation, and promotes the -
person if the score is high enough, the points due to education being its,
“contribution” to the result? Or that there is a complex procedure by
which, say, the decision maker first decides whether the candidate meets:
some criterion on education, and then decides among those who do on
the basis of a similar criterion for seniority, and among those remaining on

the basis of race, and so on until all the variables have been taken into ac
count? The “accounting for” is purely statistical. Translating the numbez

into socially meaningfui actions by real people is an imaginative exercise in
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constructing imagery not often constrained by any serious acquaintance
with the situations under study.

Further, the questions these analyses answer are often not the ones peo-
ple want answers to. Knowing the contribution of particular variables to a
distribution of promotions doesn’t tell us what combinations of age, gen-
der, race, and other attributes lead to people getting the promotions bu-
reaucratic rules entitie them to, which is what students of ethnic
discrimination, for instance, want to know. In such cases, we're looking for
configurations of phenomena rather than their individual “contributions™
to some result,

In the case of historical analyses, the methods designed for the analysis
- of large numbers of cases do not work, and often cannot work. There are

Jjust not enough countries to produce sufficient cases to satisfy conven-
- tional rules of thumb about how many cases must be in a cell before a sta-
tistical analysis is acceprable. Not is it likely, no matter how many countries
* the former Soviet Union eventually turns into, that there will ever be
“enough countries for such analyses. The typical solution is to redefine the

‘problem in a more general way that produces sufficient cases but loses the
~specificity of the origimal question. (Here and elsewhere in this section [
“have relied heavily on the arguments and examples in Ragin 1987 and Ra-

gin, Meyer, and Drass 1984.)
~ Purthermore, historical analyses are often concerned with underseand-
“ingspecific events, usually events about which prior historical research has
already uncovered a great many facts: the Russian Revolution, the Great
Depression of 1929, the influence of Protestantism on the development of
s science. Many of sociclogy’s classical problems take this form. The full de-
“tailed knowledge of these events that is already available is an embarrass—
ment for conventional analytic techniques, because there are no good
methods for handling so many variables, time sequences, and the like.
~ What we want are techniques that let us use the full knowledge we have.

..-More fundamentaily, the methods of qualitative comparative analysis
: embody a way of thinking about the work of social science that differs sub-
" s:tantial%y from what Ragin calls “variable oriented” methods of analysis,
which treat theories, as P've explained, as statements about the refative im-
ﬁoztance of variables as explanations of some result we want to account
for. The explanations are meant to be universal, sociological laws of great
generality, the variables exerting their influence independently of social or
historical context, In this view, you do research by creating a “data contest”
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in which the rival interpretations of a social phenomenon, represented by
their favorite variables, stug it out, the winner being the one {or ones) that
account for most of the variation in the thing to be explained. Perhaps
mostimportantly, these approaches look for one answer to the explanatory
problem when the events to be accounted for may in fact arise from any of
several combinations of causal conditions. Ragin says:

Instead of asking questions about relatively narrow classes of
phenomena (about types of national revolts, for instance), they
[social scientists] tend to reformulate their questions so that they
apply to wider categories (such as questions about cross-national
variation in levels of political instability). Instead of wying to
determine the different contexts in which a cause influences a
certain outcome, they tend to assess a cause’s average influence
across a variety (preferably a diverse sample} of settings. (Ragin
1987, vi1)

Ragin did not want to do away with conventional multivariate statisti-
cal analysis, but he did want to provide alternatives better suited to some of
the problems social scientists want to solve. He found the tools for con-
structing those alternatives in the algebra of sets and logic, often referred to
as Boolean algebra (after George Boole, the nineteenth-century British
mathematician and logician who developed it). Constructing truth tables
of the kind we have already discussed is fundamental to this slgebra; in fact,
it’s from this algebra that they originated. I will give only the sketchiest ver-
sion of these matters, just enough to make the underlying logic of the
method clear enough to be compared to the others we're considering. Ra-
gin's writings contain several descriptions of the method and a number of

examples of its applications. He and his colleagues have used it to study,
among other things, riots in Third World countries {Walton and Ragin -
1990}, patterns of discrimination in employment (Ragin, Meyer, and

Drass 1984), and the politics of ethnicity (Ragin and Hein 1993). The ma- :
terial is just technical enough that a good way to get a thorough under-;
standing is to work through one or more of the examples yourself. Of the :

three methods we're considering in this section, this is the most clearly
“logical” : -
The method preserves the complexity of the situations underlying phe-:

nomena of interest while simplifying them as much as possible. It does that -
by discovering the smallest number of combinations of variables {remem-
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ber that a combination of variables is a type) that produce (occur in con-
Jjunction with) the outcomes to be explained. As a result,

the relations between the parts of 2 whole are understood within
the context of the whole, not within the context of general pat-
terns of covariation between variables characterizing the mem-
bers of a population of comparable units. . . . {Clausation is
understood conjuncturally. Outcomes are analyzed in terms of
intersections of conditions, and it is usually assumed that any of
several combinations of conditions might produce a certain out-
come. . . . Multivariate statistical techniques start with simplify-
ing assumptions about causes and their interrelation as variables.
The method of qualitative comparison, by contrast, starts by as-
suming maximum causal complexity and then mounts an assault
on that complexity. (1987, x)

Boolean methods resemble property space analysis in interesting ways,
though they are quite different from it, and I wiil occasionally comment on

" similarities and differences between the two.

PROCEDURES

The basic steps of 2 Boolean analysis are simple (I'll give a brief example
shortly):

1. Decide what outcomes you want to investigate, and what
“variables” you will use to “explain” them.

2. Define each variable or outcome as a categorical variable,
typically as the presence or absence of some element. You can treat
them as simple dichotomies (e.g., white or nonwhite) or treat each
of several possibilities as a presence or absence of one of the
categories of the variable (white or nonwhite, black or nonblack,
Asian or non-Astan, etc.). (There are ways of transforming
continuous numerical data into such categories, which are not
unique to this method.)

3. Make a data matrix, a table whose rows and columns provide
cells for all the combinations of those variables. This form, standard
for quantitative data, is easily adapted to qualitative data.

4. Reformat the data matrix as a truth table that Jists il the possible
combinations of the presence or absence of these attributes,
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successfitl strike is coded as s and the absence of a large union strike fund,
for example, is coded as ¢.) Of the eight possible combinations of the pres-
ence or absence of the three causes (Abc, aBc, abC, ABc, AbC, aBC, abe,
ABC), only four (in this hypothetical example) lead to successful strikes
{AbC,aBc, ABc, ABC). Thatis, to give these abstractions back theirnames,
strikes are successful when there is a booming market and a large strike
fund but no threat of sympathy strikes, when there is neither a booming
" market nor a large strike fund but there is a threat of sympathy strikes, and
.. .work out the other two yourself, it’s good for you.
The algebra allows a simplification of the soltion. Without going mto
the mathematical details, the equation can he reduced to three situations
{AC, AB,and Bc). Those can in turn be further reduced algebsaically to 8 =
AC + Be, which means that successful strikes occur when there is 2 boor-
 ing market and alarge strike fund or (plus does not mean addition in Boolean
notation, but rather the logical operator OR) when there isa threat of sym-~
pathy strikes and  low strike fund. Another manipulation, which I won'tgo
into, allows you to specify the conditions under which strikes fail.

This may all seem pretty abstract and frighteningly mathematical, but
. the algebra is in fact simple, easy enough for me to follow 2nd therefore
nothing for anyone to be afraid of, and the applications to real data are easy;
* Ragin gives many examples (which, as with anything mathematical, it pays
to work out for yourself). The things that might seem difficult—what do
you do when cases that share 2 combination of causes have different out-
© comes? what do youdo when the world does not produce real-life exam-
~ ples of some of the combinations?—have workable solutions {for which I

5. Differences between two situations that do not affect the
outcome to be explained can’t be the reason the situations differ, so
we needn’t worry about them. An example: if some labor unions
whose membership is predominantly of one race conduct successful
strikes and other unions whose membership is substantially
multiracial also conduct successful strikes, whether the union'’s
tnembership is uni- or multiracial can’t be a cause of a strike’s
success. This being the case, an analyst can “minimize” the truth
table, using the following rule: “If two Boolean expressions [i.e.,
combinations of values of the variables and outcomes] differ in only
one causal condition yet produce the same outcome, then the causal
condition that distinguishes the two expressions can be considered
irrelevant and can be removed to create a simpler combined
expression.”
6. Useasystematic procedure (an algorithmy) described in Ragin’s
text to find the “prime implicants,” the smallest number of
combinations of variables necessary in order to construct an
adequate explanation of the outcomes, removing those that aren’t
logically necessary. [ won't describe the technique here; it’s fully
described in Ragin’s book and elsewhere, and he and his colleagues
have written a computer program that does the job for you. It’s only
necessary to understand that the resultis an algebraic expression that
Lists the combinations of presence or absence of variables that will
“cover” {explain) the outcomes you're interested in.
7. Interpret the resulting equation, which is quite easy: for
example, Qutcome X occurs when variables A and Band either
variable Cor Dare present, or some similar expression of the several
combinations of variables or their absence that accompany the
outcome of interest. (Among other things, as Ragin explains [1987,
99-.101}, the equation makes it easy to identify and distinguish the
necessary and sufficient causes of what you're interested in.)

again refer you to the book).

A DisesrENT Way OF THINKING

QCA shares so many features (like the use of truth tables and their analogs)
with PSA that the two might seem to be only slightly different versions of
the same thing. Not so. As Ragin points out repeatedly, the methods look
for different results, and have a different image of the goals of social sci-
" ence, of the kinds of answers being looked for. In some (but not all} ways,
s a different paradigmmn.

Ragin gives a hypothetical example (for details see 1987, 9641) of a
study in which the apalyst considers three causes of successful strikes: a
booming market for the industry’s product, represented by A; a serious
threat of sympathy strikes by other unions, represented by By and a large
unicn strike fund, represented by C. He codes strikes as successful (S} or
not.(Theabsence of a condition is denoted by a lower-case letter, so an un-

-~ Causes.  Boolean research views causality in a markedly different way
- than conventional quantitative research, in which researchers look for a
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variable’s effect on other variables across a wide variety of situations. A sug-
cessful conventional project produces an equation that explains how much
of astrike’s successful outcome is due, respectively, to the three variables of
booming market, threat of sympathy strikes, and large strike fund. The re-
searchers don’t expect that equation to vary from strike to strike. If the
variables’ effects vary across situations, they are undependable and the re-
searcher doesn't have a result.

Boolean researchers, on the other hand, do not expect causes to operate
independently of one another in that way, rather, they expect to see their
effects vary, depending on the presence or absence of other factors, on the
context they are at work in. Explanations are typically “multiply conjunc~
tural”: conjuncrural in that causes are understood as combinations of fac-
tors, and muitiple in that many such combinations might produce the same
result. Boolean researchers expect to find more than one major causal
pathway, more than one set of conditions under which the outcome to be
explained occurs. Different factors may well combine in different, some~
times contradictory ways to produce similar outcomes. Since you may not
have investigated ali the conditions necessary for a complete explanation,
your explanation may not account for all the cases.

Consider the problem of opiate addiction. It is 4 common finding in
late-twentieth-century American cities that opiate addicts (in the late
twentieth century, of course, the opiate is heroin) are male, young, black or
Hispanic, and urban dweliers. These relatively stable findings are cited as
evidence of a connection between addicts’ age, sex, ethnicity, and habitat,
considered as causes, and their addiction, taken as the consequence. The
connections are explained in 2 way consistent with the imagery of the lives
of such people held by researchers—an imagery, remember, with no
grounding in experience and based largely on the fantasies of middle-class
rescarchers about lower-class life. That imagery suggests that, in the des-
perate circumstances of such lives, people cager for the “escape” drugs pro-
vide follow an inexorable path to addiction.

Alfred Lindesmith (1963) found a major problem with that theory: in
the latter half of the nineteenth century, addiction correlated with a very
different set of demographic characteristics. Addicts then were typically
white women, often from small towns or farms, and middle aged. The
difference is easily explained as a consequence of what kinds of people
found drugs easily available to them. At that period in American history,
the governrnent exercised little control over the distribution of opiate
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drugs. Patent medicines, and especially those concocted for “women’s
complaints,” the then common euphemism for the difficulties sometimes
associated with menopause, often contained hefty doses of opium, and
anyone could buy them at the corner drugstore. Women did buy them and
take them. Some took enough, often enough, to become addicted.

In 1911, the U.S. govermment passed the Harrison Narcotics Act, which
effectively removed opiate-containing medications from the legal market.
Women who could no longer buy their medicine at the corner store some-
times found an accommodating doctor to write a prescription; more often
they just suffered the troubles of withdrawal, autributing them to the
menopausal problems that had led them to take opiates in the first place.

Over the years following the passage of the Harrison Act, an under-
ground market developed and found its natural home in neighborhoods
that could not defend themselves against the intrusion of the narcotics
business. Not surprisingly, those were usually neighborhoods in which
blacks and Hispanics lived. Since the drug traffic was illegal, the people
who engaged in its distribution end were likely to be males in their late
teens and early twenties—not old enough to be middle managers, but just
the age at which criminality most often occurs. And, if you are in distribu-
tion, or if the distribution is occurring in the streets and apartments all
around you, you have easy access to drugs and can indulge whatever cu-
riosity what you see might provoke in you, and that is a crucial step in the
process of addiction,

So such“causes” of drug addiction as age, sex, race, ethnicity, and urban
dwelling are highly variable in their effects, considered historically, and de-
pend for their causal impact on being one element in a conjuncture of fac-
tors. It’s the combination, the conjuncture, that’s causal, not the individual

- factors each adding iss little push to your score on addiction-proneness. It’s

being a woman of menopausal age in the United States when anyone could
buy that “medicine” easily; or being a young, black man in a very poor
neighborhood when the Taws had turned the distribution of drugs into an
illegal business in which you or your neighbors might find a job. These
guite different conjunctures can produce the same result: addiction. Put
more generally, and in slightly different language, different conditions may
satisfy the same causal requiremnent. Alternatively, you could say that some

. more general characteristic—like availability-—lay beneath the superficial
demographic ones that didn’t, after all, explain the variations in addiction.

Ragin describes such problems as involving “illusory differences™:
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{I}dentification of underlying commonalities often does not in-
volve asimple tabulation and analysis of common characteristics.
Investigators must allow for the possibility that characteristics
which appear different (such as qualitatively different systems of
lavailability]) have the same consequence, They are causally
equivalent at a more abstract level . . . but not at a directly ob-
servable level. Thus, there may be an “iliusory difference” be-
tween two objects that is actually an underlying common cause
when considered at a more abstract level, (1987, 47)

Deviant Cases.  QCA and PSA also differ in the way they deal with “de-
viantcases.” A deviant case (an expression that plays a prominent part in the
discussion of analytic induction below) is one that doesn 't do what the an-
alyst thought and predicted it would, and thus challenges the conclusions
he or she would like to make. You do your research, gather your data, and
most of the cases “‘come out right,” but a few don’t and they cast doubt on
the conclusion all the other cases support. In the typical survey analysis, the
kind out of which and for which PSA was developed, when 2 theory links
two variables as cause and effect, the cells in the table that contain the com-
binations of values specified by the theory should contain all the cases,
while the cells with the other combinations are empty. (Because of the way
tables are set up, the predicted and expected cases are said 1o “lie on the
main diagonal;"in a truth table they would be described by thase rows the
researchers expected to contain all the cases.) Conventional quantitative
researchers accept such deviant (or “negative”) cases as an expectable con-
sequence of the random variation characteristic of the world, or of an in-

evitably less than perfect measurement of their variables, or as due to the -
action of variables that weren't included in the analysis becanse no one
knew how to measure them or because no one knew they existed or played

any part in the problem. Searching for missing vartables (along with at-

tempts atimproved measurement) is what researchers in this tradition do in -
later phases of their research. But they do not expect all the deviant cases to -
ever disappear, and they are perfectly content with probabilistic staternents ©

that say, for instance, that children from broken homes are more likely, to

such-and-such a degree, to be delinquent than children from intact fami- .

lies. That some children from intact families are delinquent and some from

broken homes ate nondelinguent doesn’t disconfirm the basic proposition -
relating the two variables, as long as most of the children exhibit the com- :';

bination the analyst’s theory specifies.
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Boolean analysts, on the other hand, work toward the discovery.of rela-
tionships in which the same conjunctures of factors always produce the
same result, relationships to which there are no exceptions, no deviant
cases. They intend eventually (well, one of these days) to account for, have
an explanation of, every case of the phenomenon under study. In their at-
tempt to uncover these invariant relatjonships, they hope and expect,
along the way, to find “deviant cases,” which will constitute the growing
edge of the analysis. Boolean investigators focus on the theoretically unex-
pected case, because they expect it to lead them to some new, as yet un-
foreseen, pattern of causes and consequences. The result they look for is
what we might call patterned diversity: a complex of related types growing
out of a network of causes operating in different ways in different situa-
tions. (A good example is the network of causes, conditions, and conse-
quences of culture in men’s and women’s prisons, discussed in chapter 4.)

* They lock for more conditions to add to the explanatory formula, and

more kinds of outcomes to add to the list of what’s to be explained.

As a result, they often do something strictly forbidden to serious survey
researchers (although often done in practice}: they decide that the deviant
case they have discovered is not an exception to their theory, but a hitherto

" unsuspected phenomenon that deserves and wili get its own category.

{We'll see this move again when we consider analytic induction.) Re~
searchers often realize, in the course of their work, that some of the things
they thought belonged in the category they wanted to explain don’ be-
long there. They differ from the other things in that category in some im-
portant way. Prompted by an unexpected term that has turned up in their
Boolean equation, they decide that perhaps ail successful strikes are not

_alike, Conventional researchers are likely to insist that when such a thing
* happens, it’s just too bad, you cannot recategorize the offending cases and

restate the hypothesis so that it works. These ascetics insist that, confronted

- with such results, you must gather new data from a new sampile before you

can tzke advantage of yourinsight. Such an unrealistic requirement would,

“of course, put an end to qualitative historical research, because there is no
- gathering a new sample, and would make studies like Lindesmith’s, based
- on interviews with hard-to-find addicts, impossible in any practical sense.
More to the point, it treats as a sin what is actually a major scientific virtue:
* the willingness to revise your thinking in the light of experience, the dia-
 logue of evidence and ideas Ragin (1987, 164—71) puts such emphasis on.

Another consequence of the attempt to model the complexity of social
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resembles PSA and QCA in ways that will become clear when we lay out
its logic in truth table terms. {A major exception to the conventional view
1s Charles Ragin’s analysis [1994, 93-98] of Jack Katz’s [1982] study of the
carcers of “poverty lawyers.” Ragin and I think alike on these matters, and
vou should consult his analysis in conjunction with this section.)

Robert Cooley Angell (1936} is sometimes credited with the first use of
Alinsociclogical research, but the genealogy of the method extends back
to John Stuart Mill and his method of agreement and indizect method of
difference (you’ll find a simple explanation of these in Ragin 1987,
36—42). The more immediate ancestors are George Flerbert Mead and his
interpreter Hérbert Blumer, both of whom emphasized the importance of

life: Boolean analysts don’t worry much about the numbers of cases in the
different cells of the table. If the theory says young black men should be ad-
dicts and some aren’t, while some middle-aged white women were, 1t
makes no difference how many of each you've found. One is as good as a
hundred for demonstrating that a theory has not taken account of some
important possibilizy. Thus, Ragin points out,

notions of sampling and sampling distributions are less relevant
to this approach because it is not concerned with the relative dis-
tributions of cases with different patterns of causes and effects.
More important than relative frequency is the wariety of mean-

ingful patterns of causes and effects that exist. (Ragin 1987, 52} ] i i "
the negative case, the instance that falsifies your hypothesis, as the key to

advancing scientific knowledge. The essential argument is that finding out
that your ideas are wrong is the best way to learn something new. (See
Mead 1917; Lindesmnith 1947,12.)

“Classical” analytic induction is exemplified in Alfred Lindesmith’s
{1947) study of opiate addiction, which Tve already talked about else~
where in this book. Cressey (1953} and Becker (1963) used his example as
the model for their studies of embezzling and marijuana use. Each of these
three studies explains the one specific outcome of interest—opiate addic-
tion, the criminal violation of financial trust, using marijuana for plea-
sure—by describing the steps of a process that produces that result. The
explanation of the outcome is, just asin QCA, invariant: it applies to every
case that fits the definition of the phenomenon to be explained.

When you do analytic induction, you develop and test your theory case
by case. You formulate an explanation for the first case as soon as you have
gathered data on it. You apply that theory to the second case when you get
data on it. If the theory explains that case adequately, thus confirming the
theory, no problem; you go on to the third case. When vou hita “negative
case,” one your explanatory hypothesis doesn’t explain, you change the ex-

For 1ts full effect, then, this approach requires the kind of sampling for
the fullest variety of cases we discussed in chapter 3.

Analytic Induction (AL

Many researchers do not aim to explain such a wide range of potential out~
comes as PSA and QCA try to explain. They are interested notin all the by-
ways and possibilities, but in one particular result they consider, for
theoretical or practical reasons, the only really interesting outcome. Put in
the language we’ve been using, that means the researcher really only cares
zbout a few rows of the truth table (in the imiting case, and often encugh
in practice, just one row). They put the other combinations truth table
analysis sensttizes you to in a residual category of “what we aren’t inter-
ested in.” Researchers and theorists often do this when they see the phe-
nomenon to be explained as an “important problem,” either because it is
something everyone in the society cares about or ought to, orbecause ithas
a special theoretical priority. Drug addiction satisfies both these require-
ments, It is both a long~standing “social problem” and an interesting ex-
ample of something people persist in doing in the face of considerable
hardship and strong penal sanctions. So itis an affront both to the moresof -
the society and to all the theories according to which addicts should have
long ago quit,

The method some sociologists have used to deal with questions like that -
is called “analytic induction,” and it’s no accident, as people like to say, that - :
the canonical example of Al concerns that topic. Al is usually seen as anti-
thetical rather than complementary to the other methods we've just con-
sidered. Itisn’t ordinarily understood as involving truth tables. Butitinfact

planation of what you're trying to explain, by incorporating into it what-
ever new elements the facts of this troublesome case suggest to you, orelse
you change the definition of what you're going to explain so as to exclude
" the recalcitrant case from the universe of things to be explained. Re-
* searchers usually rule out many cases this way and, once they have rede-
- fined them as not the kind of thing the theory is trying to explain, more or
. less ignore them. These two possibilities are the same ones Ragin suggests

- are available to users of Boolean methods.
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The method, in the form I've just described, works very well in the kind
of research exemplified by the three canonical examples I mentioned, in
which the researcher studies some form of behavior conventionally la-
beled as deviant by interviewing, one at a time, people thought to have be-
haved that way. You can see the connection if youimagine trying to use this
method with survey interviews. In a survey, you gather your data all at
once, or nearly so, and you cannot vary what you ask and how you ask
about it without losing the comparability of cases gathering them simulta-
neously makes possible. Gathering data aninterview ata time, on the other
hand, makes it easy and natural to discover new variables {which, in this
style of research, more often appear as “steps in a process” than as “vari-
ables™), explore their import, and look for their operation in successive
cases. 1t similarly makes it easy to deal with those variations in the phe-
nomenon itself that merit being treated as separate theoretical entities re-
quiring their own explanation.

The strong point of PSA is as a method for creating and analyzing types
by manipulating logical possibilities. The strong point of QCA is its em-
phasis on conjunctural explanation, the search for combinations of ele-
ments that produce unique and invariant results. The strong point of Al is
as a method for discovering what has to be added to or subtracted from an
explanation so that it will work.

Researchers seldom use Al in its classical form, because it seems to be
suitable only for this very limited class of research questions relating to
processes of deviance. You could say that for those problems it is the
method of choice. But saying that makes the method seem useless for any-
thing other than these specialized cases. In facy, in slightly less “rigorous”
and single-minded versions, it is widely used, especially by researchers who
want 10 describe and analyze such processes as the breakup of couples
{Vaughan [986) and researchers who want to study the complexes of orga-
nized activity, which have been variously called “institutions” or “organi-
zations” or (Everett Hughes’s version) “going concerns.” Ethnographers
commonly use the basic logic of Al to develop descriptions of parts of or-
ganized activities and their interconnections. In thisless rigorous form, Al
is ideally suited to answering “How?" questions, as in “How do these peo-
ple do X7 The X to be explained might be a system of land tenure in an
agricultural commumty, a system of work relations in a factory, the orga-
nization of a school, or any of the other problems students of social orga-
nization concern themselves with.
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Ricorous ANaLyTIC INDUCTION

Opiate Addiction.  Alfred Lindesmith, a student of Herbert Blumer
{whose views on research I discussed in chapter 2) and Edwin Sutherland
(the criminologist whose invention of the concept of white-collar crime 1
also discussed), created the model later practitioners of Al imitated. In his
dissertation, eventually published as a book titled Opiate Addiction (1947),
Lindesmith analyzed his interviews with “from sixty to seventy [morphine
and heroinj addicts” with whom he worked over a nurnber of years. He re-
lied as well on cases and materials from the published literature on drug ad-
diction. He aimed

to understand and provide a rational theoretical account of the
behavior of opiate addicts, and to avoid making moral or ethical
Judgments concerning the conduct of the addict. The central
theoretical problem of the investigation is posed by the fact that
some persons who are exposed to addiction and experience the
effects of morphine or heroin become addicted, while others
under what appear to be the same conditions escape addiction.
"The attempt to account for this differential reaction leads, as will
be seen, to a consideration of the essential characteristics of ad-
diction as well as of the conditions of its origin. (Lindesmith
1947,5)

He developed his theory in response to (in dialogue with, Ragin would
say) what he learned from the people he interviewed, and he revised it
every time something in his case materials showed him it was incorrect or
incomplete.

- Lindesmith’s theory of addiction asserts that people become addicts by
going through a three-step process (I discussed this theory briefly in chap-
ter 3). They first take a Jarge enough amount of some opiate drug over a
long enough time to develop physiological habituation—that is, until
their bodies have adapted to the continued presence of the drug so that its
presence is necessary for the person to function normally. Then, for what-
ever reason (lack of availability or a decrease in their interest in the experi-

~ence, for instance), they stop taking the drug and quickly develop

withdrawal distress, a characteristic combination of symptoms running
from unpleasant {runny nose and other flu-iike symptoms) to severely up-

~setting (muscle cramps, inability to concentrate), though seldom as dra-
“matic as the version Frank Sinatra made famous in the movie version of
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Nelson Algren’s “The Man With The Golden Arm.” (Lindesmith [1947,
26-2 8] summarizes these effects.) Finally, they interpret their withdrawal
symptoms as due to not having taken drugg, and they interpret themselves
as having become addicts, which they understand to mean that from now
on they will require routine injections of drugs to be in a normal physical
and psychological state. Then they act on this new understanding of them-
selves by taking another shot and thus relieving their symptoms. As this
point they begin to engage in the “normal” behavior of an addict, which is
to do whatever their situation makes necessary to guarantee that they are
never withouta supply of drugs sufficient to keep them from experiencing
withdrawal again. They don’t always succeed—they often do go through
withdrawal—but they certainly try.

Lindesmith'’s theory says thatanyone who goes through those three steps
will be an addict, and no one will be 2n addict who has not gone through
them. All his cases support the theory, and in his book and throughout his
iife he challenged critics to produce a negative case that would force fur-
ther revision of the theory. No one ever produced such a case (it’s not clear
that his critics ever tried very hard to do that), even though the theory was
widely contested and criticized.

The final theory was different in some respects from the one he started
with. His research did not simply consist of checking out his ideas against
the facts and seeing if he was right or not. Interviewees sometimes turned
themselves into “negative cases” by telling Lindesmith something that
showed that the current version of his theory was wrong, For example:

[TThe second hypothesis of the investigation was that persons be-
come addicts when they recognize or perceive the significance of
withdrawal distress which they are experiencing, and that if they
do notrecognize withdrawal distress they do notbecome addicts
regardiess of any other conditions.

This formulation . . . did not stand the test of evidence and
had to be revised when cases were found in which individuals
who had experienced withdrawal distress, though not in its
severest form, did not use the drug to alleviate the distress and
never became addicts. (Lindesmith 1947, 8)

When he found such negative cases, Lindesmith either changed the theory :
{as in the above instance) ot, more cantroversially, redefined what he was

trying to explain. That meant that, as he did the research, he sometimes dis~
carded negative cases by deciding that they were not, after all, cases of ad=
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diction as he was coming to understand it. There was an intimate and con-
tinuing dialogue between what he was finding out and how he defined
what he wanted to explain.

Lindesmith also tested his theory by checking implications you could
logically derive from it against data in the literature. His theory, for exam-
ple, assigns a crucial role to consciousness and the ability to engage in causal
reasoning. The prospective addict must be able to reason that his distress is
caused by lack of the drug. If you don’t understand the concept of causal-
ity and so can’t make if-then connections, you can’t make a causal infer-
ence like that. Therefore, he reasoned, children too young to engage in
causal reasoning (according to Piaget, for instance) and animals (who, we
suppose, also can’t reason causally, though this isJess clear) should notbe ca-
pable of becorming addicts, His reading of the literature in psychology and
medicine showed him that children {for example, infants born to addicted
rothers) and animals (who were the subjects of laboratory experiments
on addiction) did become physically habituated. But children and chim-
panzees never become addicts who engage in the kind of conduct human
addicts deo.

Lindesmith'’s theory of addiction was politically controversial {as he
later explained—see Lindesmith 1965). The Federal Bureau of Narcotics
and physicians from the Public Health Service hospital for addicts in Lex-
ington, Kentucky thought it was wrong, since it seerned to suggest that ad-
diction was not the product of a weak or criminal personality but rather
could happen to anyone, That in turn could lead what they thought of as
an ignorant and unwary public to the conclusion that the best way to deal
with the “problem” of addiction would be to let physicians prescribe drugs
for addicts, and the federal agencies were adamantly opposed to that, pretty
much on moral grounds (Lindesmith 1965).

Politically controversial conclusions are often attacked on method-
ological grounds. I won't repeat the earlier discussion of the criticisms of
Lindesmuth’s work based on sampling considerations. What'’s relevant to

_ our topic here are criticisms of how he defined the object of his study.
- How does a researcher do that? Is it OK to change, in midstream, the defi-
- nition of what you re studying and what constitutes a case of what you are
- going to explain? Conventional practice says no, you can't do that.

- Lindesmith thought you not only could, but should. He thought, when

hebegan his research, that the then current idea of an addict was il defined,

rbitrary; and not based on real knowledge of the process of addiction or

199




FIVE

the world of addicts. He therefore saw his research problem as not merely
to understand kow people became addicts or what “caused” addiction, but
also to sharpen the definition of what an addict and addiction were. Tf that
meant changing his mind about what he was studying while he was study-
ing it, fine. In both its classic and later versions, Al always involves just such
a matual clarification of the conceptual solution to a research problem
{e.g., how do people get to be addicts) and the definition of what consti-
tutes the problem and its embodiment in real life {e.g., how to define an ad-
dict and addiction).

This is the same dialogue of data and irnage, you will recognize, that Ra-
gin (1994, 93-100) insists on as essential to Boolean methods, in which re-
searchers simultancously redefine whatis being studied while refining their

understanding of its explanation. You can see the similarity between the

two in Ragin’s descriptions of them. He says that“analytic induction is used
both to construct images and to seck out contrary evidence because it sees
such evidence as the best raw material for improving initial images” (94) and
similarly describes how, when we use Boolean methods, “Evidence-based
images emerge from the simplification of truth tables in the form of con-
figurations of conditions that differentiate subsets of cases” (130).

Let’s put what Lindesmith did in truth table rerms. When you change
the theory you are using to explain the outcome of interest, you add a new
factor or variable or step~in-the-process to the list of causes. That, in turn,
means that you add a new column, which can contain 2 plus or minus, o
the truth table. That doubles the number of rows in the table, the number
of possible combinations of all those factors. And that means that every
case—both the new one that caused the change and all those that came be-

fore—-now has to be seen as having some value of that quality When some

addicts told him they had had withdrawal symptoms but had not taken an-
other injection to relieve them, he added a column, labeled “tock a shotfor
relief;” in which every case could have a plus or minus.

When you get rid of a case, or class of cases, on: the other hand, you do
two things. You add a new variable to the list that describes outcomes of the
process, which has the same consequence as adding 2 new possibility to the
list of causes: a new column in which to put pluses or minuses to describe -
each case. And then, having defined this new column, you get rid of every
combination that has a plus in it. You've defined your negative case out of

the universe of what you're obliged to explain.

The basic procedure of Al, then, is to reduce the truth table to one row, '
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which contains all the cases of the outcome to be explained and has pluses
in all the columms. All the other combinations are considered irrelevant
and uninteresting. Not because they aren't interesting from some point of
view, but if what you want to do is explain one particular outcome, like
opiate addiction, the others arent worth going into. O, at least, it can seem
that way. In fact, a ot of other material is necessary to make that row intel-
ligible, and that’s wheze problems arise for 3 strict version of AL

Lindesmith’s work displayed those problems. He found the explanation
he was looking for, a universal theory of opiate addiction, and itis true that
it has never been successfully challenged. But he paid a price. He was ex-
pert on many other aspects of addiction, especially the interplay of legal
and cultoral definitions of the drug on the one hand and the correlates of
addiction on the other. But his rigorous and exclasive adherence to the
procedures of Al meant that he had no way of talking, in the logically com-
peliing way he had dealt with the addiction process, about many things he
knew alotabout. The truth table kind of logic that worked for that process
wouldn’t handle the more complex network of collective activity that was
the world of drugs and law enforcement. And that’s a problem for this way
of working: how to preserve the virtues of the logic while giving full

- weight to the complexities of social organization?

Embezzling.  Donald Cressey, a student of Lindesmith and Sutherdand at
Indiana University after World War 11, was another early advocate of AL
. His dissertation, later published as Other People’s Money (1953}, is a study of
. embezzling. Perhaps it’s better to say that he intended to investigate “em-
. .bezzling,” but soon ran into serious data collection problems that caused
“him to redefine what he was studying. Those problems, and his solutions,
“give us another view of the uses of truth rable analysis in its Al form.
- Drug addiction, Lindesmith’s topic, is very much & group activity. The
- wotld of addicts includes friendship circles, markets, and systems of mutual
~ help. Junkies know one another, and can introduce a researcher they take a
“liking to to other people who can be interviewed. Embezzling, however, is
a solitary, secret activity. Neither a commonly indulged vice nor a profes-
sional form of crime, it creates no social world of peers and colleagues, 5o
the embezzler you find and interview doesn’t know any other embezzlers
torefer you to. Finding one addict {or, say, one professional thief) opensthe
door to finding many more; when you find one embezzler, thats all you've
found, and the hunt has to begin anew.
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So the only way Cressey could find embezzlers to interview was to go to
jails and interview people who had been convicted of that crime. That
didn't create as serious 2 sampling problem as it would have in the case of
some other crimes. There’s reason to think that, say, burglars who are in jail
are not a random selection from the pool of all burglars, but rather consist
of the people who aren’t so good at the job, or who did not make appro-
priate arrangements with a professional fixer (see Conwell and Sutherland
1937}—in other words, they aren’t the same as the ones who never went to
jail, and that means that the causal story leading up to their crime may be
very different from the amateur’s story. Almost all embezzlers, however,
end up in jail. The auditors always show up, find that some money 18 Tgs~
ing, and can easily figure out who caused the shortage. By then it’s too late
to do anything but leave the country {which, of cousse, embezzlers some-
fimes do). So the embezzlers in jail are probably pretty much like the ones
who aren’t there yet. '

But there’s 2 more substantia] difficulty with the sample you find in jail.

It goes to the heart of the definitional problem that causes practitioners of
AJ to throw cases out of their sample. There shouldn’t be a definitional
problem, because everyone knows what embezzlement is, don’t they?
Certainly. Embezzling is when someone can get their hands on the com-~
pany’s money and take it without resorting to force orfirearms, using some
sort of financial trickery instead. But people who embezzle from their em-
plovers in a way that more or less coincides with that folk definition are not
always convicted of and putin jail for the crime of embezziement. The le-
gal definitions of the crime set out certain requirements the prosecutor
must meet in order to make that charge stick. But the prosecutor, even
though he knows that the person he has in custody stole the money, may
still not be able to meet those legal requirements. He might, however, be
able to meet the requirements for another, similar charge. As a result, peo-
ple who have committed what would conventionally be thought of as em-
bezzlement can end up in jail for committing crimes called “larceny by
bailee"“confidence game,” or forgery. Cressey explains:

the legal category [of embezzlement] did not describe a homo-
geneous class of criminal behavior. Persons whose behavior was
not adequately described by the definition of embezzlement
were found to have been imprisoned for that offense, and persons
whose behavior was adequately described by the definition were
confined for some other offense. (Cressey 1951)
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So the offense for which an embezzler is convicted reflects the prosecutor’s
ability to make a winning case rather than 2 routine and unchanging defi-
nitional response to a set of facts.

Cressey thus had to inspect all the cases falling under those other head-
ings to make sure he was getting the people whose stories he wanted. In
truth table terms, he had to get rid of the column labeled “convicted of
embezzling” and insert some new ones in which to record the presence or
absence of some other criterion or criteria that would distinguish the cases
of interest to him. Choosing who to interview (from people in the several
criminal categories) by applying the common-sense definition [ recited in
the last paragraph, he had still another problem. The people that definition
captured differed in such obvicus ways that it was unlikely that a single in-
variant explanation existed for their behavior (even though their behavior
was all “the same,” in that they had all, after all, helped themselves to their
employer’s money}. Some of the people in jail conformed to the conven-
tional stereotype of a well-meaning person who took a job in good faith,
but then got into some difficulty and stole money with the intention of
putting it back, but got caught. Other jailed embezzlers, however, were
professional criminals who somehow managed to get a job in a bank (or
some other position of financial trust). They had every intention of steal-
ing. You needed different explanations for these two situations. Cressey
was only interested in the first type, the person who didn’t intend to steal
but then did. The second type could be explained essily encugh as the in-
tentional application of professional skills, the way you would explain a
surgeon performing operations. That seemed aless interesting theoretical
problem to him, perhaps because it had already been studied by others {as
his mentor Sutherland had analyzed the professional behavior of thieves
[Conwell and Sutherland 19377]).

So Cressey redefined the subject of his study as the criminal violation of

_ aposition of financial trust that had been taken in good faith, ignoring the

official name of the crime the person had been convicted of, and threw out
cases that did not meet that definition (in'other words, gotrid of all rows in
the truth table that had a plus in the column headed “took the job intend-
ing to steal”). It’s not really necessary to the argument here that you know
the explanation for these people’s violation of trust, but it would be cruel
not to tell. Cressey explained that their activity went through three stages.
First, the embezzler-to-be developed nonshareable financial problems,
problems that might not be as damaging to someone else but were poison
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for a person in a trusted financial position. I¢'s all right for a college profes-
sor to play the horses and lose, but it’s not all right when a bank telier does
it. So the bank teller can’t tell anyone that he or she needs some extra cash
and thus get the money in a legitimate way. Or, at least, they don’t think
they can do that. Although what was nonshareable might vary, the non-
shareability was the point, not the specific activity. Then they learned the
techniques required for successful theft. That wasn’t too hard because they
were usually the same techniques you needed to do the job in the first
place, and you learned them as you learned the job itself. Finally, now well
on their way to doing it, they developed a rationale, an explanation of why
it was all right after all for them to do something they would once have re-
garded as forbidden and criminal. They mighe, for instance, tell themselves
that “It’s a big company and they cheat too.”

Marijuana Use. I read Lindesmith’s book when it came out and was
greatly taken with his use of AL I thought it would be a good way to ap-
proach a subject about which I had enough prior knowledge, through my
work as a dance musician and through personal experience, to think that it
would provoke an interesting variation on Lindesmith’s theory: marijuana
use. (The study I'm discussing appears in Becker 1963, 42-78.)

Unlike opiates, marijuana does not produce addiction. People use it
muich more casually, sometimes a lot, sometimes not at ail. I didn’t think
that pattern of use could be explained by the standard physiological or psy-
chological theories Lindesmith had already, in my view, demolished for the
case of opiate drugs. But neither could marijuana use be explained by -
voking a Lindesmith-like process based on adaptation to withdrawal dis-
tress, because users of marijuana didn’t suffer withdrawal. What had to be
explained was not the obsessive behavior of addiction, but the voluntary
action I described as “the use of marijuana for pleasure.” My explanation,
t00, had three steps, three stages of an educational process: learning to in-
gest marijuana so physiological effects could occur; learning to recognize
those effects (since they were relatively subtle and easily ignored or attrib-
utable to “normal” circumstances, as thirst might be) and attribute them to
having taken the drug; and learning to enjoy the symptoms, which were
not “obviously” enjoyable (it’s not necessarily a lot of fun to have your
mouth dry up or to be dizzy).

I found negative cases requiring reformulations of the theory and re-
definitions of the phenomenon. The most interesting and important one
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arose when [ interviewed a musician I had worked with in various bands,
who confided that he had never gotten high and had no idea what people
were talking about when they used that expression. { asked him why on
carth he bothered to continue to smoke dope, considering the possible le-
gal sanctions. He explained that everyone else did and he didn’t want to
ook like a square. I decided that cases like his {(another one showed up later
in the research) were not what [ was talking about; they would have been
interesting for a study of, say, peer pressure, but that wasn’t what [ wanted
to explain, So I dropped the case from my sample, describing it as a case “in
which marfjuana is used for its prestige value only, asa symbol thatoneisa
certain kind of person, with no pleasure at all being derived from its use”
(Becker 1963, 44). That is, | removed from my truth table all the rows in
which a person had 2 plus for prestige as a motive combined with alack of
the abilicy to get high. Rows (cases) which contained prestige and ability to
get high remained.

I used Al the same way Lindesmith and Cressey had. [ was as interested
as they were in the development of self-conceptions and individual ines of
activity, which meant I wanted to understand how people came to see
marijuana as pleasure-giving and themselves as people who knew how to
use it to get and enjoy that pleasure. But I also insisted, more than either of
them had, on introducing the social context of the aceivity into my expla-
nation, emphasizing that people typically {though not necessarily) learned
what they had to learn by being taught by more experienced users.

And (the most important difference between my work and that of
Lindesrnith and Cressey) I didnt content myself with one process. My
analysis also incorporated a theory about social control, based on my ob-
servation that marijuana use typically did not interrupt users’ conventional
lives. To avoid such interruptions, users had to find ways to avoid the con-
sequences of the Jegal prohibition of marijuanz use, and of the belief of
many people they had regular contact with (parents, employers, associates,
and so on} that it was a bad thing to be doing. These problems introduced
another necessary adaptation, this time to the forces of social control.

So I described a second process, more oriess in the Al style, concluding
that people would only begin and continue to use marijuana when they
successfully dealt with the problems associated with the definition of the
practice as deviant. For exarple, since possession and sale of marijuana
were illegal, it was difficult to get, and if you couldn’ get it, yvou couldn’t
smoke it. Similarly, users had ro find ways to keep their use hidden from law
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enforcement officers, relatives, employers, and others who might punish
therm in some way if their use was discovered. And users had to convince
themselves that smoking marijuana did not have the bad effects sometimes
attributed to it. I any of these conditions were not met, use would not
continue.

Had Tincorporated the two processes into one model, I would have had
asix= rather than a three-step process. The six steps, combined, constituted
the columns of a truth table. The combinations of pluses and minuses in
those columns described the situations in which use occurred and those i
which it didnt—because, unlike Lindesmith’s interviewees, who stopped
use only when some external force interfered, the people [ tatked to did
stop and start all the time. I dealt with the combinations that led to stop-
ping and starting up again casually. I can see now that, had [ understood the
possibility, I could have constructed a truth table, QCA style, that would
have systernatized that analysis. I would have had a much more complexset
of rows and columns than the ones Cressey and Lindesmith created, one
that showed that the possibilities of Al were greater than the easlier studies
had suggested. (Ragin’s [1994, 94-98] analysis of Katz’s {1982} study of the
careers of poverty lawyers is a well worked out example of what's possible.)

I had a reason for keeping the two problems of learning to get high and
of adapting to systems of social control separate. The two processes, while
connected, did not affect how much and how often people smoked in the
same way. Learning to enjoy the drug’s cffects was something that would
have to occur no matter what the legal situation of marijuana in the soci-
ety. Getting high is getting high, no matter the legal status of the actavity.
The process of dealing with the negative definitions of use, on the other
hand, was historically contingent. An analyst only had to deal with thatset
of constraints on marijuana use when such social controls were operating,
And, historically, matters did change to some extent in the years following
this research, so that some of the contingencies operative in: the second
process were no longer present, at least for some people and at some times.

These three examples of classic Al are rigorous, to the point of obses-

sion, in the way they apply the method. They consider one major hypoth-
esis, designed to explain one specific outcome, and rigorously exclude
other, “extraneous” outcomes as not being cases of the phenomenon to be
explained. Thus, I ignored the people who continued to smoke marijuana
even though they never learned to enjoy it, because I didn’t think it was in-
teresting to explain the behavior of this group. I didn’t pursue that phe-
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nomenon, though 1 might have; it wasn’t an “uninteresting” outcome, as
contemporary interest in “peer pressure” suggests. Similarly, Cressey ex-
cluded cases of professional criminals who took positions of financial trust
exactly so that they could viclate them. He wasn’t interested in that out-
come. Someone interested in the operation of banks as social erganiza-
tons might well wish to consider both types of violation and develop
parallel explanations of the two similar, but not identical, cutcomes.

I don’t intend what 've just said as criticism of Lindesmith, Cressey, or
myself for making those choices. But we should recognize that these
choices are dictated not by scientific considerations, but by the problems
we warnted to sofve. We could as easily have chosen to solve a wider range
of problems by investigating a wider range of outcomes. Researchers who
are interested in simultaneously investigating a variety of outcomes have
used supezficially different, but in fact quite sirmular, methods and logic.
These methods can be seen as variants and extensions of Al

NoT-So-RicoroUSs ANALYTIC INDUCTION

Weird Cases and Comparisens.  Some sociologises {'m one and Everett
Hughes was another) annoy their colleagues, and especially students who
are trying to simplify their theses and therefore their lives, by countering
every seemingly reasonable generalization anyone proposes with a contra-
dictory example. I mentioned, in chapter 4, the meeting [ attended at
which people tried to devise a test of artistic talent and wanted to use
drawing as the ability one would measure. That didn’t seem unreasonable
on its face, but | immediately spoiled everything by asking whether the
other participants considered photography @ visual art and, if they did
(and, of course, they did), how an ability to draw could measure someone’s
potential as a maker of artistic photographs. I made the same theoretical
move when, after medical students had told me that a crock was someone
with psychosomatic disease, I confronted them with the patient with an
ulcer; they “knew” that the ulcer had 2 psychosomatic origin {as it hap-
pens, the cause of ulcer is now thought to be a microbe rather than the psy-
che), but knew just as securely that the patient who had it wasn't a crock,

I didn’t raise those exceptions to the generalizations my companions
were making about drawing or crocks just to be annoying, although it was
fun and I am mischievous. I did it to explore the ideas of artistic talent and
patient misbehavior that were implicit in the ralk I was listening to. If [
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could so easily think of an activity everyone knew was artistic that did not
have the feature they kad just attributed to all artistic activity, then that fea-
ture couldn’t be a defining characteristic of visual art. If T could so easily
find a patient with psychosomatic disease who wasn't a crock, then that
wast't what defined a crock. In both cases, T 'was using these negative cases
{(because that’s what they were) just the way someone doing analytic in-
duction does: to find new variables, new aspects of the thing being ana-
lyzed. Insisting that the generalization has to cover this inconveniently
negative example adds columns to the truth table whenever you find cases
that aren’t explained by the combinations already there.

You don't actually have to see negative cases in order to use them for this
purpose. It’s enough to be able to think of one, if what you're going to do
is use it to look for more dimenstons and elements in a situation or process
you're interested in. If you're wrong, and the imaginary case produces ele~
ments that turn out to be of no empirical relevance, that’s no tragedy. Bet-
ter to have thought of it and then found out you're wrong than never to
have thought of it at all. That’s why Hughes and others read fiction so
avidly. Its not because inventors of fictions have superior insight denied to
the rest of us. But they might describe something carefully enough that we
could extract a negative instance of some theory of ours from it. Since
there are so many more novels and novelists than there are social scientists
and empirical studies, they are bound to cover a greater variety of situa-
tions than we do, and thus describe possibilities we wouldn’t otherwise

know about.

Ethnographic Practice.  Plucking weird cases and comparisons out of nov-
els or the air is just me trying to think up new ideas, to make conversation,
to help students cut of a rut they've gotten into in their thinking, to help
myself out of a similar rut. Bur, in fact, the conventional practices of
ethnographic fieldwork often mvolve the same trick, although I have to
give some background before I explain how that’s so. Ethnographers are
seldom so single«»minéeély interested in finding 2 unigue solution to one
specific problem as Lindesmith or Cressey were. Instead, they are typically
interested in developing an interlocking set of generalizations about many
different aspects of the organization or community they are studying, and
much of the force of an ethnographic description comes from seeing how
the various generalizations support each other.

So Hughes, describing the experience of a Canadian town undergoing
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industrialization, tells 2 complicated story about how vocations for the
priesthood arise in its French-speaking families:

The child is reared in a homogeneous community, where he
shares the respected status of a farm-owning family. But within
the bosom of each family all must be ordered toward future di-
versity of fate for the several children. One will be a farm propri-
etor and will carry on the family in the native parish. The others,
even while at work on the farm, are to be turned into potential
priests, nuns, doctors, teachers, businessmen, artisans, colonists,
orsimply into grist for the mills of indusery. The adult proprietors
[of farms] are of one class; their children are destined for disper-
sionamong the various estates of an urban and industriai civiliza—
tion. The remarkable thing is, not that family solidarity keeps the
several individuals at work, without conscious or unconscious
sabotage, but rather that they do this in the face of the fact that
most of the children will have no part or parcel of the farm and
will be able to call it “home” only in reminiscence. {1943, )

Nearly ali of the priests of Cantonville [the town Hughes stud-
1ed]_aze farmer’s sons who, at an early age, were sent off, at their
famnily’s expense, to a collége and then to a semninary. (171)

[A] key factor in the [religious] vocation is its function for the
family and the kind of family effort which brings it to fruition.
The testimony of priests in general is that the urban working class
does not produce priests. The few cases of vocation which came
to our attention in the comumunity were those of sons of smaller
businessmen, fairly successful in their enterprises, but not of the
first rank in their social position. None of the distinctly high-
ranking families, new or old, has produced a priest in the mem-
ory of any of the older residents, One may suggest, although the
data are not adequate for proof, that the deeper piety of the rural
people and lower-middle classes or urban people, along with the
family solidarity engendered by maintenance of a family enter-
prise, is the condition most favorable to directing sons toward the
priesthood. Gaining a living from individual wages and salaries s
not favorable; nor is the more secular spirit, expressed in a more
sophisticated set of social ambitions, of the middie and dpper
classes favorable to vocations, even though such families may
conduct successful enterprises. (185)

So there is a system of inheritance (in the French style) that gives the
farm to the eldest son but provides some equivalent fiving for the other

* children; until they reach the age of independence, the children provide
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the labor for the farm; one of the ways of providing for a son or daughter
(though in this patriarchal society more attention Is given to the son’s fate) .

is to have them become religious functionaries; and the piety of rural life,
particularly, provides an appropriate setting for the development of such
feelings. The book gives detailed verification, arrived at through painstak-
ing and systematic analysis of a mass of facts gathered in the field {a family-
by-family census of occupations of fathers and soms, for example), of this
collection of strong empirical statements about the society. The analyses
are buttressed with tables containing information on all the families of
specific classes and geographical locations. A composite portrait of the
whole system of religion, land tenure, and economic development is con-
structed from interlocking generalizations about these different parts or as-
pects.

As an cthnographer like Hughes pursues such generalizations, he uses
procedures that parallel AL He states provisional hypotheses about a par-
ticular phenomenon, like the relation between family status and religious
vocations. He looks for disconfirming cases, rethinks the generalization so
that these cases are no longer disconfirming, and continues the search for
negative cases in places where they would be likely to occur. It’s what I did
as I pursued the meaning of the word “crock” The goal of this search for
disconfirring evidence is to refine the portrait of the whole——to offer, in
the end, 2 convincing representation of its complexity and diversity.

But ethnographers don’t create their data by requiring people to do
something special for them~fill out a questionnaire or participate inan
interview or focus group. They are, instead, usually at the mercy of “the
moment,.” and have to wait for events that would be theoretically impor-
tant to them to happen while they’re doing their research. And they have a
lot of generalizations to test in their effort to construct 4 portrait of the
whole, as Hughes did. So ethnographers can’t realistically pursue any sin-
gle generalization in the strict, single-minded way characteristic of the
classic Al studies. Nor should they. The similarity to Al lies elsewhere: in
their refissal to write disconfirming evidence offas some sort of dismissable
variation, in their insistence on instead addressing it as evidence that has to
be theoretically accounted for and included as part of the story.

Ethnographers can, however, apply the trick of looking for negative evi-
dence. When Blanche Geer and I studied campus Jife at the University of
Kansas (Becker, Geer, and Hughes [1968] 1994), we did that with respect
to the question of camnpus leaders. We had established a division of laborin
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our field work. She studied fraternities and sororities, [ studied indepen-
dents. One day she interviewed the head of the Interfraternity Council
and asked how he had arrived at that position. The answer took an hour,
and included alengthy account of political deals and machinations that be-
gan assoon as he had arrived on campus as 2 freshman. We thought it would
be interesting to see if that was the way it worked in general, and for
women as well as men.

So we made a list of the twenty or so most important positions in cam-
pus organizations held by men and women, and set out to interview them.
She continued to interview the men, all of whose stories resembled that of
the IFC president. I mterviewed the women, and had a great surprise.
When I asked the IFC president’s opposite number, the head of the Pan-
hellenic organization, how she had come to occupy that position, she
shocked me by saving “I don’t know” [ said, “What do yvou mean you don’t
know? How can you not know that?” And then she explained that she
found out she was president when the Dean of Women called her to con-
gratulate her. She thought, but wasn't sure, that it was her sororitys turn to
have the presidency, and that perhaps the president of her sorority had
nominated her, or maybe the DDean had just decided to choose her. There
were no stories of deals, no plots, no political machinations. It just hap-
pened. And that turned out to be 2 stable finding, a real difference between
the way men and women were treated by the college administration, and
consequently 2 real difference in the experiences men and women had in
college.

I have spoken here of ethnographic practice, but it is clear that similar
strategies are appropriate for people who work with historical data, or with
combinations of statistical data taken from available records. A useful exer-
cise would be, to cite just one example, to see how Lieberson (1980) han-
dled the search for negative and complicating information in his analysis of
the causes of the economic and social situation of present-day American
blacks.

The systernatic search for negative cases shows up in a procedure used by

" many or most ethnographers in analyzing and sorting through their data

{see the description in Becker, Gordon, and LeBaiily 1984). Briefly, ana-
Iystsin this style rypically assernble all the data thacbear on a given topicand
see what staternent they can make that will take account of all that mater-
ial, what generalization best encompasses what is there. If some data do not

" support a generalization, the analyst wries to reframe the generalization,

211




FIVE

complicating it to take account of the stubborn fact; alternatively, the ana-
Iyst tries to create a new class of phenomena that differs from the one the
datum was originally assigned to, which can have its own explanatory gen-
eralization. Thus, in handling the fragments of data out of which an ethno-
graphic analysis is constructed, the analyst mimics the operations of AL

The Underlying Logic of Combinations

The big trick of combinatorial thinking is: Think combinations! (As op-
posed to the most commen alternative, which is: Think Variables!} Propose
some elements or, better yet, let the world propose them to you through
the data you collect or through less formaily gathered impressions. See
what the cases that interest you are made up of. Work out the possible com-
binations. See which ones turn out which way, why some exist and others
don’t,

"The three combinatorial methods Pve discussed at such length—-prop-
erty space analysis, qualitative comparative analysis, and analytic induc-
tion—seem to differ considerably. But, as my scattered remarks to this
point were meant to suggest, beneath the superficial differences lies a com-
mon logic and methoed, in varying forms designed to take account of the
differing problems each was devised to solve. The three methods have in
common the intention of milking a set of ideas or categories for ail they’re
worth. They rely on 2 basically sirnilar notion of extracting all the possibil-
ities inherent in such a set for explicit consideration.

The way each does that is its special trick, and each of themn is a trick (or,
better, a family of related tricks) you can learn and use. The three groups of
tricks are best understood by seeing them as differing ways of working
with a truth table, in which the rows are the cases being studied and the
colummns the properties attributed to cases. Once you set up the columns,
you can describe every case your research turns up by some combination
of the presence or absence of each feature specified in them.,

Better yet, you can incorporate the complexity of the social world into
your thinking by working out every possible combination of those pres-
ences and absences. That lets you recognize the possibility of cases you
haven’t discovered empirically. You might never actually find them, be-
cause they might not exist—not where you're looking or not atall, But you
know that they could exist, at least logically—like the possibilities laid out
for physical scientists in the periodic table of elements—and you know
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what to look for. You know that, if you don’t find them, there 1s something
wrong with your table or, more likely, that their absence requires an expla-
nation, which will most likely be created by adding still more elements to
the analysis, more columns to the truth table. Adding those columns will,
in turn, create more potential types to be looked for. In this way, truth table
analysis is 2 way of being more formal about the requirement to sample for
the full range of possibilities.

Property space analysis’s trick for multiplying possibilities is simple, eas~
ily understood, and well known to social scientists: make a table in which
the rows are the varieties of one variable and the columns the varieties of
another. The cells created by the intersection of the two define the possi-
ble combinations, the types. That’s not as good a way of laying cut possi-
bilities as 2 truth table, because it’s hard to accommodate more than a few
properties without generating a bewildering number of headings, sub-
headings, and cells and thus making the result visually incomprehensible.
But such a table has the advantage of providing a physical space in which
you can put numbers: the numbers of cases that have that combination of
characteristics, or the percentage of cases of that combination that have
some other characteristic you want to emphasize. A key feature of much
social science analysis, especiaily work based on survey data or its analogs,
consists exactly in the comparison of such numbers in order to evaluate the
relative effects of one variable on another. PSA was invented to deal with
such data, and shows that in its emphases. It does that job well.

PSA’ two subsidiary tricks, which Lazarsfeld and Barton call “redunc-
tion” and “substruction,” are complementary ways of manipulating truth
table colamns, making fewer of them by combining those that can be
combined without violence to common sense, making more of them by
ferreting out the principles on which ad hoc typologies have been con-
structed.

Qualitative comparative analysis is not much concerned with nambers
ot percentages of cases, or with evaluating the influence of variables con-
sidered separately. It was created to do a different job: to find explanations
of historical events about which we know too much to swallow any simple
answers. It is pointed toward the description of combmations of elements
considered as wholes, toward conjunctures of things, people, characteris-
tics, and events. Its trick is the truth table trick in its pure form, as a tool of
Boolean algebra. It multiplies possibilities by adding new elements to the
table, in the form of new columns that will contain pluses and minuses, as
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new elements come to the analyst’s attention. It compares combinations,
rather than numbers, seeing which combinations of elements produce
which combinations of outcomes. It’s prepared to find new causes, and
also new effects, new outcomes. QCA reduces all that complexity through
the operation called minimization: seeing which elements play no role in
the phenomenon to be explained and can thus be dropped from the analy~
sis, which reduces the cojumns of the table and thus the number of com-
binations that have to be dealt with. Like all mathematically based ideas,
these Boolean methods bring with them a variety of subtricks that have al-
ready been worked out and verified. If, for instance, you know the combi-
nations of elements that produce the outcome of interest to you, purely
logical manipulations give you the combinations that produce the obverse
of that combination.

Analytic induction’s single-minded insistence on one outcome, and
one set of causes that produce that outcome, which are its tricks, reduce
complexity very successfully. That emphasis makes sense in light of Al's de-
velopment as a way of explaining deviant activities, Students of those re-
search problems don't care about the whole logical tree of possible
outcomes, only about the one node out at the end that is the thing they
want to explain: the addict or the embezzler. So it’s natural that Al doesn',
on the surface, seem to be very good at multiplying possibilities. Butit ac-
tually does create more types. When analysts discover a negative case, they
search for 2 new condition that accounts for its existence. That new condi-
tion is, of course, a new column in the truch table, and so doubles the num-
ber of possible combinations. Als great trick is to dismiss all those
possibilities, except the one that is of central interest, from further consid-
eration. Ft redefines those combinations as irrelevant. So, when [ discov-
ered someone who continued to smoke marijuana even though he wasn’t
having any fin, | refocused the analysis to explain the behavior of people
who used it for pleasure, and ignored all the possible combinations of
events whose outcome was using for social prestige.

AT’s less rigorous form, widely used in ethnographic ard historical re-
search, consists in focusing on things that don 't fit the picture you're devei-
oping. It simply counsels the researcher to look for trouble, look for
exceptions, look for things that don’t fit, and when you find them, don’
complain. Rather, be happy. You know how to complicate your analysis
without falling into chaos.
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Now you know ail, or most, or anyway a lot, of the tricks [ know. Just read-
ingabout these tricks will not do you much good. You may be amused. You
may even be instructed. But you will not really know how to do them.
They will not really be yours,

The way you learn to do these tricks and take possession of them is to
make them a daily routine. In other words, practice. The way a pianist plays
scales. The way a golfer practices a swing. Don't let a day go by that you
don’t do one of them (better yet, several of them) seriously. When I wasin
my early teens, learning to play jazz, { spent a good chunk of my waking
hours thinking music. And I don’t mean thinking about music in general
orabout particular players, the way a fan might have done, I mean that 1 re-
hearsed songs [ knew, or wanted to koow, and solos I had memorized by
players  admired on records I owned. I went over these melodies in my
head, listening to the intervals between the notes they were composed of,
identifying the notes specifically enough that I could write them down on
asheet of score paper or reproduce them at the piano. I did it with songs I
heard on the radio, in the background in stores, in movies. And then ['d go
after the harmony, making sure I had the chords that made the melody
sound right, the chords I could use as the basis for improvisation.

The immediate result of such persistent mental practice was that |
looked a little strange walking down the street, humming distractedly and
not responding quickiy to things said to me. The eventual result was that I
could hear a song playing in the background as I talked to someone, and
later sit down and play it without having to engage in any conscious rmusi-
cal analysis. To this day, I sometimes surprise my companions by referring
to the background music in the restaurant or elevator, which I have
“heard” and they haven't. It's the kind of skill David Sudnow ({1978) de-
scribed as what his hands learned when he learned to play the piano, and
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