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Foreword: The improbability of life
George M. Whitesides

How did life begin?

I (and most scientists) would answer, “By accident.” But what an absolutely unlikely
accident it must have been! The earth on which life first appeared — prebiotic
earth — was most inhospitable: a violent place, wracked by storms and volcanoes,
wrenched by the pull of a moon that was much closer than the one we know now, still
battered by cosmic impacts. On its surface and in its oceans were myriads of organic
compounds, some formed in processes occurring on earth, some imported by infalls
from space. Out of this universe of tumult and molecules, somehow a small subset
of chemical processes emerged and accidentally replicated, thus stumbling toward
what became the first cells. How could such a chaotic mixture of molecules have
generated cells? Order usually decays toward disorder: Why do the tracks that led
to life point in the opposite direction?

The origin of life is one of the biggest of the big questions about the nature
of existence. Origin tends to occur frequently in these big questions: the origin
of the universe, the origin of matter, the origin of life, the origin of sentience.
We, scientists and non-scientists alike, have troubles with such “origins” — we
were not there watching when the first events happened, we can never replicate
them, and, when those first events happened, there was, in fact, no “we.” I believe
that one day we will be able to describe life in physical terms — that is, we will
rationalize life satisfactorily in molecular detail based on accepted scientific law and
scientific theory using the scientific method. But we certainly do not know yet how to
do it.

Understanding how organized living cells emerged from disorganized mixtures
of molecules is an entrancingly, seductively difficult problem — so difficult, as
we now understand it, that science does not even have well-formulated, testable
hypotheses about how it might have happened, only guesses and intuitions. This

X1
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problem deserves our most careful thought. Its solution will tell us about our origins
and describe how disorder can spontaneously become order. It will also test the
capability of current science to understand systems comprising many interacting
parts.

Before trying to answer the question How did life begin?, we must first think
about what the question really is that we are trying to answer: What is the “life”
whose origins we are trying to understand? What are the characteristics of a cell,
the simplest embodiment of life, that might allow us to trace back to its origins?
How do we recognize an “origin”? When does a set of molecules, and of processes
that convert these molecules into one another, cross a line separating “not-alive”
from “alive”? And what is the tool — the “scientific method” — that science will use
to try to address this problem?

Let us begin with the scientific method, a very useful and quite reliable strategy
for doing science. Although it sometimes seems plodding, the scientific method can
tease apart astonishingly difficult and complicated problems by careful attention
to detail. It starts with rigorously reproducible empirical observations: “Things fall
down, not up.” “Two objects at different temperatures, when placed in contact,
reach the same temperature.” “Hydrogen atoms absorb only light that has specific
frequencies.” The scientific method codifies and quantifies these observations as
“physical laws,” builds theories (Newtonian mechanics, thermodynamics, quantum
mechanics) based on those laws, and then tests new observations or hypotheses for
their compatibility with these theories. Based on these theories, science rationalizes
the physical world and predicts aspects of it not previously observed. The tools of the
scientific method are the millstones and the oven that science uses to grind obser-
vations into theory and bake theory into prediction.

The scientific method works most rigorously when it identifies observations that
are incompatible with current hypotheses. Faced with a new observation, scientists
list all hypotheses that might explain it and then discard those that are incompatible
with accepted physical law. Hypotheses that are not discarded as incompatible
remain possibilities. If only one remains, it is promoted to theory. If disproving all
hypotheses but one is not possible, we may retreat to demonstrating compatibility
with theory, recognizing that compatibility is weaker than proof. In science, we
use the phrases “I think . . .” and “I believe . . .” as synonyms, both implying *. . .
based on known physical law.” In other words, “This theory accommodates all the
observations that we currently know.”

So, what is life? We can describe what it looks like and what it does, but not
how it works (most of us are in the same situation even with much simpler systems:
computers, electric toothbrushes, refrigerator magnets). I suggest that life has five
major physical attributes (other scientists may suggest other lists, but the general
principles will usually be the same):
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1. Life is compartmentalized. All life that we know is embodied in cells, and all cells have
a continuous, closed membrane that separates “inside” from “outside.”

2. Life is dissipative, or out-of-equilibrium. Life requires a flow of energy. If the chemical
and physical processes in living cells reach equilibrium, and there is no flux of energy
through the cell, it is, so far as we know, dead (or, at least, “not-alive”).

3. Life is self-replicating. The most evident characteristic of the cell is that it was
produced by the division of a parent cell, and, in many cases, it too will divide and
produce daughter cells.

4. Life is adaptive. The cell can adapt its internal environment so that it functions even
when the outside environment changes; in some circumstances, it can even modify the
outside environment to make its inside more comfortable.

5. Life occurs in water. All life, so far as we know, involves molecules and salts dissolved
or organized in a medium that is mostly water. We do not know whether water is
essential to all life or just to life as we know it. But, at this time, we know no
exceptions: life occurs in water.

So, according to this view, life is a spatially distinct, highly organized network of
chemical reactions that occur in water and is characterized by a set of remarkable
properties that enable it to replicate itself and to adapt to changes in its environment.
We can, thus, describe what we are still ignorant about, but not much more.

How remarkable is life? The answer is: very. Those of us who deal in networks of
chemical reactions know of nothing like it. We understand some — but only some —
of the characteristics of the network that make it so remarkable. One key to its
behavior is catalysis. The rates of essentially all cellular reactions — the processes
that convert one molecule into another — are controlled by other molecules (usually
by a class of protein catalysts called enzymes). The catalysts are (in some sense)
like valves in a chemical plant (which, in some sense, is what a cell is): they control
the rate at which one kind of molecule becomes another in a way loosely analogous
to that in which a valve controls the rate at which fluid flows through a pipe. The
complexity of the network becomes clear when one realizes that the catalysts — the
valves — are themselves controlled by the molecules they produce: the products of
one reaction can control the rate at which another reaction takes place.

The catalysts provide plausible connections among the elements of the network.
The conversations among catalysts — conversations controlled by the very molecules
the catalysts are controlling — allow the components of the network to form a single,
coherent, interconnected, albeit very complicated, entity rather than an inchoate
collection of independent processes. And how intricate these “conversations” are!
The molecules whose production is required for the cell to live and to replicate
itself modify the activities of the catalysts that make them. These already very
complex interactions are further modulated by additional signals that come from
outside the cell and by signals generated by an internal “clock.” (This clock — the
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“cell cycle” — is itself a set of chemical reactions that oscillates spontaneously in
time and defines the sequence of stages through which the cell progresses as it
replicates.) Many molecules in the cell also have multiple roles: intermediates in
one or many synthetic pathways, controllers of the activity of catalysts, signals for
generating the catalysts and other molecules, sources of energy, and components
of the physical structure of the cell.

Today, we understand many aspects of the behavior of the cell and many frag-
ments of the network, but not how it all fits together. We particularly do not under-
stand the stability of life and of the networks that compose it. Our experience with
other very complicated networks (e.g. the global climate, air-traffic-control sys-
tems, the stock market) is that they are puzzlingly unstable and idiosyncratic. But
unlike these and other such networks, life is stable — it is able to withstand, or adapt
to, remarkably severe external jolts and shocks; and its stability is even more puz-
zling than the instability of the climate. We have a hard enough time understanding
even simple sets of coupled chemical reactions. And we have, at this time, no idea
how to understand (and certainly not how to construct) the network of reactions
that make up the simplest cell.

So, at least for now, the cell is beyond our ability to understand it. The commu-
nity of people working on the nature of life has, nonetheless, great (and probably
warranted) confidence that understanding life in purely physical terms is a tractable,
if difficult, problem. This confidence is enormously bolstered by two facts.

First, we are surrounded by uncountable varieties of life, especially by multitudes
of different types of living cells; we thus have many examples of different forms
of life. We ourselves are communities of cells with the added complexities of
hierarchical organization of these cells into tissues, of tissues into organs, and of
organs into the organisms that are “we.”

Second, the tools of modern molecular biology have given us an astonishing
capability to examine, modify, deconstruct, and reconstruct the molecular compo-
nents of cells to see how they respond to our tinkering. The simplest cells (such as
those of the primitive intracellular parasite Mycoplasma genitalium) appear to have
fewer than a thousand proteins. That number of catalysts is still very complicated,
and we have as yet no conceptual tools for understanding a network of reactions of
such complexity. But this level of complexity does not, in principle, seem unreach-
ably beyond our understanding. A cellular network of a thousand proteins (catalysts
and molecules that sense, signal, and control passage across membranes; act as the
structural skeleton; and perform many other functions) talking to one another in
groups through the compounds they produce seems to be something that we will
be able to disentangle. Certainly, those who call themselves “systems biologists”
believe we will. Still, the path that scientists are now following in trying to under-
stand the molecular basis of life will test their creativity and strain their endurance:
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first, understanding the pieces of the networks as thoroughly as possible; then, per-
haps, devising a computer model of a cell; and ultimately, in some distant future,
validating the correctness of the principles suggested by this model by designing a
set of reactions entirely different from those in the cells we now know.

It is one thing to analyze a Bach fugue; it is quite a different thing to play one,
or to write one, or to create the kind of communication between humans that we
call “music.” We shall, I confidently believe, eventually analyze the fugue of life —
the interplay of metabolic processes in the cell — as a network of compartmental-
ized, adaptive chemical reactions that can, astonishingly, replicate repeatedly into
identical, distinct, separate networks. This is a very difficult job, but one that we
humans can accomplish. But where did the cell come from? How did this wonder-
fully, astonishingly complex system come into existence? We do not know. If it is
very difficult to understand the operation of cellular life as we observe it today, it
is even more difficult to understand how it might have originated in the past.

Thoughtful, deeply creative people from a wide range of backgrounds have
been captivated by the question of the origin of life. There is no shortage of ideas
about pieces of this puzzle. We know how the surfaces of minerals might have
provided elementary, non-biological catalysts to start the process and how heat or
sunlight might have contributed other reactions. We can guess why certain types
of molecules and reactions tend to occur in metabolism. We understand how any
number of plausible natural events occurring in a conceivable prebiotic earth —
events that formed complex mixtures of chemicals in geothermal vents, in lightning,
on impacts, and under intense solar irradiation —might have contributed relevant bits
of chemistry. But we do not understand how something as subtle and complicated as
the network of reactions that we recognize the cell to be —a network both responsive
and robust — might have emerged from these rudimentary processes. How could a
chemical sludge spontaneously become a rose, even with billions of years to try?

We can take two approaches in our research directed toward the origin of life:
reasoning backward and reasoning forward. “Backward” starts with life as we know
and characterize it now — cells, DNA, RNA, enzymes, membranes, metabolites,
membrane receptors, channels, and import/export proteins — and extrapolates back
to simpler and simpler systems to try to infer an origin. This approach has been
spectacularly successful in “reverse engineering” evolution, at least part of the way;
but it has always been guided by examples provided by the types of cells that are
now alive. Still, there seems little doubt that evolution could proceed once there
was a primitive cell, with RNA or an RNA-like molecule, and reactions that used
RNA as a catalyst and also translated RNA into protein or protein-like catalysts that
were part of the network of reactions. Several hundreds of millions of tidal pools,
together with enormous volumes of lakes and oceans, over several hundreds of
millions of years provided many opportunities to produce cellular and organismic
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complexity. This part of the development of the complexity of life no longer seems
to be a serious issue, at least conceptually. And the anatomical and physiological
structures that now so enthrall us — the eye, the ear, the kidney, tentacles, muscles —
these all seem to me transfixingly interesting products of evolution, but not ones
whose origins are incomprehensibly improbable. If we and the squid have the same
camera eye, why not? With enough tries, “best” solutions are bound to emerge many
times. If some creatures walk on two legs, some on four, some on six or eight —
again, why not? Many solutions may work well enough to survive the rigors of
evolutionary selection.

Reasoning “forward” is much more problematic. Although we can imagine many
possible mangers for the birth of life — deep smokers in the abyssal depths, tidal
pools, hot springs, and many others — and although each could plausibly pro-
duce primitive precursors to many of the reactions that now constitute cellular
metabolism, we have (in my opinion) no idea how these simple reactions might
have blundered together to make the first protocell. Monkeys sitting at typewriters
pecking out Shakespeare seems child’s play by comparison. For example, we still
do not know:

® What were the first catalysts? Were they protein-analogs or RNA-analogs or minerals or
some other species of which there is now no trace?

® How did the first networks form, and why did they persist? One can imagine countless
catalytic reactions that might have occurred, but how some of these reactions became
self-sustaining networks is entirely obscure.

® How could the process that stores the information that specifies the catalysts — the RNA
or precursor of the primitive cells — have evolved? The connection between RNA (or its
younger, more evolved cousin, DNA) and the proteins that are catalysts, the enzymes, is
not at all obvious; how the two co-evolved is even less clear.

® How did the energetic cycles that power every cell emerge? Why is there potassium ion on
the inside of the cell and sodium ion on the outside? What was the origin of chemiosmosis?
Given the extraordinary complexity of the ATPases — the complicated aggregates of
proteins that generate ATP using the free energy that derives from differences in the
concentration of ions across membranes — how could they have evolved? We simply do
not know.

Nothing in the cell violates the fundamental laws of physical science. The second
law of thermodynamics, the law that describes everything that occurs in the range
of sizes relevant to life, can sleep untroubled. The flux of energy — now (although
not necessarily originally) produced in nuclear reactions in our sun, transferred to
the surface of earth as sunlight, absorbed by plants in photosynthesis, captured as
glucose and other compounds, used in the cell to generate the intermediates that
make metabolism possible, and ultimately dissipated to space by radiation as heat —
can evidently support life. But how life originated is simply not apparent. It seems
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so improbable! The complexity of the simplest cell eludes our understanding —
how could it be that any cell, even one simpler than the simplest that we know,
emerged from the tangle of accidental reactions occurring in the molecular sludge
that covered the prebiotic earth? We (or, at least, I) do not understand. It is not
impossible, but it seems very, very improbable.

This improbability is the crux of the matter. The scientific method can be par-
alyzed by problems that require understanding the very improbable occurrences
that result from very, very large numbers of throws of the dice. Sometimes we can
understand the statistics of the problem; sometimes we cannot. How likely is it that
a comet will hit the earth? We now have good geological records. How likely is it
that a star will explode into a nova? There are many, many observable stars, and
we now understand the statistics of nova formation quite well.

But how likely is it that a newly formed planet, with surface conditions that
support liquid water, will give rise to life? We have, at this time, no clue, and
no convincing way of estimating. From what we do now know, the answer falls
somewhere between “impossibly unlikely”” and “absolutely inevitable.” We cannot
calculate the odds of the spontaneous emergence of cellular life on a plausible
prebiotic earth in any satisfying and convincing way.

What to do? For all its apparent improbability, life does seem to have happened
here (or perhaps on some similar planet that transferred life to here). Rationalizing
the origin of life is a problem that chemists are probably best able to solve. Life
is a molecular phenomenon. The possibilities of alternative universes and different
distributions of the elements are irrelevant from the vantage point of the particular
universe and planet — our earth — that we share with so many other forms of life. We
understand the chemical elements (we do not need to know about exotic forms of
matter or energy in this enterprise), the molecules they form, and their reactivities.
We know the players in the game, and we understand the game they play. We
can guess (albeit only roughly) the distribution of the elements on the surface of
the earth in the epoch in which we believe that life emerged, and we can infer
the abundances of the molecules that were probably present. We understand how
catalysts function. But we do not see how it all fits together.

Is this a problem in which science can make progress? Yes, and perhaps no.
Those researchers who have taken the approach of reasoning “backward” to infer
how life might have been born have made rapid progress. They have used the tools
of molecular biology to trace the early stages of evolution back to the point where
DNA gave way to RNA, which in turn probably gave way to some more primitive
molecule whose composition we don’t know, but which was probably related to
RNA. The paths are fainter and fainter as the trail becomes older and colder and
as we move from fact into speculation beyond RNA. We still do not understand
the connections between RNA, or its forgotten ancestor, and enzymes, or their
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also forgotten ancestors, and the metabolic web that supports and constitutes life.
Moving “forward” — spinning and weaving the threads that connect “molecules” to
“life” — has been technically and conceptually more difficult.

Still, compelling connections are apparent between what might have existed on
the prebiotic earth and the molecules of surprising complexity that are now vital to
life. We understand, for example, how molecules of astonishing sophistication, such
as the porphyrins — the precursors to the “green” of the pigments that serve plants in
photosynthesis and the “red” of the hemoglobin that transports oxygen in our blood —
could have arisen from aqueous solutions of hydrogen cyanide, one of the simplest of
molecules and a possible component of the atmosphere of prebiotic earth. But these
demonstrations, marvelous as they are, do not bridge the gap between “forward”
pathways from prebiotic molecules to life and “backward” pathways from modern
cells to possible progenitors, those emerging from the gray area between “alive”
and “not-alive.” As yet, no step goes from solutions of molecules to the networks
of interconverting molecules that make up living cells. I believe that no one yet
knows how to bridge that gap.

How to progress? The best lead to the hardest part of the problem — the “forward”
problem — is the hypothesis that life evolved, somehow, from autocatalytic reac-
tions (that is, reactions whose products are themselves catalysts for the reactions
that produce them). We know something about autocatalytic reactions: flames are
autocatalytic, and so are explosions (and one speaks, sometimes, of the “explo-
sion” of life). We also know other reactions that are autocatalytic, although the
subject of “autocatalysis” has not been a particular preoccupation of chemistry or
biochemistry. Autocatalysis offers, I believe, a plausible trail into the wilderness.

Here, I suggest, is a process that science can use to examine this question.
Let us build and understand autocatalytic reactions; extend that understanding to
other networks of catalytic reactions; and develop simple, and then more complex,
networks of autocatalytic and catalytic reactions. If, in time, we can trace a pathway
from “chemical sludge” to “life,” we shall have provided an argument based on
plausibility, if not on proof, for the origin of life.

If, in time, we cannot trace such a path, what then? In science, until it has been
proven that something cannot be done, it is always possible that it can be done.
Proving that life did not originate by accident in tidal pools or black smokers will
be more difficult than proving that it might have done so. Also, patience may be in
order. What is impossible for science today may be trivial for science in the future.

There is still much that we do not understand about nature. As we learn more,
I believe that we will ultimately see a path — based on principles of chemistry and
physics and geology — that could plausibly have led from disorganized mixtures
of inanimate chemicals to the astonishingly ordered, self-replicating networks of
reactions that provide the basis for life. The fact that I cannot yet understand how an
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inconceivably large number of tries at an extraordinarily improbable event might
lead to “life” is more a reflection of my limited ability to understand than evidence
of a requirement for some new principle. But, having said all of that, I do not know,
and in some sense do not care, whether physical science as I now know it ultimately
explains the origin of life or whether the explanation will require principles entirely
new to me. I do care that science makes every effort to develop the explanation.

Although I believe that science will ultimately be successful in rationalizing the
origin of life in terms of physical principles, it should be cautious and claim credit
only for the puzzles it has already solved, not those whose solutions still lie in the
future. The central conundrum about the origin of life — that, as an accidental event,
it seems so very improbable — is not one that science has yet resolved. Claiming
credit prematurely — claiming, in effect, that current science holds all the answers —
may stunt the growth of the new ideas that a resolution may require.

What, then, do I know? I know that I do not, yet, understand how life originated
(and that I may not live long enough to do so). Order from disorder! How could it
have happened?

I also know that my father never imagined cloning, and his father would not have
believed television. Go far enough back, and the wheel was beyond comprehension.
Difficult problems may take time — lots of time — to solve.

And so now, after I wake in the morning — at least on a good morning after
I’'ve had my coffee and am not distracted by the countless midges that constitute
most of reality-as-we-know-it — my overwhelming response to existence, and to
life, remains one of delight in its wonderfully wild improbability.

For now, call it what you will. L’Chaim!






Preface

This book is part of a two-part program focused on the broad theme of “biochem-
istry and fine-tuning.” Fitness of the Cosmos for Life began with a symposium
held at Harvard University in October 2003 in honor of the 90th anniversary of
the publication of Lawrence J. Henderson’s The Fitness of the Environment.” The
symposium was an interdisciplinary, exploratory research meeting of scientists and
other scholars that served as a stimulus for the creative thinking process used in
developing the content of this book. The chapters in this volume were developed
following the symposium and take advantage of the rich technical and interdisci-
plinary exchange of ideas that occurred during the in-person discussions.

The Fitness of the Cosmos program has provided a high-level forum in which
innovative research leaders could present their ideas. In the spirit of multidisci-
plinarity, the fields represented by the meeting participants and book contribu-
tors are diverse. From the sciences, the fields of physics, astronomy, astrophysics,
cosmology, organic and inorganic chemistry, biology, biochemistry, earth science,
medicine, and biomedical engineering are represented; the humanistic disciplines
represented include the history of science, philosophy, and theology.

This volume explores in greater depth issues around which the 2003 meeting was
convened. It addresses the broad inquiry Is the cosmos “biocentric” and “fitted”
for life? Keeping this question in mind, the authors presented their thoughts in
the context of their own research and knowledge of others’ writings on topics of
“fitness” and “fine-tuning.” This work pays tribute to the groundbreaking inquiry
of L. J. Henderson.

U Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning — An Interdisciplinary, Exploratory Research
Project Commemorating the 90th Anniversary of the Publication of Lawrence J. Henderson’s THE FITNESS
OF THE ENVIRONMENT,? held at the Harvard—Smithsonian Center for Astrophysics, October 11-12, 2003.
See http://www.templeton.org/archive/biochem-finetuning.

2 Henderson, L. J. (1913). The Fitness of the Environment: An Inquiry into the Biological Significance of the
Properties of Matter. New York: MacMillan. Repr. (1958) Boston, MA: Beacon Press; (1970) Gloucester, MA:
Peter Smith.
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The editors sought to develop in this collection of essays a variety of approaches
to illuminating ways in which the sciences address questions of purpose with respect
to the nature of the universe and our place within it. The chapters offer a range
of insights reflecting themes and questions around which the meeting was orga-
nized and cover key areas of debate and uncertainty. In addition to George White-
sides’ thought-provoking Foreword, twenty-four distinguished authors contributed
twenty-one chapters, grouped according to four broad thematic areas:

Part I The fitness of “fitness” : Henderson in context
Part I The fitness of the cosmic environment

Part I1I The fitness of the terrestrial environment
Part IV The fitness of the chemical environment

The various research agendas engaging questions of “fitness” and “fine-tuning”
applied to the cosmos stress that important future opportunities exist for continued
and expanded inquiry into areas where the sciences touch on wider, deeper issues
of human interest. It is important to note that the preliminary discussion recorded
here represents relatively early-stage exploration into what may in time become a
much larger and more coherent area of research.

We hope that we have produced a book that will serve to stimulate thinking
and new investigations among many scientists and scholars concerned with “really
big questions,” such as Why can and does life exist in our universe? If we have
succeeded in any way, Fitness of the Cosmos for Life will serve as a stimulus to the
creative thinking of people who can take the inquiry much farther.’

3A follow-up symposium, Water of Life: Counterfactual Chemistry and Fine-Tuning in Biochemistry, took place
in Varenna, Italy, in April 2005; a research volume based on that symposium is currently in development. See
http://www.templeton.org/archive/wateroflife.
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Part I

The fitness of “fitness”: Henderson in context
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Locating “fitness” and L. J. Henderson

Everett Mendelsohn

Crane Brinton, Harvard historian, friend of Lawrence J. Henderson, and fellow
member of The Saturday Club, wrote the obituary for Henderson in the Club’s
third commemorative volume (Brinton, 1958, p. 207). Noting that Henderson was
somewhat out of the ordinary — crossing the Charles River on several occasions to
keep appointments at the Medical School (Boston) and the College (Cambridge)
and then recrossing it to get to the Business School (Boston) — Brinton went on
to note Henderson’s other non-traditional characteristics: “Ticketed as a biological
chemist, he later took the title physiologist and, although he would not have liked
the name, at the end of his career he was a sociologist [emphasis added].”

Brinton went on: “A cross section of his publications may indeed be so drawn
up as to seem an academic scandal.” Brinton ran through the publications, from
the well-known The Fitness of the Environment (1913) and The Order of Nature
(1917); the more esoteric On the Excretion of Acid from the Animal Organism
(1910, 1911); the simple volume Blood: A Study in General Physiology (1928);
the unexpected transcript of an interview on the experiments in the Liberty Bread
Shop (Brinton, 1958, p. 208); in his later life, The Study of Man (1941); to Pareto’s
General Sociology: A Physiologist’s Interpretation (1935). Brinton jocularly added
that a piece by Henderson — a biographical memoir on the life of the poet Edwin
Arlington Robinson (a close friend from his student days) written as a memoir for
the American Academy of Arts and Sciences — is to be found in the Woodberry
Poetry Room of Harvard’s Lamont Library.

To Brinton, “the conclusion is inescapable: Henderson, who was so much else,
was also a philosopher.” But Brinton also modified his praises: Henderson did not
have the gifts of a popularizer. He was not a polymath, despite his interests in many
areas. Nor was he a Renaissance figure; he had no interest in music or in the fine

Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning, ed. J. D. Barrow et al.
Published by Cambridge University Press. © Cambridge University Press 2007.
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arts. And — almost mockingly — Brinton noted Henderson’s very high regard for
“the art of eating and drinking.”

So who was this man whose The Fitness of the Environment, published some
ninety years before, was chosen as the emblem of the project, Fitness of the Cosmos
for Life?'

Who was L. J. Henderson?

Lawrence Joseph Henderson was born in Lynn, Massachusetts, an industrial city
just north of Boston, on June 3, 1878. The son of a businessman, he received his
early education in Salem, Massachusetts, the more upscale town of his father’s
family, before going to Harvard as a sixteen-year-old — actually not that unusual in
the late nineteenth century. His father’s business connections in the St. Pierre and
Miquelon Islands of the Gulf of St. Lawrence, where the young Henderson spent
his vacations, stimulated his interest in learning French.

After graduating in 1898, he went on to Harvard Medical School, receiving his
M.D. degree in 1902 (although he never intended to be a physician). He followed
the path of those Americans interested in advanced scientific training by spending
two years in the Strasbourg (then in Germany) laboratory of the biochemist Franz
Hofmeister. After returning to Harvard, he spent a year in the chemistry laboratory
of Theodore W. Richards (his former teacher and later brother-in-law). In 1905, he
was appointed Lecturer in Biochemistry at the Harvard Medical School. He then
moved to the college and, rising through the ranks, became a professor in 1919. In
1934, he was appointed the Abbott and James Lawrence Professor of Chemistry, a
post he held until his death on February 10, 1942.

Henderson was a key figure in establishing the Department of Physical Chem-
istry in the Medical School (1920), and seven years later he helped establish the
Fatigue Laboratory at the Graduate School of Business Administration. Together
with Alfred North Whitehead (whom he helped bring to Harvard) and President
Abbott Lawrence Lowell, he founded the Society of Fellows at Harvard. As early as
1911, Henderson started teaching a general course in the history of science (one of
the earliest in any university) and played an instrumental role in bringing the Belgian
George Sarton, the pre-eminent historian of science, to Harvard in 1916. He received
the obvious forms of scientific recognition, including election to the National
Academy of Sciences (becoming its Foreign Secretary) and the American Academy
of Arts and Sciences, and was also decorated with the French Légion d’ honneur.

But Henderson was not a good experimenter, did not like manipulating the com-
plex apparatus of his field (he later confessed to this in his unpublished series

! See www.templeton.org/biochem-finetuning/participants.html.
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of “Memories” [1936-39]), was judged by colleagues to be incapable of wri-
ting or speaking simply, was known for making “passionate and intolerant asser-
tions and suffered fools not at all.” He consciously took the role of gadfly, (often
rudely) wanting to shake people out of their comfort zone and stimulate them to
respond. Brinton noted that despite his warmth, which he hid from the world, he
appeared to many as “a cold scientist, pompous, even pedantic” (Brinton, 1958,
pp. 211-12).

Many of those who recounted episodes from Henderson’s life or who had encoun-
ters with him noted special characteristics. His very fair-minded former student and
colleague John T. Edsall, the Harvard biochemist, noted in his entry on Henderson
in the Dictionary of American Biography that

his mind and temperament were complex. Especially in his later years, he spoke often with
intense distrust of “intellectuals,” liberals, and uplifters, who he felt failed to understand the
deep non-rational sentiments that are an essential foundation for a satisfactory and stable
society . . . he could infuriate some of his hearers . . . (Edsall, 1973, p. 352)

George Homans, Harvard professor of sociology and young disciple of Hender-
son’s later work on the social theorist Vilfredo Pareto, put it more bluntly in his
own autobiographical volume: “Henderson was always an extreme and outspo-
ken conservative . . . his manner in conversation was feebly imitated by a pile
driver” (Homans, 1984, p. 90). Or, as he put it in another context: “Henderson
never lost his tastelessness” (p. 117). This, from a deep admirer of his work, a close
younger colleague, and the co-author with Charles P. Curtis of a volume on Pareto’s
sociology.

Where did The Fitness of the Environment come from and where did L. J. Hen-
derson go with it? In spite of the several fields in which Henderson worked, a
number of commentators, his contemporaries, and later analysts noted a markedly
similar approach in many of his endeavors. Looking back at his work later in life,
Henderson himself noted more unity than he had been aware of at the time. His
focus was on organization and system: the organism, the universe, and society. John
Parascandola, the author of a doctoral dissertation and several important articles on
Henderson, put it succinctly: “The emphasis in his work was always on the need
to examine whole systems and to avoid the error of assuming that the whole was
merely the sum of its parts” (1971, p. 63).

Butif that is the general outlook — and there is no real contest about this among the
commentators on Henderson’s work — what were the proximate causes and imme-
diate contexts of Henderson’s first full statements of the system of organism and
environment? What were its visible and tacit sources? A connected sub-question
examines how Henderson’s ideas compared with those of other contemporary biol-
ogists who were similarly examining the ideas of life and matter: Walter Bradford
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Cannon, a Harvard colleague and author of The Wisdom of the Body (1932) and of
a very full biographical memoir published by the National Academy of Sciences
(Cannon, 1945), and Jacques Loeb, a Rockefeller Institute protagonist whose clas-
sic essay “The Mechanistic Concept of Life” (1912) stood in sharp contrast to the
organicism of the two Harvard scientists.

The obvious first sources for Henderson’s fitness argument were the studies
he began in 1905 on the equilibrium between acids and bases achieved in the
organism. These studies represented some of his most sustained scientific work.
The buffer systems he noted served to maintain neutrality in physiological fluids.
What he saw in this was “a remarkable and unsuspected degree of efficiency [and]
a high factor of safety” (Parascandola, 1968, p. 70). In his 1908 paper “The theory
of neutrality regulation in the animal organism,” Henderson noted that, in part,
this efficiency depended on the properties of some of the substances involved in
physiological reactions: that is, the dissociation constants of carbonic acid and
monosodium phosphate and the gaseous nature of carbon dioxide, which allows
easy excretion. This buffer action is a key to the stability of all living organisms — but,
even more, it served to stabilize hydrogen ion concentrations in oceans and other
waters. Henderson realized that water, with its extraordinary properties, together
with carbon dioxide seemed uniquely fit to serve as the basis for all living systems
(Edsall, 1973, p. 350).

Reflecting on this early work in “Memories,” Henderson cited this as the point
at which he became interested in the “fitness” of those substances for physiological
processes (19369, p. 134). According to Cannon (1945), the discovery of the
“extraordinary capacity” of carbonic acid to preserve neutrality had “far-reaching
influences in Henderson’s thinking.” Henderson extended research into neutrality-
maintenance capacity, which became a key element in his later work on physico-
chemical systems (Cannon, 1945, p. 35).

In his report on Henderson’s early work, younger colleague John Edsall noted
that these “basic facts pointed clearly to a ‘teleological order’ in the universe.” But
Edsall immediately went on to indicate that Henderson “explicitly disavowed any
attempt to associate this order with notions of design or purpose in nature, and
considered his views fully compatible with a mechanistic outlook on the problems
of biology” (Edsall, 1973, p. 350).

Henderson also credited John Theodore Merz’ History of European Thought in
the Nineteenth Century for its influence on the philosophical sections of the Fitness
volume. Merz’ four-volume study, with a whole volume devoted to the sciences, is
fundamentally organismic in its outlook, and Merz was quite adept at identifying
scientific and philosophical interactions (Henderson, 1936-9, p. 173).

Retrospectively, Henderson also identified a “eureka moment” that occurred on
or about Washington’s Birthday, 1912, while he was walking down the slopes of
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Monadnock (a southern New Hampshire mountain) and thinking about the history
of science course he was teaching. He recounted: “. . . it occurred to me sud-
denly, unexpectedly, and without any preliminary symptoms that I was aware of
what I had been looking for in thinking about the fitness of the environment; [it
remained] vivid and unforgettable” (1936-9, p. 175). It seemed to come together
for him when he saw phosphate systems as very efficient buffers; he pondered the
“usefulness of substances” and wondered whether “usefulness was an accident”
(p. 177).

But to make sure that he would not be misunderstood, Henderson hurriedly
assured his readers (and himself?) “that at this stage, I knew nothing of the litera-
ture of natural theology.” Although he vaguely recollected William Paley and the
watchmaker, he confessed that there was nothing in the history of thought “of which
I was more ignorant and to which I was more indifferent.” Having grown up in a
period dominated by Darwin, he had known nothing of the Bridgewater Treatises
(in which natural theology was explored at length by nineteenth-century scientists),
and he had not been worried by the introduction of final causes into science. He
was aware of, but not thoroughly knowledgeable about, the teleological literature
and arguments (pp. 170-9).

By February 1912, however, having become fully convinced of the primacy
of carbonic acid and water in the environment and the importance of the buffer
concept, he set about writing The Fitness of the Environment. He claimed that he
made no outline of the book (or of later ones, for that matter, including the treatise
on Blood) and spent less than sixty days (and probably closer to fifty) writing the
volume (p. 186).

In structuring his argument in Fitness, Henderson pointed to the Darwinian
view of fitness as involving a mutual relationship between the organism and the
environment and stressed the essential role of the environment as being of equal
importance to the evolution of the organism. He opened his argument with the
following paragraph:

Darwinian fitness is compounded of a mutual relationship between the organism and the
environment. Of this, fitness of [the] environment is quite as essential a component as the
fitness which arises in the process of organic evolution; and in fundamental characteristics
the actual environment is the fittest possible abode of life. Such is the thesis which the
present volume seeks to establish. This is not a novel hypothesis. In rudimentary form it
has already a long history behind it, and it was a familiar doctrine in the early nineteenth
century. It presents itself anew as a result of the recent growth of the science of physical
chemistry. (p.-v)

His strong claim was that the actual environment is the fittest one possible for living
organisms. Let me now locate Henderson’s claims.
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Locating Henderson’s claims

Even as a sophomore at Harvard, Henderson confided in his “Memories” that he
had “a vague feeling that there are not only many undiscovered simple uniformities
behind the complexities of things, but also undiscovered unifying principles and
explanations” (1936-9, p. 16). But there was more. Alongside this explanation, he
recounted that he came upon William Prout’s hypothesis (1815—16) concerning the
periodic classification of chemical elements (all are multiples of the atomic mass of
hydrogen) and felt the order involved must have an explanation. Was he retrospec-
tively claiming that he had himself become “fit” to search for an understanding of
the “fitness principle”? He was certainly willing to stray beyond the boundaries of
the laboratory and the conceptual borders of the sciences.

By 1908, just as he was embarking on the construction of the fitness theory,
Henderson began attending the philosophy and logic seminars of Josiah Royce
in Harvard’s Department of Philosophy. Through this channel, he came to know
the works of Alfred North Whitehead, Bertrand Russell, and other contemporary
philosophers. He continued to sit in on philosophy seminars in subsequent years.
In the preface to Fitness, he generously acknowledged Royce: “His learning and
generosity have in the past aided me to reach an understanding of the philosophical
problems of science, and in the preparation of this book have repeatedly guided me
aright” (p. xi). Royce himself had expressed belief in a form of universal teleology in
his 1901 book The World and the Individual, and he enthusiastically called Hender-
son’s work to the attention of other philosophers. In a long footnote at the conclusion
of Fitness, Henderson cited Royce’s teleological vision from the 1896 volume The
Spirit of Modern Philosophy (Henderson, 1913, p. 311). The two joined with other
Harvard faculty to discuss issues in the history and philosophy of science. These
meetings went on for a full decade (1936-9, pp. 209-12; Parascandola, 1968, p. 71).

In his work, Henderson’s ideas of fitness developed along with a growing interest
in regulation of the physiological processes of the organism. Although he only later
referred to this work, it was very much in accord with the concept of maintaining
the milieu intérieur developed in the later decades of the nineteenth century by
Claude Bernard and other contemporaries. (Henderson wrote a preface to an English
translation of Experimental Medicine [Henderson, 1927] and made significant use
of Bernard in setting out the problem he explored in Blood: A Study of General
Physiology [1928]). But in his paper on the excretion of acids (1911), Henderson
zeroed in on the seeming fitness of certain substances for physiological processes,
pointing to the excretion of phosphoric acid as an indicator of renal action needed to
maintain an acid-base balance: “There seems to be nothing in evolutionary theory
to explain it and for the present it must be considered a happy chance . . .” (1911,
p. 21; Parascandola, 1968, p. 73).
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In“Memories,” Henderson looked back and noted that he had questioned whether
the role of carbon dioxide and phosphates was somehow linked in retrospect to
special properties that made them more appropriate for physiological processes.
As noted earlier, he located the moment at which the idea of the reciprocal nature
of biological fitness came to him on Washington’s Birthday, 1912:

I saw that fitness must be a reciprocal relation, that adaptations in the Darwinian sense
must be adaptations to something, and that complexity, stability, and intensity and diversity
of metabolism in organisms could not have resulted through adaptation unless there were
some sort of pattern in the properties of the environment that, as I now partly knew, is both
intricate and singular. (1936-9, pp. 177-80)

His research focus became water, carbon dioxide, and other carbon compounds
(see the bibliography in Cannon, 1945, pp. 52-3. At the level of theory, he looked
for a single order that linked biological and cosmic evolution. (He addressed this
latter theme at length in his second fitness book, The Order of Nature, 1917.) Was
the explanation he sought mechanical or teleological? But teleology, as he used the
term, was limited. There were no final causes, no entelechy (emphasis added). The
“teleological principle” in his understanding was inherent in matter and energy.
These natural phenomena have original principles “essentially not by chance.” But
Henderson was consciously agnostic and refused to seek or find religious links for
teleology. (His aversion to religious thought went back to his boyhood and was
described vividly in “Memories” [1936-9, pp. 31-3].) For Henderson, teleology
stood in parallel to mechanism, not as a replacement for it. As he put it in the preface
to The Order of Nature: “Beneath all the organic structures and functions are the
molecules and their activities . . . [they] . . . have been moulded by the process of
evolution . . . and have also formed the environment” (1917, p. iv).

Henderson was struggling not to be misunderstood, and he concluded his preface
with a plea:’

I beg the reader to bear this in mind and constantly to remember one simple question: What
are the physical and chemical origins of diversity among inorganic and organic things, and
how shall the adaptability of matter and energy be described? He may then see his way
through all the difficulties which philosophical and biological thought have accumulated
around a problem that in the final analysis belongs only to physical science, and at the end
he will find a provisional answer to the question.

But misunderstood he was. At least he thought he was. His correspondence was
filled with letters attempting to clarify and define teleology. I include a long excerpt
from a letter to Paul Lawson (Henderson, 1918b) so that the reader can better
understand what Henderson was attempting to achieve:

2 He returned directly to this issue in his review of J. S. Haldane’s Mechanism, Life and Personality, 1913,
discussed later in this chapter.
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It is a little difficult for me to reply to your remarks concerning my two books and the idea
of teleology. My own opinion is that what I have said is considerably less philosophical
than your interpretation of it. If you will look at a living organism, or at a watch, you will
find that it possesses, like many other things in the world, a pattern. There is a certain
peculiarity, however, about the pattern of the watch which resembles the peculiarity of the
pattern of the living organism, and differs from the peculiarity of the pattern of certain other
things possessing other well-marked patterns, such as, for instance, the orbit of a planet, or
a geometrical figure. This seems to me to be an objective characteristic of the watch which
we know to have been an excellent proof of the fact that the watch was designed. It seems to
me also to be an objective characteristic of the organism, and, in the case of the organism,
the current interpretation of explanations of it is that it is natural selection.

What I maintain is that there is a pattern in the ultimate properties of the chemical elements
and in the ultimate physico-chemical properties of all phenomena considered in relation to
each other. I do not mean to say that this pattern is exactly of the same nature as the pattern
of the watch or an organism. Still less do I mean to say or to imply anything about design or
mind. The only minds that I know are the minds of the individual organisms that I encounter
upon the earth. But I feel perfectly justified, in spite of a certain unavoidable vagueness and
ambiguity, in using the word “teleology” for the pattern in which I am interested.

The important thing to my mind is, nevertheless, not any doubtful talking about the proper
name to discuss such a thing, but the fact itself. That is to say, the objective fact that
the properties of the elements bear a certain very curious relationship to the process of
evolution.

In The Order of Nature, Henderson’s philosophical explorations came farther for-
ward as he recounted the ideas of natural organization and teleology in a wide array
of earlier authors from Aristotle through Descartes, Leibniz, Kant, Goethe, Bernard,
Dreisch, J. S. Haldane, and Bosanquet. But the problem of reconciling mechanism
in nature with indications of purpose was the way Cannon had set out the prob-
lem in his biographical memoir: There was indeed “a teleological appearance of
the world . . . It is something that is real . . .” The solar system, meteorological
cycle, and organic cycle seem to imply “a harmony which corresponds to an order
in nature.” As for Henderson’s question “What is the mechanistic origin of the
present order of nature?” the answer, Cannon suggested, “may be approximately
solved by discovering, step by step, how the general laws of physical science work
together upon the properties of matter and energy so as to produce that order” (1945,
p. 38).

Henderson had already indicated in the closing pages of Fitness what he thought
he had achieved and what limits he had set on teleology:

At length we have reached the conclusion which I was concerned to establish. Science has
finally put the old teleology to death. Its disembodied spirit, freed from vitalism and all
material ties, immortal, alone lives on, and from such a ghost science has nothing to fear.
The man of science is not even obliged to have an opinion concerning its reality, for it dwells
in another world where he as a scientist can never enter. (1913,p.311)
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But Henderson had struggled to reach this point in his argument. As he summed
up his thinking, he again asked the question “What then becomes of fitness?”” He had
already banished all metaphysical teleology from science and was left to explore two
possibilities: “An unknown mechanistic explanation” of both cosmic and organic
evolution exists — or it does not. While Henderson found it hard to credit such an
“unknown” explanation, he added, with the historian’s eye, that before Darwin’s
enunciation of natural selection it was hard to imagine a mechanical explanation
of biological fitness. Therefore, at the end of Fitness he warned: “We shall do well
not to decide against such a possibility” (1913, pp. 305-6). But let me be clear.
When Henderson was composing Fitness, he had rejected the then current theories
of vitalism and that of a designer for nature; but he had insisted on maintaining the
term “teleology,” albeit adjusted as he saw “fit.” Was there ambiguity in his text?
Let us turn to Henderson’s contemporaries for a response.

What did Henderson’s contemporaries say about his work?

Henderson’s two early books, Fitness (1913) and The Order of Nature (1917),
were reviewed by contemporary scientists and philosophers. Their reception, not
dramatic by any standard, gives a good indication of the role of his ideas. It is
interesting to note that Henderson’s “reflective” and philosophically structured
presentations antedated his fuller theoretical-scientific volume on Blood: A Study
in General Physiology (1928), which itself developed from a sequence of papers in
the Journal of Biological Chemistry, entitled “Blood as a physico-chemical system,”
beginning in 1921 and concluding in 1931.

One of the earliest, but also the fullest, reviews of Fitness appeared in Science (the
journal of the American Association for the Advancement of Science) in September
1913 by the physiologist Ralph S. Lillie, who was at the time teaching at Clark
University and later taught at the University of Chicago. His opening lines set out
his view: “This book is essentially a discussion of the nature and implications of
organic adaptation, that is, of the relation between the living organism and the
environment, but is written from an unusual point of view.” Lillie took the time
and space to follow Henderson through his argument chapter by chapter with the
full identification of carbon, hydrogen, and oxygen and their unique characteristics
“which make possible the production of living protoplasm.” They demonstrate “the
greatest possible fitness for life” Lillie (1913), p. 337.

But Lillie was not completely satisfied with the adaptive teleology that Hen-
derson had developed. He noted the transfer of the conception of fitness from the
organic to the inorganic environment, which thereby achieves the reciprocal nature
of biological adaptation. However, Lillie countered that Henderson had not dealt
in detail with the organism itself and the interrelation between organisms and the
environment:
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... in other words, what adaptation is, as a general condition or process . . . Of course, the
universe is a fit environment for life because it continues to exist in it. Granted, systems
having the properties of living beings could not have arisen had the properties of carbon,
hydrogen, and oxygen, and of their combinations, been other than they are, but what does
this prove?

Most biologists, Lillie asserted, would see the central thesis Henderson advanced
“as either self-evident or inherently unprovable.” He seemed to mock Henderson
in a footnote by saying, sure, this world is the best possible environment for the
organisms that came to live in it — almost a truism, he implies — but what of other
organisms in a different cosmos? Biologists may well see the book as an essay on
the elements and compounds that form protoplasm, thus calling attention to often
overlooked “facts and principles” (p. 340).

But Lillie was not satisfied with this reading; instead, he wanted to probe the
questions “of the final significance of biological adaptations and the novel and inter-
esting manner in which they are raised.” He was amazed at Henderson’s surprise
that the environment and the organism possess similar characteristics. The surviv-
ing organic forms are those that have been able to maintain equilibrium with their
environment. If conditions change and organisms can’t compensate, they will fail.
That, after all, is what natural selection is all about. “The task of biological science
is thus left where we found it: to account for the characteristics of organisms on
the basis of the physico-chemical characteristics of their component elements and
compounds . . .” and to demonstrate how these living characteristics are formed
by the environment (p. 341). Does that mean that life was somehow potential or
implicit in matter, in the universe? “To the scientific investigator,” Lillie announced,
“such a statement can have little meaning, since it is remote from the possibility of
verification” (p. 341).

J. D. Bernal, the materialist, in his book The Origin of Life (1967) summed it
up succinctly: all of Henderson’s evidence shows that “life had to make do with
what it had, for if it failed to do so it would not have been there at all” (p. 169). Is
there a way out by postulating a universe biocentric from its inception? Lillie joined
Henderson in a cautious welcome to this view, in that the complexity, peculiarities,
and stability of organisms would be unintelligible except for something of this sort.

For the final question posed by his reading of Fitness, Lillie asked: “How then
is it possible to reconcile teleology and the existence of will and purpose in nature
with the existence of a physico-chemical determinism which appears the more rigid
the further scientific analysis proceeds?” This question, which he did not answer
in the review, Lillie admitted (and which is often pushed to the side by scientists),
would require biological knowledge for a solution — if one is ever achieved. Lillie
concluded that Henderson’s book points biologists to the “importance and urgency
of these questions (p. 342).” A polite, friendly, but hardly full endorsement.
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Writing in The Dial, A Fortnightly Journal of Literary Criticism, Discussion
and Information, Raymond Pearl, the population biologist, opened his 1913 review
with reference to a metaphysical diversion “of my academic and intellectually
irresponsible youth,” in which orthodox Darwinism was turned on its head. “Is there
not quite as much justification, so far as the objective facts of nature are concerned,
for one to say that the environment is adapted to the organism as there is for him
to make the converse propositions?” (Pearl 1913, p. 111). Could natural selection,
“or any other mechanistic hypothesis,” stand up to the task? It would utterly fail,
Pearl argued. Before Henderson’s Fitness, no systematic efforts had been made to
examine the fitness of the elements of the environment for sustaining life.

Henderson’s own examination, Pearl opined, was in many ways a remarkable
one. He showed “conclusively” that the known environment of the earth is better
adapted to the needs of organisms than any other that could be constructed. He
praised the collection and critical digestion of a great mass of data, describing it as
a “masterly contribution to scientific synthesis that establishes the now well-known
conclusions.” But having recited those findings, Pearl announced: “At this point the
book as a contribution to natural Science [in original] comes to an end.” Turning
to the final chapter, “Life and the Cosmos,” which Pearl called “a consideration
of the philosophical consequences” of the earlier scientific material, he was much
less kind. While this part of the book was well done, “[I]t seems to this reviewer,
at least, to fall short in compelling logical force of the purely scientific part of
the work™ (p. 112). Henderson showed, Pearl noted, that “existing science” was
unable to give any “satisfactory mechanical explanation” to the reciprocal fitness
of organism and environment while not ruling out its possibility. Pearl was clearly
not enthralled by Henderson’s proposal of a “devitalized teleology in the form of
a purposive ‘tendency’ working steadily through the whole process of evolution.”
The objection was direct: “This ‘tendency’ is not something which can be weighed
or measured” but is rather an original property of matter “assumedly not by chance,
which organized the universe in space and time.” In other words, it falls beyond
the bounds of science. But Pearl’s overall commentary on Fitness was adulatory.
Notwithstanding his assessment of the concluding philosophical chapter, he con-
ferred on the book the highest of honors, calling it a “logical sequel to the Origin
of Species” (p. 112).

An array of additional reviews appeared both in scientific journals, such as
Nature, and in philosophical ones, such as Mind, with the Hibbert Journal generally
praising the scientific data brought forward but scattering various interpretations of
the philosophical conclusion throughout. The mechanism, vitalism, and teleology
debates current in the opening decades of the twentieth century had already been
rehearsed in the responses to Henderson’s own attempts to reconcile the mechanical
and the vital in a single system.
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One interaction in the review literature, however, adds an additional element to
Henderson’s ideas among other philosophically oriented biologists: the exchange
between Henderson and J. S. Haldane, the physiological vitalist. Haldane’s own
entry into the discussion came in his earliest book on the debate, Mechanism,
Life and Personality: An Examination of the Mechanistic Theory of Life and Mind,
published in 1913, the same year as Henderson’s own contribution to the philosoph-
ical discourse. In Science, September 17, 1915, Henderson produced an extensive
review, opening in what almost might be considered an “airy” fashion: “Dr. J. S.
Haldane has long been known as a philosophic physiologist. Indeed it is now for
more than three decades that he has occasionally relieved the labors of an orthodox
and eminent scientific investigator with the pleasures of idealistic metaphysics”
(Henderson 1915, p. 378). Henderson recounted at length Haldane’s understanding
of the claims of mechanism and the failings inherent in them, as well as the fun-
damental claim that Haldane finally reached: “The phenomena of life are of such a
nature that no physical or chemical explanation of them is remotely conceivable”
(p. 379). If the concept of “organism’ had been the first major stumbling block for
mechanism in Haldane’s view, psychology, or mind, raised the bar for mechanism
even higher.

Henderson would have none — or very little — of it: “It is no light task for a man
of science to form a critical judgment of this book, for I believe that its weakness
is on the philosophical side” (p. 381). Henderson had, of course, recently been put
through some criticisms of his own philosophical endeavors. While he was quite
willing to quickly accept the critique of childish or crude mechanistic explanations,
he by no means gave way to Haldane’s broad rejection: “When we turn to Haldane’s
philosophical objections to the mechanistic standpoint we encounter, I believe,
grave inconsistencies in his argument” (p. 381). Henderson was unwilling to accept
Haldane’s claim of the prior impossibility of providing a mechanistic explanation.
He referred to T. H. Morgan’s work in developing a mechanistic theory of heredity,
called “inconceivable” by Haldane. Henderson also referred to Darwin’s feat of
making a mechanistic explanation of evolution conceivable.

The structure of Henderson’s arguments was cast very much in the mode of
Claude Bernard’s earlier use of levels of explanation and referred to Cannon’s work
on fear and rage, which adopted this Bernardian outlook. Henderson vigorously
rejected Haldane’s claim that “all attempts to trace the ultimate mechanism of
life must be given up as meaningless.” Instead, he countered with his own stand:
“And for my own part I am obliged to say regarding [Haldane’s] statement, ‘The
phenomena of life are of such a nature that no physical or chemical explanation
of them is remotely conceivable,’ that is true only in a sense quite different from
its apparent meaning and is of no scientific interest.” In having to confront the
antimechanism of Haldane, Henderson further identified his own location as he
attempted to reconcile the worlds of life and matter.
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In 1917, Haldane undertook a review in Nature of Henderson’s second book,
The Order of Nature (1917), which he saw as a follow-up to Fitness. He noted
that with the wide adoption of natural selection the nineteenth-century conception
of teleology had largely dropped from scientific discourse. He further noted that
Henderson accepted natural selection, yet wanted to maintain a version of teleology
based on the physical properties of matter in the universe and the organisms existing
in a functional relationship — the teleological arrangement: “[Henderson] avoids all
theological inference, and leaves us with teleological arrangement as an ultimate
and mysterious empirical fact” (Haldane 1917, p. 263).

But Haldane was not satisfied. Must we assume, he asked, that the universe is
composed at the outset of matter — eternal, unchangeable, and independent? He was
unhappy with the concept of system that Henderson proffered: “Biology deals, not
merely with the ‘efficient’ causes of ordinary physics and chemistry, but also with
what Aristotle called ‘final’ causes.” It is in the biological facts that “teleology is
revealed as immanent in nature — as of its essence and no mere accident” appearing in
the physical environment — and not only in organisms. Biological concepts, Haldane
believed, must be extended to the inorganic world. While knowledge of how this
would work is not now present, it requires only a further extension of knowledge.
Haldane’s hope for the future was that physics and chemistry would be penetrated by
conceptions akin to those of biology. If this occurs, “teleological reasoning will take
anatural place in the physical sciences” (p. 263). As I understand it, this is not where
Henderson was going; and in a later criticism of Henderson’s book Blood: A Study
in General Physiology (1928), Haldane stressed how his and Henderson’s divergent
views and also the extent to which Henderson’s commitment to the understanding
that living things (for example, protoplasm) are physico-chemical systems further
separated them (Haldane, 1929).

In the years following publication of Fitness of the Environment and The Order of
Nature, Henderson reported in “Memories” that he stepped back even farther from
teleological guides. He also stated that after his work on the sociologist Pareto, he
became significantly more skeptical of metaphysics — to the extent that he regret-
ted some of his earlier writings, seeing the discussion of “teleology, vitalism, and
so forth, more or less irrelevant and immature.” He noted that he had been less
skeptical than he should have been and claimed that much of what he wrote in
attempting to explain fitness in metaphysical and teleological terms was meaning-
less (Parascandola, 1968, p. 107; Henderson, 1936-9: pp. 173ff.). But he did not
reject fitness as a concept and continued to see it as a valuable, and perhaps even
the most interesting, part of his scientific work.

As he moved to the close of Blood (1928), Henderson restated the claims he orig-
inally made in The Order of Nature (1917) for the critical role of carbon, hydrogen,
and oxygen, which “make up a unique ensemble of properties . . . [which are]
of the highest importance in the evolutionary process,” making diversity possible.
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These elements, he emphasized, provide the “fittest ensemble of characteristics for
durable mechanism.” In 1928, he still claimed: “For these facts I have no explana-
tion to offer. All that I can say is that they exist, that they are antecedent to organic
adaptations, that they resemble them, and that they can hardly be due to chance”
(1928, pp. 355-6; 1917, pp. 184-5).

Did Fitness challenge and provoke his contemporaries to take up the concept
and use it as a guide to further scientific work? Reviews do not suggest this. By
comparison, his later work on Blood as a physiological system much more clearly
evoked the laboratory labors of his contemporaries. Its detailed analysis of what he
referred to as “an immensely complex system in equilibrium” served as a vigorous
stimulant to further experiment and explanation. Fitness remains to this day a sym-
bol of attempts to provide broader explanation of the complexity of the worlds of the
living and the non-living. When George Wald, the Harvard biochemist, was asked
to write the introduction to the 1970 reprint of Fitness, he tried to set Henderson’s
book in time: pre-World War I, a time when the atom was gaining its redefinition
at the hands of Rutherford, Rydberg, Mosley, and Bohr. This was before important
new forms of chemical bonding had been established, and biochemistry was still
in its infancy. What Wald did not suggest was that Henderson’s book stimulated
new scientific endeavors. Instead, he alluded to the significant advances that had
been made in the sciences, often obviating some of Henderson’s questions. He
pointed to one conjecture: “A possible abode of life not unlike the earth appar-
ently must be a frequent occurrence in space” and that perhaps even “‘thousands’
of such planets” exist. He further noted the current expectation of there being
“many thousand million millions” of such possible abodes for life.” This conjec-
ture should arise, in Wald’s view, wherever it can (1970, p. xxii). It is in this sense
that Henderson’s “fitness” takes on an expansive meaning. It has fueled renewed
interest in the origin of life and the obvious extension: the synthesis of life in the
laboratory.

Concluding remarks

As other chapters in this volume indicate, “Fitness” and “Order” have taken on
other meanings, perhaps meanings that are more expansive than Henderson himself
intended. But it has always been clear that a book once published no longer belongs
to the author, and its interpretation is no longer controlled by him. As indicated in
the pages above, Henderson tried in his response to reviewers to limit what he saw
as some of the metaphysical turns given to their readings. In some ways, these views
were unavoidable given Henderson’s own often imprecise ideas and his choice to
use a term like “teleology” and attempt to give it his own meaning.
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From early on in the years after Fitness, Henderson kept making clear his lack
of sympathy with ideas of vitalism; and although he resisted announcing himself
a committed mechanist, he clearly indicated his receptiveness to its explanatory
outlook. In his paper “Mechanism, from the standpoint of physical science” (1918a)
he once again revisited the debate begun as early as 1915 in his review of J. S.
Haldane’s Mechanism, Life and Personality (see above) and rejected the vitalism
proposed by Hans Driesch and Haldane: *. . . for my part, I can only come back
to the conviction that Driesch is talking too confidently about things that none of
us understand, and that . . . the weight of the evidence is greatly against him”
(1918a, p. 574). As for “. . . Haldane’s conviction that it is impossible to conceive
organization in physical and chemical terms, this seems by no means impossible
to most physiologists. . . . I accept the mechanistic hypothesis as, upon the whole,
most consistent with the evidence” (1918a, pp. 575-6).

Even when Henderson turned to the organismic views of Alfred North Whitehead
he was cautious. Henderson liked Whitehead, was influential in bringing him to
Harvard, and together with Harvard’s President A. Lawrence Lowell involved him
as one of the three founders of Harvard’s Society of Fellows. Yet in his review
of Whitehead’s Science and the Modern World, the Lowell Lectures for 1925,
while clearly appreciative of the development of the concept of organization, the
“. . . doctrine Whitehead calls the theory of organic mechanism,” Henderson is
not fully enthusiastic. He notes a “lack of unity in the exposition,” with the author
“still engaged in working out his theories.” Although he can “dimly . . . perceive”
the possibility of overcoming the difficulties “. . . that have produced the conflicts
between mechanism and vitalism, and between freedom and determinism . . . hope
has been so long deferred . . . it is natural to be a skeptic” (1926, pp. 292-3).

By the end of his life, Henderson had turned his interest from biological sys-
tems to social systems. Complexity, interpretation, and organization were still very
present, but the early challenges of “fitness” seemed largely absent.
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Revisiting The Fitness of the Environment

Owen Gingerich

In 1913, long after Charles Darwin had argued for the fitness of organisms for
their environment, the Harvard chemist Lawrence J. Henderson pointed out that
the organisms would not exist at all except for the fitness of the environment itself.
“Fitness there must be, in environment as well as in organism,” he declared near the
outset of his classic work, The Fitness of the Environment (1913, p. 6). While most
of Henderson’s contemporaries ignored the philosophical implications of this work,
as John Barrow and Frank Tipler have noted, it “still comprises the foundation of
the Anthropic Principle as applied to biochemical systems” (1986, p. 143).

Henderson pointed out the uniqueness of hydrogen, carbon, and oxygen in the
chemistry of living organisms. Another two decades would pass before astronomers
would establish that these were three of the four most abundant elements in the
cosmos; but Henderson was at least aware that these atoms were commonly found
in the stars and planets. In his treatise, he began with the properties of water, just
as William Whewell had done eight decades earlier in his far more teleologically
oriented Bridgewater Treatise (1833).

Henderson grouped the notable qualities of water under two headings: (1) thermal
properties and (2) interaction with other substances. As far as he was concerned,
these were empirical, observed properties with minimal theoretical explanation.
(Remember that Rutherford’s nuclear atom was still a future concept, while quantum
mechanics and the nature of the hydrogen bond lay many more years ahead.)

Let me list water’s notable properties in a somewhat different order and present
a variety of specific examples. Water comes closer to being a universal solvent
than any other known substance, a basic property familiar to anyone putting sugar
into a cup of coffee. In the human body, the digestive process takes place after
nourishment has been dissolved into a liquid — water — solution. Even rocks can be
subject to water’s dissolving powers: witness the ocean’s salinity. The solubility of

Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning, ed. J. D. Barrow et al.
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carbon dioxide in water is particularly remarkable and so important in its conse-
quences that Henderson devoted an entire chapter specifically to carbonic acid
(formed when CO,; joins with H,O to form H,COs), a topic akin to his own
research interests.

The significance of this particular solubility is spectacularly demonstrated by
comparing the earth with its sister planet, Venus. The atmospheric pressure at the
surface of Venus is nearly a hundred times greater than at the surface of the earth,
and the Cytherean atmosphere itself is more than 96 percent carbon dioxide. The
earth’s atmosphere would be similar if the oceans had not dissolved the carbon
dioxide and precipitated the excess in the form of limestone. One can scarcely
begin to imagine the tons of Indiana limestone resting on our shoulders if the earth,
like Venus, had no oceans.

Carbon dioxide is highly soluble not only in water, but also in air, capable of
dissolving essentially to the same extent in equal volumes of either substance. This
closely balanced solubility is vividly demonstrated to anyone opening a carbonated
beverage after vigorously shaking the can. In human metabolism, a complex series
of enzymes enables carbohydrates to be “burned” to produce the energy for life. In
this process, the oxygen combines with the carbon and hydrogen to form carbon
dioxide and water, waste products that must be eliminated. Fortunately, carbon
dioxide can be dissolved in the blood, and equally fortunately it can be released
into the air by the lungs, a process Henderson described clearly:

In the course of a day a man of average size produces, as a result of his active metabolism,
nearly two pounds of carbon dioxide. All this must be rapidly removed from the body. It
is difficult to imagine by what elaborate chemical and physical devices the body could rid
itself of such enormous quantities of material were it not for the fact that, in the blood, the
acid can circulate partly free . . . and in the lungs [carbon dioxide] can escape into the air
which is charged with but little of the gas. Were carbon dioxide not gaseous, its excretion
would be the greatest of physiological tasks; were it not freely soluble, a host of the most
universal existing physiological processes would be impossible. (1913, pp. 139-40)

Michael Denton, who quoted this passage in Nature’s Destiny, went on to say:

As every medical student learns, it can be shown, from estimates of the total amount of
carbon dioxide dissolved in the blood and from estimates of the difference in the amount
of dissolved carbon dioxide in arterial and venous blood, that most of the 200 milliliters of
carbon dioxide produced per minute in an average adult human cannot be transported in
simple physical solution to the lungs. (1998, p. 132)

In fact, the carbonic acid formed when carbon dioxide dissolves in the water grad-
ually ionizes to form an acidic H* ion and a bicarbonate base, HCO; :

CO, + H,0 — H,CO; — H* 4+ HCO;
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In the lungs, the process is reversed, releasing the carbon dioxide. If an excess of
H™ ions accrues through metabolism, this excess also drives the process toward H,O
and CO,, and the acidity is removed essentially by exhaling the carbon dioxide.
Thus, this process not only eliminates the waste product of metabolism, but also
preserves the neutrality of the blood. Henderson lauded the accuracy of this system,
and Denton remarked that “It is a solution of breathtaking elegance and parsimony”’
(1998, p. 133). The same buffering that plays such a remarkable role for large air-
breathing organisms also preserves the neutrality of the oceans.

Henderson pointed out another property of water: its high surface tension, which
is substantially higher than that of any other common liquid except mercury. This
curious property allows water striders to walk across the surface of ponds or, as a
parlor trick, partyers to float a double-edged razor blade in a bowl of water. More
important, this property helps water to flow upward, against the force of gravity, in
the tiny veins of even tall plants.

Because of the very high specific heat of water, a comparatively large amount
of heat energy is required to raise its temperature. This property accounts for the
general constancy of ocean temperatures and keeps the earth’s oceans in a liquid
state. Coupled with this high specific heat is the remarkably high latent heat of
vaporization — the amount of energy required to turn water into steam — “by far the
highest known,” as Henderson described it. More than five times more energy is
required to vaporize a given quantity of water than to raise the temperature of the
water from its freezing point to its boiling point.

At the other side of the temperature scale, water has a most peculiar property: it
expands as it freezes, contrary to most known substances. Anyone who has suffered
the misfortune of frozen water pipes in the winter will be all too familiar with this
property. Were it not for this anomalous expansion, ice would sink when it freezes
and form a frozen reservoir at the bottom of the oceans. Because of the low thermal
conductivity of water, the oceans would not thaw out in the summer. “Year after year
the ice would increase in winter and persist through the summer, until eventually
all or much of the body of water, according to the locality, would be turned to ice”
(Henderson, 1913, p. 109). Henderson further stated that “[t]his unique property
of water [the anomalous expansion on freezing] is the most familiar instance of
striking natural fitness of the environment, although its importance has perhaps
been overestimated”; but he added that “on the basis of its thermal properties
alone . . . water is the one fit substance for its place in the process of universal
evolution, when we regard that process biocentrically” (1913, p. 107).

The crucial role of carbon in the formation of life, so obvious to any organic
chemist, comes later in Henderson’s treatment. He was obviously fascinated by
the environment, writ large — the oceans and the atmosphere — more than with
the circumstances of life itself. Perhaps this was because the latter topic was and
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is shrouded in so much mystery, all the more so in 1913, compared with the present.
Nevertheless, he extolled the virtues of the complexity afforded by carbon chem-
istry. Fundamental to carbon’s versatility is its central location in the first long row
of the periodic table:

3 4 5 6 7 8 9 10
Li Be B C N O Fl Ne
1 1 7 ¢.2300 7 2 1 0

Below the elements, I have listed the number of hydrides formed by each of them.
(Because this table is taken from my chemistry notes of a half-century ago, the
numbers for carbon probably need updating. A Google search gives “thousands,”
“vast,” and “near infinite” as the number of hydrocarbons.) Whatever the current
number — which of course does not count the numerous compounds of carbon with
oxygen or nitrogen — it is clear that carbon greatly exceeds any atom, other than
hydrogen, in the number of different molecules it can make.

In the years following the publication of Henderson’s book, insights into atomic
structure made the role of carbon much clearer and the unusual properties of water
more understandable, without in any way diminishing Henderson’s arguments or
the awe that accompanies appreciation of this fine-tuning of our environment.

From the astrophysical perspective concerning carbon, oxygen, and hydrogen,
the massive nucleus is the chief consideration. For chemistry, the much lighter sur-
rounding swarm of electrons is the key to a deeper understanding of these fitness
properties. With the discovery of the nuclear structure of the atom and the subse-
quent development of quantum mechanics, a number of ways to envision atomic
structure developed. Here I shall adopt one of the chemist’s favorite models, using
a tetrahedron to model the carbon atom. Two of carbon’s six electrons fill the inner
shell, and four are distributed at the corners of the tetrahedron. It is only these
outer electrons in the second shell that are modeled by the tetrahedron, but this
is the only part of the atom normally of interest to chemistry. (I disregard here,
for example, the use of radioactive isotopes as tracers in determining chemical
structures.)

Eventually, to make sense of the data accumulating in the 1920s, physicists
proposed another degree of freedom (called “electron spin”) in arranging the elec-
trons, suggesting that two electrons (with opposite spin) could occupy the same
position. Thus, in the carbon tetrahedral representation, each vertex could accom-
modate an additional electron, which could be an electron shared with a partner —
for example, a hydrogen atom with its single electron — provided the electrons
were paired with opposite spins. Such a sharing is known as a covalent bond. Four
hydrogen atoms, one at each corner, would give the carbon tetrahedron its full
complement of eight electrons, and, by sharing, each hydrogen atom would have
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Figure 2.1. (A) The tetrahedral model for methane. The small black spheres rep-
resent the positions of the hydrogen atoms surrounding the tetrahedron of carbon.
(B) Ethane, C,Hg, with a pair of singly bonded carbon atoms. (C) Ethylene, C,Ha4,
with a pair of doubly bonded carbon atoms. (D) Acetylene, C,H,, with a pair of
triply bonded carbon atoms.

its full complement of two electrons in its inner shell. This stable configuration,
shown in Figure 2.1A, is the molecule methane. Carbon, with its half-full quota
of electrons, is as willing to lend as to receive; therefore, one carbon can bond
with another, again provided that the shared electrons in each pair have oppo-
site spins. The tetrahedral geometry allows a single, double, or triple covalent
bond between two carbon atoms, as shown in Figure 2.1B—D. When the remaining
vertices are filled with hydrogen atoms, the resulting gases are ethane, ethylene,
and acetylene. This self-bonding property of carbon is the key to its prodigious
fecundity.

Oxygen can also be approximated with a tetrahedral structure. This example,
because of the light it sheds on the structure of water, is actually more informative
than that of carbon. With six electrons for the outer shell, the oxygen atom will
have two full vertices (with two electrons each) and two partly filled vertices (with
a single electron each). Oxygen, like carbon, can form covalent bonds with itself,
with either a single or a double bond. With a double bond (Figure 2.2C), no partly
filled vertex remains, and the stable binary molecule that results is the normal
form of oxygen gas found in the atmosphere. With a single bond, the two partly
filled vertices can each join a hydrogen atom to form hydrogen peroxide (HO,H)
(Figure 2.2B) or join an additional oxygen atom to form a tight ring, ozone (O3)
(Figure 2.2D).
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Figure 2.2. (A) Water, with the oxygen atom represented by the central tetrahedron.
The small dots represent electron pairs that fill the open vertices. The model clearly
shows the bent nature of the water molecule. (B) Hydrogen peroxide, with a pair of
oxygen atoms forming a single covalent bond between them. (The atoms can rotate
around the covalent bond.) (C) An oxygen molecule, O,, with two double-bonded
oxygen atoms. (D) An ozone molecule, O3, with three double-bonded oxygen
atoms.

The two partly open vertices of a single oxygen atom can be filled by the electrons
shared with two hydrogen atoms to make a water molecule. The model shows that
the hydrogen atoms will not lie on a straight line with the oxygen atom, a crucial
fact if one is to understand the special properties of water. The tetrahedral angle is
a reasonable approximation to the measured 104°30 angle in the water molecule.

In what was undoubtedly the most significant chemical treatise of the twentieth
century, The Nature of the Chemical Bond (1939), Linus Pauling highlighted another
extraordinarily important type of chemical bond, the so-called hydrogen bond.
Although the double-bonding property of hydrogen was hinted at as early as 1912,
Pauling used the principles of quantum mechanics and atomic modeling to show
that hydrogen could participate in only a single covalent bond (that is, using shared
electron pairs), so that a secondary bonding had to arise from something else,
such as a weak electrostatic coupling. The “bent” model of the water molecule
(Figure 2.2A) gives a qualitative idea of how this might work. The electron shared
from each hydrogen atom is pulled toward the oxygen, leaving the flank of the
positive hydrogen nucleus somewhat exposed. Meanwhile, the positive nucleus of
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Figure 2.3. The negative shoulder of the oxygen atom in the water molecule
couples briefly with the positive flank of a hydrogen atom in an adjoining molecule
to produce a transitory hydrogen bond, giving liquid water its remarkably stable
physical properties.

the oxygen atom is more than balanced by the extra shared electrons, leaving the
broad shoulder of the water molecule with a residual negative charge. Therefore,
an outlying positive hydrogen wing of one water molecule can be weakly and
momentarily coupled with the negative oxygen shoulder of another water molecule,
as shown in Figure 2.3. The duration of coupling is a second that is split very finely
indeed, typically around 10~!! second.

Nevertheless, this continual coupling and recoupling give water its remarkable
thermal properties. Although liquid at average terrestrial temperatures and pres-
sures, the water molecules are subtly linked by the hydrogen bonds, and so an
unusual amount of energy is required to raise the temperature of water, or to vapor-
ize it. Similarly, the electrostatic (or ionic) properties of the water molecule act to
make it a powerful solvent. Furthermore, as Pauling noticed, liquid water’s statis-
tical structure is akin to that of ice, and not just a single form of close packing. The
temperature change in the equilibrium of two types of packing causes the anoma-
lous expansion of water as it falls below 4 °C; the lower density of ice itself results
from the more open crystal structure of the solid water (Pauling, 1939, p. 284).

Thus, we have been given a far deeper understanding of many of the extraordinary
properties of water and its constituent atoms since The Fitness of the Environment
was written. Also, totally unknown to Henderson in 1913 were the complex chem-
ical shapes and coding in the structures of life: the DNA and protein molecules.
These architectures depend critically not only on the presence of the key atoms, but
also on the action of the hydrogen bond. The strands of the DNA double helix are
joined by hydrogen bonds, strong enough to hold the long chromosomes together
yet weak enough to permit the strands to unzip when replication begins. Similarly,
the crucial folding of the proteins, where shape plays a vital role in their efficacy,
is guided by the sites of hydrogen bonding.
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Of course, these unique properties would have been of little avail had it not
been for the substantial abundance of oxygen and carbon. But since hydrogen and
oxygen rank numbers one and three, respectively, in cosmic abundance, water is
guaranteed ubiquitous throughout the universe, while carbon is number four in the
cosmic population. However, neither oxygen nor carbon emerged in the first three
minutes of the Big Bang. At first glance, this might be labeled “God’s Goof.” That’s
how the physicist George Gamow felt when he discovered the presumed flaw in the
nature of the light elements that prevented the heavier elements from forming. In
the first minute of the Big Bang, energetic photons transformed into protons, and
through collisions these protons fused into deuterium (nuclear particles of mass
2), tritium (nuclear particles of mass 3), and alpha particles (which would serve as
mass 4 nuclei of helium atoms). But because there was no stable mass 5, at mass 4
the fusion process stopped — well short of the 12 mass units needed for carbon or
the 16 for oxygen.

Gamow, with his impish wit, wrote his own version of Genesis 1, in which
God, in His excitement at creating the universe, failed to call for a stable mass 5.
Disappointed by the error, God “wanted to contract the universe again and start
everything from the beginning. But, that would be much too simple. Instead, being
Almighty, God decided to make heavy elements in the most impossible way”:

And so God said: “Let there be Hoyle.” And there was [Fred] Hoyle. And God saw Hoyle
and told him to make heavy elements in any way he pleased.

And so Hoyle decided to make heavy elements in stars, and to spread them around by means
of supernova explosions. But in doing so, Hoyle had to follow the blueprint of abundances
which God prepared earlier when He had planned to make the elements from Ylem [the
primordial soup of high-energy photons].

Thus, with the help of God, Hoyle made all heavy elements in stars, but it was so complicated
that neither Hoyle, nor God, nor anybody else can now figure out exactly how it was done.
(Gamow, 1970, p. 127)"

Far from being a design flaw in our universe, however, the missing mass 5 seems
essential to our existence. Suppose that mass 5 were stable. Then, with the over-
whelming abundance of protons in the opening minutes of the universe, atom build-
ing could have taken place in mass steps of one, right up the nuclear ladder toward
iron. This would have left no special abundance of carbon and oxygen, two essential
building blocks of life. Because no stable mass 5 exists, element-building in the
stars actually takes place in a two-step process. First, the hydrogen is converted into
helium. Then, in a second process, the abundant helium is built up into atoms whose
nuclei consist of integer numbers of helium nuclei of mass 4. This includes oxygen

! Gamow speculated that this parody might account for his not having received an invitation to the 1958 Solvay
Congress on cosmology.
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with nuclear mass 16 and carbon with mass 12, which, as I have indicated, are the
most abundant atoms in the cosmos after hydrogen and helium. Without the missing
mass 5 (as well as several other puzzling details in the structures of these lighter
elements), not only might we not have the life-giving abundance of carbon and
oxygen, we would also lack the long, slow hydrogen “burning” of main-sequence
stars. It is this tedious process of long-drawn-out hydrogen burning that provides
the stable solar environment in which the evolutionary sequences can work out.

What at first glance, then, appeared to be God’s mistake turns out, in fact, to be
one of God’s most ingenious triumphs. Certainly, the way our universe works — that
it takes a very long time to generate the heavier elements — depends critically on
the lack of a stable mass 5. In the absence of a nuclear ladder with easy unit steps
in mass, the ladder goes up in steps of four, so that the production of the various
intervening heavier elements, such as nitrogen, is a complicated matter.

But another mystery presents itself: if the ladder goes up in steps of four, where
is beryllium at mass step 8? Beryllium is naturally abundant, but it is seven orders of
magnitude rarer than oxygen or carbon; this reflects the instability of the process of
fusing two alpha particles (each of mass 4) into Be®. A simultaneous triple collision —
so that three alpha particles could fuse to produce carbon — is a highly improba-
ble event. But in 1952, Edwin Salpeter pointed out an evolutionary process in
more massive stars that had exhausted their hydrogen fuel. As the interior temper-
ature rose because of the gradual gravitational collapse of the cores of such stars,
the kinetic energy of the atomic nuclei eventually became hellish enough to produce
a low equilibrium amount of Be®. Then, sufficient collisions between beryllium
and alpha particles (an exothermic reaction) could produce carbon and thereby
fuel the stars’ radiative output. Salpeter proposed the following reactions (1952,
pp- 349-52):

He* + He* + 95 keV (kinetic energy input) — Be®
He* + Be® — C'2 4 7400 keV (kinetic energy output)

As alluded to in Gamow’s parody, the late Fred Hoyle was a leading player in
figuring out the subsequent processes. He noted that the stars seemed too young
to have produced the observed high abundance of carbon unless some physical
circumstances speeded up an otherwise extremely slow process. He therefore pro-
posed that the collision cross-section of the beryllium was especially large, which
is another way of saying that a resonance level for an appropriately excited level
of carbon must be present. Because life, dependent on the high carbon abundance,
does exist, he was able to predict the existence of a special resonance level in the
carbon nucleus. Hoyle’s prediction was a dramatic use of the strong Anthropic
Principle, which states that the universe must have those properties that allow life
to develop within it at some stage in its history (Barrow and Tipler, 1986, p. 21). The
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experimental work showing that the resonance really did exist eventually brought
the 1983 Nobel Prize in Physics to Willy Fowler.
The stability of C'> makes it vulnerable to the reaction

He* 4+ C'2 — 0'® + 7100 keV (kinetic energy output)

but in this case the closest resonance level is a half percent too low for the reaction
to proceed with comparable efficiency. Had the resonance level in the carbon been
4 percent lower, there would be essentially no carbon. Had that level in the oxygen
been only a half percent higher, virtually all of the carbon would have been converted
to oxygen. Without that carbon abundance, none of us would be here now.

Hoyle later wrote:

Some supercalculating intellect must have designed the properties of the carbon atom,
otherwise the chance of my finding such an atom through the blind forces of nature would be
utterly minuscule . . . The numbers one calculates from the facts seem to me so overwhelming
as to put this conclusion almost beyond question. (1981, pp. 812, esp. p. 12)

These curious details of nuclear structure are among the many aspects of our
universe — including the anomalous expansion of water and of ice — that make it
remarkably fertile for the existence of intelligent life, so much so as to cry out for
some explanation. Certainly, one logical possibility, along the lines of Aristotle’s
final causes, is that a supercalculating intellect has designed the universe to make it
so. Such a conclusion can be coherent and satisfying in the framework of a general
philosophical and religious view of the cosmos. With the rise of modern science
in the seventeenth century, however, final causes tended to go out of fashion, and
it may be argued that science’s great success hinged on finding efficient causes —
the “How” rather than the “Why.” Newton’s famous line in the General Scholium
(added to the second edition of his Principia) concerning the ultimate nature of
gravity, “I feign no hypotheses,” is consonant with Henderson’s own rather austere
conclusion to his book:

Returning now to fitness, we may be sure that, whatever successes science shall in the future
celebrate within the domain of teleology, the philosopher will never cease to perceive the
wonder of a universe which moves onward from chaos to very perfect harmonies, and,
quite apart from any possible mechanistic explanation of origin and fulfillment, to feel
it a worthy subject of reflection . . . I cannot hope to have provided more than a very
imperfect illumination of certain aspects of teleology in this venture upon the foreign field
of metaphysics, and I should wish to be understood as very doubtful of my success in stating
what seem to me some of the philosophical conclusions to be drawn from the fitness of the
environment.

I wish, however, to put forward one scientific conclusion as a positive and, I trust, fruitful
outcome of the present investigation. The properties of matter and the course of cosmic
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evolution are now seen to be intimately related to the structure of the living being and to its
activities; they become, therefore, far more important in biology than has been previously
suspected. For the whole evolutionary process, cosmic and organic, is one, and the biologist
may now rightly regard the universe in its very essence as biocentric. (1913, pp. 310-12)

Henderson’s biocentric universe is very much with us today as astronomers and
biologists join in the pursuit of the nascent science of astrobiology, speculating on
the conditions and prospects for life elsewhere in the universe. Surely habitable
environments abound, and the apparent fitness of the physico-chemical universe
would seem to make it congenial to the existence of life that is chemically similar
to the life we find on earth. Whether the universe teems with life, and even intelligent
life, is an unanswered question — but quite possibly not unanswerable. The scientific
strides made since 1913 suggest that a positive answer to this audacious question
may come surprisingly soon; but Homo sapiens will never survive long enough for
a negative answer, because it will be essentially impossible to establish that we are
really alone.
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Is fine-tuning remarkable?

John F. Haught

My contribution to this volume is that of a theologian interested in the relationship
between science and religion. I will be asking whether what we are calling “fitness
for life” and “biochemical fine-tuning” are consistent with, and perhaps even sup-
portive of, the ageless religious convictions that the universe is here for a reason and
that life is the intended consequence of divine love, wisdom, and creative power.

Today, it is particularly striking to many scientists that cosmic constants, phys-
ical laws, biochemical pathways, and terrestrial conditions are just right for the
emergence and flourishing of life. It is not surprising, of course, that, as life exists,
the cosmic and chemical conditions for it had to have been formatted for such an
emergence. It would be remarkable, however, if the format could have been oth-
erwise, and hence not right for life. During the universe’s history, it now seems
that only a very restricted set of physical conditions operative at several major
junctures of emergence could have opened the gateways to life (Hogan, 2000). So,
what principles lie behind the narrowing of the gateways that allowed only those
conditions preparatory to life to flow through while excluding any cosmological
principles, physical parameters, and chemical laws that would not have permitted
such an outcome?

In the long, unfolding story of nature’s development, any conceivable series of
physical conditions or constants other than those that would lead to life have been
tossed aside. In fact, only the set that permitted life was allowed through a tightly
constrictive filtering process. Close calls characterize the story throughout. And in
our Big Bang universe, the fine-tuning of the specific trajectory that would lead
to life began during the first moment of cosmic process. At that opening instant,
all other sets of mathematically and physically conceivable expansion rates, grav-
itational constants, and densities of matter were put aside, and only a single set,
one that would eventually sponsor life, was allowed entry into actuality. Later on,
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the chemistry that would lead to life had to leave behind conceivable combinations
that would prohibit the emergence of cellular and physiological complexity. Only a
chemistry that would allow for a limited variety of three-dimensional protein fold-
ing, for example, could make way for the specific routes toward complexification
that introduced sentience and consciousness into the Big Bang universe (Denton
et al., 2002). But can any of this fine-tuning be adequately understood without
appealing to the idea of divine cosmic purpose?

Religion and theology cannot be indifferent to the question of whether the phys-
ical universe is the embodiment of an overarching meaning and purpose. However,
cosmic purpose is not the same as design or fine-tuning, nor is the accumulation of
scientific information about fine-tuning absolutely essential to a plausible theolog-
ical affirmation of purpose in the universe. Theologically speaking, what purpose
means, at the very minimum, is “the actualizing of value” — that is, of what appears
self-evidently good —not necessarily the instantiation of design, even though design,
order, or a pattern may be an aspect of the actualizing of value. Thus, a universe that
appears to be in the process of bringing about such value-laden actualities as life,
consciousness, freedom, creativity, and beauty, along with beings endowed with a
capacity for reasonableness, selfless love, and promise keeping, could be said to
have an overarching purpose, provided, of course, that these achievements have
been intended.’

However, design and fine-tuning are ideas that are too narrow to capture the
way in which careful theological reflection would conceive of divine intention or
purposiveness in nature. After Darwin, moreover, it seems especially unwise to
endow what is taken to be the Ultimate Source of the world’s being exclusively, or
even primarily, with the appellation “Designer.” Similarly, the scientific cataloging
of items suggestive of biochemical fine-tuning does not, by itself, offer much sup-
port to a theological argument for cosmic purpose. In fact, I believe it could be
fatal for theology to focus only on design and fine-tuning. Such a concentration,
after all, would only make the ancient and persistent theodicy question all the more
intractable. Why would an allegedly designing deity, one capable of ordering nat-
ural processes in the beautiful arrangement of crystals, protein folds, and cellular
mechanisms, refrain from arranging the larger world of life in such a way as to
prevent disease, pain, and death? The notion that God is essentially an “Intelligent
Designer” or “Fine-Tuner” has even led to the demise of natural theologies built
too snugly on observation of natural forms of order alone (Buckley, 1987). The
God of religious experience, moreover, is as much a disturber as a distributer of
design.

! A reasoned theological discussion of purpose would also have to pay attention to the religious intuition that the
world’s attainment of value is in some way everlastingly preserved; I developed this concept elsewhere (2003).
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The question of divine action

Whether research into biochemical fine-tuning could be theologically consequen-
tial inevitably brings up the more fundamental question of how to situate scientific
explanations in relationship to theological understanding. In modern times, these
two kinds of knowledge have often been seen as conflicting with each other. How-
ever, the best of our theologians have never taught that it is necessary to choose
between natural and theological explanations. Theological explanations do not pre-
tend to be an alternative to scientific accounts, just as good science does not appeal
to supernatural causes.

Unfortunately, though, religious believers today still sometimes fear that as sci-
entific explanations become more and more persuasive — for example, in accounting
for the origin, evolution, and fine-tuning of life — the more they threaten to under-
mine a robust religious sense of the creative or purposive power of God. At the same
time, scientists are sometimes apprehensive that the more room theology makes for
the notion of divine action in accounting for natural phenomena, the less room will
be available for meaningful scientific research (see my discussion of Cziko’s 1995
book Without Miracles, below). For instance, the remarkable series of physical
occurrences that have taken place in a chemistry attuned to life can be laid out as
a fully natural process explicable in physical and chemical terms. So why do we
need to invoke the idea of supernatural causation or cosmic purpose as essential
anywhere in the unfolding chain of occurrences? Anyway, if a Creator had intended
the universe to produce life, why did it take so long for the right chemistry to come
along and for life to make its spontaneous debut relatively late in natural history?
Science can give good physical explanations of emergent phenomena, and these
accounts will surely become more detailed in the future. Thus, we must ask whether
the idea of a wise Divine Designer (or Fine-Tuner) would be of much help in our
attempts to understand the natural world.

This question is especially appropriate now that the story of nature shows itself
to have been strewn not only with what seems to be, in the human scale of under-
standing, a wasted amount of time, but also a convoluted kind of engineering,
such as the complicated stellar creation of carbon (as described, for example, by
Burbidge et al., 1957). And this is not to mention the often ruthless Darwinian
processes that have shaped the story of life on earth. If the purpose of the uni-
verse is to produce life and mind, what do all the delay and Darwinian debris
tell us about divine design, fine-tuning, and cosmic purpose? I believe that any
research into biochemical fine-tuning — especially if the goal of such research is
to shed light on the question of cosmic purpose — must not take place in abstrac-
tion from the larger picture of cosmic process and biological evolution. After all,
Darwinian accounts of the evolution of life have made the idea of divine design seem
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increasingly shaky, and one cannot simply ignore this fact when reflecting on the
question of fine-tuning (a notion that suggests design), whether at the level of
cosmology or biochemistry.

Today, especially because of the apparent success and intellectual appeal of
evolutionary explanations, the ideas of divine action in general and divine design
in particular seem to have lost their former appeal in attempts to make ultimate
sense of the natural world (see, for example, Dawkins, 1986, 1995, 1996; Dennett,
1995). Before Darwin, it was in the world of life and its adaptive complexity that
natural theology ascertained the most dazzling displays of divine fine-tuning. The
Boyle Lectures and Bridgewater Treatises, for example, sought characteristically to
connect the intelligent activity of God to the complexities of life. But now that the
idea of natural selection has become for many scientists the ultimate explanation
of adaptive design in living beings (Mayr, 1997, pp. 64-78), it is tempting to look
elsewhere for the primary evidence of divine action. For example, the physics of the
early universe or segments of biochemistry seem to be exposing degrees of design
or fine-tuning so improbable as to be suggestive of divine causation (Davies, 1992).

Even as a theologian interested in promoting good relations between science and
religion, I confess to an uneasiness about this “regionalizing” of research into fine-
tuning, especially if the ultimate objective of such a project is to see whether science
is now opening up new areas, after (and perhaps in spite of) Darwin, for invoking the
idea of divine action and purposiveness in nature. Concentrating separately on one
or two chapters of apparent fine-tuning in the otherwise more ragged unfolding of
nature may allow the natural theologian to momentarily ignore the disorder, waste,
struggle, suffering, and death that accompany evolution’s extravagant creativity.
But the tormenting religious questions posed by Darwinian biology will continue
to resist all attempts by natural theology to bracket them out. Therefore, speaking
theologically, research into biochemical fine-tuning would strike me as artificial,
evasive, and inconsequential as long as it gives any appearance of pushing aside the
questions about divine action and cosmic purpose raised specifically by Darwinian
biology. Such reserve seems especially appropriate because, these days, those most
interested in finding evidence of intelligent design and fine-tuning in nature are
often vociferous opponents of evolutionary biology (see, for example, Dembski,
1998, 1999; Wells, 2000).

At another extreme, however, it is also a matter of concern to me that much
scientific thought has now concluded that the Darwinian notion of natural selection
can provide an ultimately satisfying explanation of nearly everything in the world
of life (Haught, 2000, 2003). The apparent success of evolutionary explanations of
adaptive design has fostered suspicion that scientific enlightenment now renders
the ideas of cosmic purpose and divine action altogether superfluous as far as a
fundamental understanding of life is concerned. As one among many available
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examples of this exclusivist naturalism, I would note Gary Cziko’s book Without
Miracles (1995). Cziko maintains that the idea of divine influence, or what he
calls “providence,” is in competition with, rather than complementary to, scientific
explanations. In a succession of chapters, he labors to show that it is Darwinian
mechanisms rather than divine providence that explain any specific feature of life,
such as sight, hearing, or intelligence. Hence, as far as Cziko is concerned, one is
forced to choose either science or providential action, but not both.

Cziko’s explanatory monism (in which only one explanatory slot is available for
all) inevitably leads to the conclusion that theological appeals to divine influence
are a threat to scientific explanation. Conversely, as mentioned previously, some
religious believers — explanatory monists of another stripe — consider a success-
ful scientific search for natural explanations of biochemical fine-tuning to be an
implicit threat to the consequentiality of theological explanation. Both varieties of
monocausal thinking, of course, raise the fascinating question of what it means
to say that “God acts” in nature, an issue that lies at the heart of almost every
contemporary controversy involving science and theology. I cannot give sufficient
coverage to this discussion here, but I hope at least to demonstrate, by focusing on
the topics of fitness for life and biochemical fine-tuning, that theological explana-
tions can, at least in principle, co-exist quite comfortably and non-competitively
with scientific explanations. I shall do so, however, only by also keeping in mind
the special concerns about divine action raised by Darwinism.

Layered explanation

Theology, of course, does not strive for exactly the same kind of explanation in its
own regions of inquiry as science does with respect to natural causes. Theology
must take the discoveries of science seriously, but it cannot emulate the objectifying
focus of scientific explanation without sacrificing its own substance. God, in other
words, cannot become an object of scientific clarification without ceasing to be
God. Theology, moreover, can be seen to have explanatory relevance only if it is
first able to show that, in principle, a plurality of non-conflicting layers of expla-
nation can exist for any particular set of natural phenomena. Thus, theology would
have the role of ultimate explanation in an extended hierarchy of explanations that
includes, and does not in any way compete with, scientific accounts. As long as
one allows for layered explanation, in other words, theological discourse can be
deeply explanatory of the universe without in any way interfering with the more
lucid levels of scientific inquiry. Indeed, when it is taken as a deep explanation,
theology even supports and promotes the more regional inquiries that physicists,
chemists, or biologists undertake at their own proper planes of exploration. And in
its refusal to compete with or intrude into scientific levels of explanation, theology
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may itself arrive at a more satisfactory understanding of the meaning and location of
divine action or cosmic purpose than was possible before the emergence of modern
science.

By “layered explanation,” I mean that most things allow for more than one level
of explanation. For example, if someone asks me to explain why a fire is burning in
my backyard, one response might be, “Because the carbon in the wood is chemically
combining with oxygen to make carbon dioxide.” But another might be, “Because
I applied a lit match to wood.” And yet another could be, “Because I want to roast
hot dogs.” Different layers of explanation, in other words, can co-exist without
competing with one another, and it would be a mistake to squeeze one kind of
explanation into an explanatory groove that is appropriate to another. Explanatory
pluralism, additionally, is more likely than monocausal accounting to put the human
mind in touch with the full reality of what is being explained.

It would follow, then, that if a beneficent God, for some mysterious reason, freely
intended to create a life-bearing universe, we would not look for evidence of this
divine intentionality at the level of biochemical fine-tuning or natural selection of
reproductively adaptive organisms. This would be like trying to find “I want hot
dogs” in the smoke from the burning wood in my backyard. And yet, it is just
such direct physical “evidence” that the scientific naturalist and other explanatory
monists typically look for in theological accounts of the universe. The scientific nat-
uralist’s complaints about theology usually amount to disappointment that the latter
is not very good at giving “scientific explanations.” One of the clearest examples
of this curious expectation is in E. O. Wilson’s book Consilience, in which the
noted author expresses his annoyance that by remaining silent on evolution
“the biblical authors had missed the most important revelation of all!” (1998, p. 6).
The underlying assumption here is that only one explanatory slot is available to all,
and since it now belongs to science, no place remains for theology.

My point, though, is that good theology espouses an explanatory pluralism, as
distinct from explanatory monism, and this means that a multiplicity of layers of
explanation are available to quench the human desire to understand the world.
Accordingly, reference to divine action or divine creativity would make sense only
if one located it at levels of understanding other than where physical causes are
being investigated. This decoupling of explanations is a function of the fact that
every explanation is abstracted from the totality of causal factors that bring about any
particular outcome. This does not mean that no connection at all exists between and
among accounts. But theological explanations would stand in relation to nature — to
such occurrences as biochemical fine-tuning, for example — analogously to the way
in which “I want hot dogs” stands in relation to a chemical analysis of the burning
logs in my backyard. That is, invoking divine creativity and purpose would lie at
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a distinct level of understanding, incommensurate but not incompatible with those
of the sciences. And it could not be mapped directly onto any scientific accounts.
Theology claims to explain things at a deeper level than physical causation, and the
deeper explanation would simply not show up, nor should one expect it to do so,
while one is setting forth, say, biochemical pathways leading to life.

Analogously, if one were to ask why life appeared on earth at all, even the
most painstaking analysis of the physical and chemical fine-tuning required for this
eventuality would uncover no purposiveness or divine intention at the many levels of
scientific inquiry. Science abstracts from questions of purpose or ultimate meaning.
Nevertheless, abundant logical space would still exist for a theological explanation
at another level of understanding. Life, it could be said without any inconsistency,
arose because of the properties of water (Henderson, 1913; Denton, 1998, pp.
22-46), the stellar formation of carbon (Burbidge et al., 1957), precisely tuned
cosmic constants (Rees, 2000), physical and chemical peculiarities (Northrop, 1979,
pp. 168-205), and also because of the creative power of an Infinite Goodness. Just
as it is not incoherent to say — all at the same time — that the fire is burning in my
backyard because of chemical processes, and because it was ignited by a match, and
because I want hot dogs, logically speaking plenty of non-competitive room exists,
at least in principle, for a theological understanding of life to co-exist comfortably
alongside scientific accounts. The only requirement is that the various layers not
be logically inconsistent with one another.

Furthermore, contrary to E. O. Wilson’s expectations, for theology to have deep
explanatory value, its understanding of life cannot be spelled out in objectifying
scientific language any more than “I want hot dogs” needs to be expressed in the
idiom of chemical combustion. Indeed, the language of truly deep explanation
must be that of symbol, metaphor, and analogy because it refers to a reality more
encompassing than anything that we humans can bring into objectifying focus.
Only a narrow commitment to explanatory monism — a contraction that can be
justified by no available scientific evidence — would lead to a rejection of the richly
layered model of understanding I am proposing here (and which Aristotle and
other philosophers have proposed for centuries). Of course, the option to take the
road of layered explanation is a fiduciary leap, but it seems to me to be a more
reasonable kind of leap than the option for explanatory monism. As it casts a wider
net, explanatory pluralism is less likely to leave out essential causal factors than
explanatory monism, even if it still leaves the world looking a lot fuzzier at its
foundations than a strict reductionist would prefer.

And yet, a theology comfortable with explanatory pluralism will still encourage
all the sciences to push their own purely natural, and inevitably reductive, expla-
nations as far as possible at their own appropriate levels of investigation. Good
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theology avoids any attempt to make room for divine action in the dark regions of
yet uncharted scientific levels of inquiry. This is because its sense of layered expla-
nation can, in principle, make ample room for theological explanation at levels more
fundamental, metaphysically speaking, than those at which science functions. And
so, without in any way contradicting elaborate physical, chemical, or evolutionary
accounts of life, theology may be justified in claiming that chemistry is fine-tuned
to life ultimately because of the infinite generosity and wisdom of God. But it does
not expect to discover the finger of God anywhere in, or even at the temporal begin-
ning of, the series of physical and biochemical causes that seem suggestive of a
fine-tuning for life.

That room still exists for a deeper probing by theology after science has detailed
the fitness of the cosmos and its complex chemistry for life is suggested by the fact
that so many scientists themselves view fine-tuning as remarkable: that is, they have
an intuition that something deeper is going on in nature than science itself can bring
into focus. In recent years, as a matter of fact, it is scientists more than theologians
who have noticed that the universe and earth appear to be remarkably fine-tuned
for life. Modern thought, influenced by a mechanistic philosophy of nature, was
not ready for this discovery. Up until the 1970s, science had increasingly pictured
life as an anomaly in a pervasively lifeless and pointless universe. Jacques Monod’s
popular book Chance and Necessity (1971) epitomized the long-standing materialist
claim that nature is essentially indifferent to life and intelligence. And much modern
philosophy, art, and religious thought have taken shape in support of, or reaction
to, that assumption.

But now, many scientists working at diverse scales from microphysics to astron-
omy have noted in a way they never did before that the universe, apparently from
the beginning, was put together in a series of close calls that made it just right for
the emergence of living and thinking beings (Davies, 1992). Hence, the universe no
longer seems essentially lifeless and mindless. And, as other chapters in this volume
point out, nature’s biochemical details and the terrestrial environment as a whole
provide a nest seemingly designed for life. So impressive is the still-accumulating
information about the many emergent levels of the world’s fine-tuning for life that
some scientists can hardly suppress a suspicion that something momentous, perhaps
even purposive, is afoot in the cosmos.

But one must be cautious. At what level should the explanation of the fine-tuning
for life — in terms of the notion of purpose — be located? And what exactly does it
mean to say thatitis fine-tuned for life? Few scientists doubt that physics, chemistry,
and terrestrial ecology are just right to sponsor the adventure of life. However, as I
noted earlier, what is most interesting and most at issue, at least when all the dust
clears, is whether nature has been intentionally prepared for life. And, is science as
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such ever really equipped to answer the deep question of whether intentionality or
purpose is involved at any level?

I believe not, especially because the scientific method, as such, deliberately leaves
out considerations of purpose. If, in their more popular essays on the implications
of science, scientists hold forth on the question of purpose in nature, it is not as
scientists, but as (usually amateur) philosophers that they do so. And that they
attempt to draw philosophical conclusions directly out of the data of science is
sometimes indicative more of a prior commitment to explanatory monism than of
a genuine respect for the integrity of science.

And yet, an intriguing sense of the remarkableness of life persists among sci-
entists themselves, including evolutionists. Remarkableness, as much as some sci-
entists try to disown its power, still remains the muse of biology, as well as of
all other sciences. In his extensive research on the phenomenon of evolutionary
convergence, the paleobiologist Simon Conway Morris, an editor of this volume,
has noted that “words like ‘remarkable’, ‘striking’, ‘extraordinary’, or even ‘aston-
ishing’, and ‘uncanny’ are commonplace” in the literature (2003, p. 128). In other
words, scientists have an incentive to embark on their research programs only if
they somehow find nature astonishing. In fact, it was clearly his own experience of
the remarkableness of convergence that led Conway Morris to challenge Stephen
Jay Gould’s conviction that chance was the determining factor in evolution. Gould
had claimed that if the “tape” of terrestrial life’s evolution were rewound and played
again, the results would be completely different next time around (1989, p. 50). This
is because, for Gould, the deepest causes of life’s various forms were “contingent,”
or purely accidental events in natural history (such as climatic changes and mass
extinctions). Like most evolutionists, Conway Morris gave a place to chance, but
he disagreed with Gould’s enshrinement of contingency as the ultimate cause of
evolutionary outcomes. He tracked numerous instances of convergence, in which
independent, ancestrally unrelated lines of evolutionary adaptation have led time
and again to similar physiological outcomes. If the tape of evolution were replayed,
the results might be different in some details the next time around, Conway Morris
allowed, but generally speaking the consequences would be quite similar to what
they turned out to be this time. In any case, life is not a simple lottery in which life
forms follow no restrictive corridors of development.

It is “remarkable” to Conway Morris, for instance, that more than a dozen mole-
like burrowing (fossorial) animals from around the world exhibit closely compa-
rable bodily features, even though they belong to entirely different species (2003,
pp- 139—44). The rapacious teeth of some predatory marsupials are nearly iden-
tical in structure to those of certain placental animals, although their respective
evolutionary courses unfolded oceans apart. In species that are clearly unrelated,
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phylogenetically speaking, the eyes, snouts, auditory mechanisms, and other
attributes have developed independently any number of times in nearly the same
way, following similar biochemical and morphological pathways. Such similarities
cannot be due either to sheer coincidence, since the likenesses are so pronounced,
or to genetic inheritance, since they occur in unrelated phyla. Biology exhibits so
many instances of convergence that something other than sheer accident must be
involved; thus, Gould must be wrong. It is almost as though “evolutionary hyper-
spaces” — the possible forms in which life can clothe itself — have been laid out
in advance, and their number is finite. Clearly, constraints bear on the possible
routes one might imagine life having taken. Organisms can try on any number
of virtual outfits, and alterations can be made; but the tailoring is not infinitely
malleable.

It is not my place to pass judgment on the accuracy or inaccuracy of Conway
Morris’ claims. However, it seems appropriate to ask for an explanation of the limits
that constrain life to the point of permitting so much convergence. It does not seem
sufficient to invoke the idea of adaptation by natural selection exclusively because,
by itself, that idea is too wide-ranging to be helpful. No matter what outcomes
occur in evolution, the ultra-adaptationist will insist that the explanation must be
“natural selection.” This may be true in a general sense, but appealing to the idea
of selection lies at the same level of vagueness as a meteorologist’s claiming that
the laws of physics are the cause of this afternoon’s thunderstorm.

Life, to those who have no stomach for layered explanation, is generalizable as
merely “simplicity masquerading as complexity” (Atkins, 1992). But to those who
find life remarkable, a search for a deeper explanation is in order, since explanatory
monism seems too shallow and too vague to capture most of what is actually going
on in the universe. However, one needs to avoid reaching for theological explanation
too early in the search. Layered explanation allows us to avoid a precipitous rush
to bring in theological or quasi-theological categories such as Intelligent Design
while plenty of room is available for scientific clarification. Correspondingly, if
theology is to offer any explanation as far as fine-tuning is concerned, it should
not be introduced prematurely or on those levels of methodological self-restriction
where scientific research is being carried out. Such an intrusion would be just one
more appeal to “God of the gaps” (i.e. God’s role is limited to accounting for the
“gaps” in scientific explanations of nature).

However, if one takes the approach of layered explanation, theological under-
standing might be relevant at vertically deeper layers of understanding than those at
which the physical and biological sciences normally function. The sense of remark-
ableness, I believe, arises from the fact that the scientist’s consciousness, no less
than that of other human beings, is somehow already in the grasp of a dimly intuited
need for ultimate explanation. But theology cautions science not to be too hasty
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in identifying or clarifying nature’s deepest dimension. It is better instead to allow
the sense of uneasiness that “something more” is involved to remain alive and
unresolved as a spur to ever-deeper exploration. I have argued elsewhere that some
evolutionists prematurely give to the notion of natural selection a metaphysically
foundational status, and that this assignment actually inhibits more penetrating
inquiry into the depths of nature (Haught, 2003). I would urge the same caution here
with respect to the temptation to give exclusively naturalist accounts of fine-tuning,
fitness, and convergence. Allowing for theological or metaphysical explanation at
deeper levels than those at which science works delivers science from the burden
of having to come up with the ultimate explanation.

And yet, scientists are human beings, and it is natural for all of us to look for the
ultimate explanation, especially when things seem surprising. The “frequency of
adjectival surprise associated with descriptions of convergence,” Conway Morris
says, “suggests to me that there is almost a feeling of unease in these similarities”
(2003, p. 128). He suspects that some biologists “sense the ghost of teleology
looking over their shoulders,” and he does not consider this to be an “unworthy
sentiment” (2003, p. 128). Convergence has an “eeriness” that makes it plain that
human inquiry still has a long way to go until it gets to the bottom of evolution (2003,
p- 128). Something more than chance, selection, or the sheer passage of time must be
involved in the outcomes of earth’s life processes. What the “something else” might
be, however, Conway Morris does not specify, and since other explanatory levels
are available outside of science to account in a deeper way for remarkableness, it
is not his task as a scientist to do so.

As a scientist, Conway Morris seems quite aware that he is not supposed to
dabble in metaphysics. Yet, in his Life’s Solution he provides more than a hint
of the need for explorations of life by metaphysics and theology. Still, I believe
Conway Morris considers these explorations to be supplemental to those of science
as such, and he does not conflate religious allusions with his detailed scientific
presentation of the evidence for convergence. Knowing that it is not his task to do
theology, contrary to the suspicions of some of his critics (e.g. Prothero, 2003), he
is not doing violence to science by pointing out, at least by implication, the need for
alternative levels of explanation to account fully for life’s remarkableness. In fact,
by his explicitly allowing for a theology of evolution in addition to the science of
evolution, one could make the case that he is safeguarding the integrity of science.
By explicitly making room for theological investigation of life at a level distinct
from science, he can more easily let science be just science than can some of his
critics. Unlike evolutionists such as Gould, Dawkins, and Prothero, all of whom are
content to force a materialist ideology into the single explanatory slot of scientific
understanding, Conway Morris seems to be aware of the need to decouple strictly
scientific work from statements of belief. By at least implicitly allowing for an
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explanatory pluralism, he can provide scientific inquiry with much more immunity
to metaphysics than evolutionists that either unconsciously or deliberately conflate
scientific ideas with materialist ideology.

Is fine-tuning remarkable?

How does this discussion of Conway Morris apply to the issue of fine-tuning: the
fitness of the cosmos, earth, and chemistry to the emergence of life? Isn’t this set of
physical factors also “remarkable” enough to suggest that conventional scientific
accounts are leaving something out by way of explanation? I believe that we also
need to approach this question with an openness to layered explanation. Science
alone, after all, has a habit of reducing remarkableness to mere routine at its own
levels of inquiry. This reduction, when confined to the scientific method, strictly
speaking, does not seem inappropriate. Science rightly tries to bring a largely hidden
concatenation of natural causes out of darkness into the light of day, and once the
unbroken sequence is exposed, the seemingly supernormal fagade pales into bland
normality. This is how science works.

However, the stronger claim that, in the end, nothing in nature can still be remark-
able after science has done its work is not so much a characteristic of science itself
as it is of the belief system known as “scientific naturalism.” Scientific naturalists
strongly believe that nature is all there is. If nothing else exists besides nature,
it follows that nature must be self-originating. Moreover, if the natural world is
not rooted in any creative agency beyond itself, there can be no end or goal that
would give overarching purpose to the universe. According to scientific naturalists,
the whole scheme of things is pointless, even considering local pockets of purely
human meaning. Nor is there room for miracles or divine responsiveness to prayer.
Finally, with no divine causation, all causes must be purely natural, and every nat-
ural event is the consequence of other natural events (Hardwick, 1996). Thus, all
phenomena, however astonishing they may at first appear, are ultimately unremark-
able — that is, natural. Otherwise, the naturalist belief system would be exposed as
incoherent. Accordingly, cognitional satisfaction cannot occur until one has arrived
at the cold consequence that nothing is really remarkable after all. “Remarkable” is
at most a temporary sticker, to be removed once the purely natural causes of things
have become manifest.

In our own time, scientific naturalism is alluring to scientists and philosophers
alike. The self-avowed materialist Nicholas Humphrey clearly exemplifies the sci-
entific naturalist’s longing to reduce the remarkable to the routine. In his book Leaps
of Faith (1996), he tries to show that what may at first seem supernormal, and hence
an invitation to adopt a non-materialist understanding of the world, always turns
out, on closer inspection, to be completely normal, and therefore just one more
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defeat for supernormalism. Like James Randi, the famous debunker of Uri Geller’s
allegedly paranormal feats of magic, Humphrey considers it not only the scientist’s
but also the philosopher’s responsibility to demonstrate that any natural phenomena
that seem to exhibit intelligent design and fine-tuning are really normal or routine.
For Humphey, fine-tuning as described in the present volume would be just one of
the many “appearances’ that, once we see through them, are really not remarkable
at all.

Humphrey has a lot of company in the intellectual world today. Owen Flana-
gan, a well-known philosopher at Duke University, even goes so far as to declare
that the main purpose of academic philosophy is to “make the world safe for nat-
uralism” (2002, pp. 167-8). Nevertheless, even the most naturalistic of scientists
and philosophers at least begin their inquiries into specific areas of research only
when they find certain things remarkable enough to engage their interest. Without
the horizon of a yet unknown world stretching out tantalizingly ahead, scientific
exploration could not even get started. Nor could it continue unless the summons
to explore the unknown keeps reappearing on the horizon with each advance. It is
still an open question, therefore, whether all that we find initially remarkable is
destined eventually to become routine.

An appropriate question for theology, therefore, is why the world remains
continually remarkable and often becomes even more so as science progresses
in its understanding. And what, moreover, would make fine-tuning remarkable
enough to be both an interesting topic for research and something deserving
of ceaseless (theological) amazement? To many scientists, even after they have
reduced it scientifically to purely natural processes, fine-tuning remains — again
at a deeper level than science alone can reach — no less eerie and astonishing
than evolutionary convergence is to the likes of Conway Morris. Otherwise, it
would not be drawing so much attention. What is it, then, that arouses the scien-
tist’s — or, for that matter, anybody’s — interest? What is it that invites theological
comment?

As mentioned previously, one factor is a sense of contingency, a realization
that many outcomes are possible, but that these possibilities are constrained at
every step by pruning principles. A sense of contingency arises because the cosmic
or biochemical fine-tuning prior to and underlying life might very well not have
occurred at all. And the natural events leading up to life did not have to take
place exactly the way they did. The scientist’s capacity to entertain counterfactual
worlds is possible only because of a prior sense that contingency is involved in the
physical unfolding of the world. That is, alternative sets of physical occurrences
are theoretically possible, even though most of them would not have led to life.
One reason for sensing remarkableness, then, is the apparent lack of inevitability
that scientists are now discerning in the physical prehistory of life.
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Contingency means “absence of necessity,” and so a contingent event is any
occurrence that has actually taken place but did not have to take place. Contingency
is inevitably remarkable as it gives rise to the question of why this or that happened if
it did not have to happen at all. If one arrives at the point of realizing that something
had to happen, and that it had to happen the way it did, then there would be no
more room for questioning. Thus, understandably, one important wing of scientific
naturalism —let us call it “right-wing naturalism” — tries to eliminate remarkableness
by mentally transforming all impressions of contingency into a sense of inevitability.
Acknowledging overriding necessity leaves no room for astonishment.

Right-wing naturalists strive to eliminate remarkableness from nature by dem-
onstrating that all natural phenomena, beneath any initial appearance to the con-
trary, are the consequence of an underlying physical necessity. According to the
philosopher Daniel Dennett, for example, the rich display of novelty and living
diversity in evolution is really nothing more than the outcome of an algorithmic
(mathematically inevitable) process (1995, pp. 48—60). Apparently, it is the voca-
tion of the right-wing scientific naturalist to help us put aside all childish wonder
and become resigned to the inherent unremarkableness of nature. In my opinion,
however, such a project can be carried out successfully only where a sense of deeply
layered explanation has already been suppressed. Just what motives lie behind the
scientific naturalist’s often passionate suppression of explanatory pluralism is a
topic deserving of a separate study.

However, a left-wing variety of scientific naturalism is also operating in today’s
world. Looking for a world shorn of abiding wonder, some scientists and philoso-
phers are inclined to enshrine absolute contingency rather than physical necessity
in the role of final explanation. In contemporary debates about how to account for
evolutionary outcomes, a major issue is whether the ultimate cause of evolution-
ary change is the rigorous necessity of adaptation by natural selection or perhaps
the irrational contingencies in natural history. Gould, to cite the most prominent
representative of contingency proponents, claims that it is especially accidental,
undirected events such as meteorite impacts, earthquakes, and climatic changes
that explain the uniqueness of living organisms and species. Yet he shares with his
more deterministic adversaries the same compulsion to eliminate remarkableness at
all costs. In Gould’s case, the reduction is not so much to routine as to irreducible
unintelligibility, but the result is the same: life is no longer remarkable because
its absolute origin has now been revealed. In spite of what seem to be irresolv-
able conflicts between them, the respective devotees of Dawkins and Gould may
appreciate that both evolutionists, though taking different routes, end up exorcis-
ing any open-ended mystery from the story of life. For both factions, an allegedly
scientific category, whether chance or necessity, functions in fact as a metaphysical
explanation, rendering theology obsolete.
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Conclusion: nature as narrative

I believe that the notions of chance and necessity, however, are both lifeless mental
abstractions that fail to do justice in any way to the deeper fact that nature is a
story that blends contingency, law, and time into something truly remarkable and
unrepeatable. It is this narrative aspect of nature that I would want to reflect on
if I were in search of something irreducibly remarkable about the universe and
evolution. For scientific naturalists, chance and necessity are each apotheosized,
ironically not unlike the deities of an ancient mythic pantheon. In fact, “chance”
and “necessity” are really abstract terms that have been reified in such a way as
to miss altogether the concretely narrative quality of natural reality. On the one
hand, “chance,” “accident,” and “randomness” are terms that point only obliquely
to nature’s concrete, contingent openness to indeterminate future outcomes. On
the other hand, “necessity” is a misleading label for the underlying consistency of
lawful constraints that limit possibility. In the real world, “contingent” openness
never exists independently of the habitually constraining and lawful consistency
(misnamed “necessity”) that gives continuity to nature in its narrative passage
through time.

What remains indelibly remarkable, therefore, is not so much life’s or the envi-
ronment’s fine-tuning, or evolutionary convergence, for that matter, but the delicate
blend of openness, constraint, and temporality that clothes the cosmos with drama.
It is this combination that most appropriately invites theological comment. What is
eerie, astonishing, and amazing — and utterly irreducible to routine — is that nature
is narrative to the core, and that the story is not over. Nature is not a state, but
a historical genesis, a process of becoming, an epic still being told. And so we
will never get to the bottom of fine-tuning and evolution until we have understood
why their matrix is narrative and where the story is leading. Contrary to the tenets
of naturalism, I doubt that the natural sciences can answer this question at their
own levels without also leaving ample room for theological conjecture at its own
appropriate level.

Fine-tuning is remarkable, then, primarily because it is situated within the more
foundational context of a cosmic story. The tuning, after all, is never really as fine
as it initially seems. If it were, necessity and rigidity would have locked life into
eternal stasis — a kind of death, in other words. Nature would no longer have a
story to tell. Order without novelty is meager monotony. But, blessedly, an open-
ness to possibility still exists (inaptly called “contingency”) that pierces through
the armored consistency in natural processes. In evolution, this openness consists
in part of the very imperfections inherent in biological adaptations. Nature must
be open to the future if it is to avoid metamorphosing into hard-rock necessity.
Its imperfections assist in keeping it open to the future. To an earlier and now
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passé brand of Darwinism, it was a theological scandal that no adaptations were
perfect, as imperfection spoiled the idea of an Intelligent, Divine Designer. But
the idea of Intelligent Design is itself just another abstract idea originating in
our human tendency to disassociate order from the openness that makes nature
narrative. As it turns out, the imperfection of organic adaptation is essential if
the story is to keep going and to remain interesting. If nature is narrative, we
must remark at how fortunate it is that adaptation and design are not comfortably
complete.

On the other hand, openness to transformation does not mean absolute inde-
terminateness, as fine-tuning and biological convergence show. A finite range of
possibilities and a channeling aspect to evolution exist and keep life from splashing
out all over the place in completely unrestrained “hyperspace.” The morphologies
assumed by life, whether on earth or elsewhere, seem to be finite in number. Life is
open to possibility, but possibility is not limitless. Otherwise, the story would have
no continuity. Evolution arises in a narrative matrix, and narrative requires habitu-
alness and redundancy, along with novelty, to keep the life-journey from collapsing
at any capricious moment into complete confusion.

Contingency, if one wishes to use this abstract term, is remarkable because it
adds historicity and dramatic suspense to recurrent natural processes. Right-wing
naturalism looks for the strain of lawful necessity (and hence predictability) in
all natural occurrences, and so it is naturally uneasy with contingency. Contin-
gency means uniqueness, singularity, specificity, and unrepeatability, and these all
defy sheer generality and reductive simplicity. To fulfill its objective of exposing
remarkableness as mere routine, therefore, right-wing scientific naturalism must
at least implicitly deny that contingency is anything more than necessity not yet
understood.

When it appears in combination with nature’s habitualness, contingency is
remarkable. But when it is absolutized as an independent and ultimate explanation,
contingency is equivalent to unintelligibility or absurdity. At the point of being thus
maximized, contingency, no less than necessity, banishes remarkableness from the
world. The typical way of exorcising remarkableness is the right-wing naturalist’s
reduction of contingency to necessity, but as this objective is unachievable, another
way of muffling surprise and awe is found in left-wing naturalism — namely, to
exaggerate contingency to the point of making pure chance the ultimate explana-
tion of the most momentous natural occurrences. I have been proposing, however,
that both kinds of naturalism, because of their explanatory monism, can thrive only
in an illusory and imaginative world of ideas quite cut off from the actual narrative
flow of nature itself. And it is this narrative, a story that wends we know not where,
that remains forever remarkable and that gives theology a permanent place in the
human quest for deep explanation.
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Complexity in context: the metaphysical
implications of evolutionary theory

Edward T. Oakes

It would be a poor thing to be an atom in a universe without physicists. And

physicists are made of atoms. A physicist is the atom’s way of knowing
about atoms.

— George Wald

Introduction to Lawrence Henderson’s

The Fitness of the Environment

A conscious fruit fly would have to confront exactly the same difficulties,

the same kind of insoluble problems, as man. . . . To defy heredity is to
defy billions of years, to defy the first cell.

—E. M. Cioran

The Trouble with Being Born

We keep forgetting to go right down to the foundations. We don’t put our
question marks down deep enough. . . . What a Copernicus or a Darwin
really achieved was not the discovery of a true theory but of a fertile new
point of view. . . . A curious analogy could be based on the fact that even
the hugest telescope has to have an eye-piece no larger than the human
eye.
— Ludwig Wittgenstein
Culture and Value

Science is the midwife of metaphysics. However much it might protest that it con-
fines itself to physical realities only, science cannot help but provoke metaphysical
questions in the human mind. To be sure, when it confines itself to its own spe-
cialized sphere, each science is strictly physical, physical both in the scope of its
investigation and in the results and data those investigations produce. But science’s
ultimate import is always metaphysical." This trans-physical import of science

! I shall be defining the term “metaphysics” more exactly as these reflections proceed, but I want to start by saying
that by metaphysics I am not speaking of something extra-physical (spirit, élan vital, Intelligent Designer, and

Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning, ed. J. D. Barrow et al.
Published by Cambridge University Press. © Cambridge University Press 2007.
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becomes most evident when scientists look up from their desks and seek to explain
the technical results of their work to the general public in easy-to-understand terms.
Itis especially at this popularizing level that we find science, nolens volens, bumping
into metaphysics.”

But often enough the bump is not felt as such. For metaphysics is the spectral
science, silent and invisible, often slighted and frequently despised. But however
contemned, it is always hovering and lurking about the premises; and for that
reason it is not much welcome by scientists, most of whom greet metaphysics the
way Jane Eyre reacted to the screams she heard emanating from the attic. John
Barrow captures this uneasiness of physicists facing metaphysical questions very
neatly in a passage that also explains why the inherently philosophical questions
won’t go away, no matter how uneasy scientists might feel about them:

[The] tendency of fundamental physics to move towards questions traditionally of interest
to philosophers and theologians has developed in parallel with an increased lack of interest
amongst physicists in the philosophical questions raised by these developments. To most
scientists [the phrase] “philosophical questions” has become a handy label to apply to any
collection of vague or apparently unanswerable questions which only become worthy of
serious consideration when they become scientific. (Barrow, 1990, p. 2)

Nor is this uneasiness, which sometimes borders on outright contempt, utterly
implausible. Even a quick glance at the current state of philosophy will dis-
may the empirically trained scientist. When indeed has philosophical speculation

so forth), but of something trans-physical, that is, of certain “ideal” (or if that word itself sounds too spooky,
certain “logical”) realities that ineluctably come into play when the implications of science are realized and
discussed. Something similar holds true for science’s ethical and environmental impact as well, but the wider
implications of those issues do not fall within the focus of this chapter.

2 In other words, the situation is now the reverse of the one that obtained at the dawn of modernity, when philosophy
served as the midwife to science. Even as late as René Descartes and Isaac Newton, the sciences they pursued
were still called “natural philosophy.” In fact, the word “scientist” had not even been invented until the nineteenth
century, by William Whewell in 1840, in a deliberate act of coinage, although the word also appeared in passing
(only to be rejected for its ugliness) in an 1834 article in the Quarterly Review:

Science . . loses all traces of unity. A curious illustration of this result may be observed in the want of any name
by which we can designate students of the knowledge of the material world collectively. We are informed that
this difficulty was felt very oppressively by the members of the British Association for the Advancement of
Science at their meetings in the last three summers . . . Philosophers was felt to be too wide and too lofty a
term . . . savants was rather assuming . . . [sJome ingenious gentleman proposed that, by analogy with artist,
they might form scientist, and added that there could be no scruple in making free with this termination when
we have such words as sciolist, economist, and atheist — but this was not generally palatable.

(Quarterly Review, vol. LI (1834), p. 59)

Also: “We need very much a name to describe a cultivator of science in general. I should incline to call him a
Scientist” (Whewell, 1840, vol. I, Introduction, p. 113). The result was that when the sciences finally felt liberated
from the apron strings of philosophy (and not just terminologically) they often took on an anti-metaphysical
polemic; and philosophy, to the extent that it suffered from what was facetiously called “physics envy,” adopted
that same animus against metaphysics, especially in the school known as Logical Positivism. But I shall argue
here that, in one of those great ironies that constitute intellectual history, science is now giving birth to a
whole new range of metaphysical challenges, challenges that can in fact only be resolved through a specifically
metaphysical analysis.
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ever inspired confidence in a scientist? As portrayed by the Polish writer Leszek
Kolakowski the contrast between philosophy and science could hardly be starker:

For centuries philosophy has asserted its legitimacy by asking and answering questions
inherited from the Socratics and Pre-Socratics: how to distinguish the real from the unreal,
true from false, good from evil . . . There came a point, however, when philosophers had
to confront a simple, painfully undeniable fact: that of the questions which have sustained
European philosophy for two and a half millennia, not a single one has been answered
to general satisfaction. All of them, if not declared invalid by the decree of philosophers,
remain controversial. It is just as possible, culturally and intellectually, to be a nominalist
or an anti-nominalist today as it was in the twelfth century; no odder now than in ancient
Greece to believe or deny that phenomena can be distinguished from essences, no more
unusual to hold that the distinction between good and evil is a contingent one, a matter of
convention, than to claim that it is embedded in the necessary order of things. Belief and
non-belief in God are equally respectable; no norms of our civilization prevent us from
claiming that language creates reality or the other way around; we shall not be barred from
good society because we embrace or reject the semantic conception of truth.

(Kolakowski, 2001, pp. 1-2 [emphasis added])

Obviously, scientists cannot endure such methodological and ideological chaos
in their chosen specialties. That is also why, by the way, no matter how much
postmodern epistemologists hurl challenges at the validity of science, scientists
themselves rarely betray any lack of confidence in their work or in the results of their
research and experimentation. Leave the death-wishes to philosophers, they seem to
be saying, we need to get on with our work.” And who can blame them? Philosophy
seems largely devoted to proclaiming its own death, rather like those theologians
of the death-of-God school. But what science ever acts as philosophy does?

For well over a hundred years, a large part of academic philosophy has been devoted to
the business of explaining that philosophy is either impossible or useless or both. Thus
philosophy demonstrates that it can happily survive its own death [by keeping] itself busy
trying to prove that it has indeed died . . . There is an immense variety of unconnected
philosophical paths, all converging at one point — that of anti-philosophy. The farewell to
philosophy, like the “bye-bye” in a famous Laurel and Hardy scene, never ends. The issues

3 Needless to say, philosophers can sometimes reciprocate with a kind of “you can’t fire me because I quit”
attitude, as in this rather peremptory dismissal of the scientist’s dismissal of philosophy from the journals of
Ludwig Wittgenstein:

Itis all one to me whether or not the typical scientist understands or appreciates my work, since he will not in any
case understand the spirit in which I write. Our civilization is characterized by the word ‘progress.’ Progress is
its form rather than making progress being one of its features. Typically it constructs. It is occupied with building
an ever more complicated structure. And even clarity is sought only as a means to this end, not as an end in
itself. For me on the contrary clarity, perspicuity are values in themselves. I am not interested in constructing a
building so much as in having a perspicuous view of the foundations of possible buildings. So I am not aiming
at the same target as the scientists and my way of thinking is different from theirs. (Wittgenstein, 1950, p. 7e)

On the other hand, Wittgenstein could be pretty harsh about philosophy too: “Reading the Socratic dialogues
one has the feeling: what a frightful waste of time! What’s the point of these arguments that prove nothing and
clarify nothing?” (id., p. 14e).
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that once formed the kernel of philosophical reflection — being and non-being, good and evil,
myself and the universe — seem to have been shunted aside, relegated, except as subjects
of historical enquiry, to a corner of academia, almost as dark as that occupied by God in
schools of Divinity or sex in Victorian conversation. (Kolakowski, 2001, pp. 7-8)

There is also a further worry that needs to be mentioned: metaphysics is often
religious in its claims.” In fact, Aristotle called “metaphysics” (the word itself was
a coinage of post-Aristotelian librarians) not only “first philosophy,” but more
crucially “theology.”™ And the episodes of theology dictating to science (or to
“natural philosophy,” as it used to be called) are long, well antedating Galileo.
One notices this in a remark of Moses Maimonides (AD 1135-1204) in his famous
Guide for the Perplexed, where he scores this aggressiveness by theology to dictate
results and which he detected in some of his Christian and Muslim predecessors:

It is not our object to criticize things which are peculiar to either creed, or books which were
written exclusively in the interest of one community or the other. We merely maintain that
the earlier theologians, both of the Greek Christians and of the Muslims, when they laid
down their propositions, did not investigate the real properties of things; first of all, they
considered what must be the properties of the things which should yield proof for or against
a certain creed; and when this was found they asserted that the thing must be endowed
with those properties; then they employed the same assertion as a proof for the identical
arguments which had led to the assertion, and by which they either supported or refuted a
certain opinion.’

Yet, despite both the simultaneous chaos of philosophy and the repeated acts of
aggression perpetrated on science by metaphysical theology, I shall be claiming
here that metaphysical claims and implications won’t go away, no matter how
anxious that makes scientists feel.” This uneasiness might seem to be most acute
among physicists, for cosmology ineluctably raises question after question that, at

4 Even among avowedly anti-metaphysical philosophers, one can find some astonishing admissions of religious
intent. Wittgenstein again: “What is good is also divine. Queer as it sounds, that sums up my ethics. Only
something supernatural can express the supernatural” (Wittgenstein, 1980, p. 3e).

3 The phrase “ta meta ta phusika” merely means “what comes after [Aristotle’s treatise] the Physics,” which could

imply only the placement of this book right after the Physics in the collection of Aristotle’s corpus of collected

works. Aristotle himself called this branch of philosophy “first philosophy” because it dealt with first causes
and immovable substances, so that “the science which deals with them must be prior, and must accordingly be
called ‘first philosophy’” (Aristotle, 1984, Metaphysics, Book Epsilon 1, 1026a29-30). But for Aristotle that
same first philosophy must also be called “theology” because “the science which it would be most proper for
gods to possess is a divine science, and so too is any science which deals with the divine items. But this present
science [of first causes] alone has these two features: the gods are held to be among the causes of all things and

to be their first principles, and either the gods alone or the gods above all others can possess this science” (id.,

Book Alpha 2, 983a6-9).

Maimonides, 1928, pp. 109-10. This observation represents an unusually prescient anticipation of the method-

ology of the Intelligent Design movement, as will become clear as these reflections proceed.

Kolakowski again: “But such things, although we may shunt them aside, ban them from acceptable discourse

and declare them shameful, do not simply go away, for they are an ineradicable part of culture. . . . Our sensibility

to the traditional worries of philosophy has not withered away; it survives subcutaneously, as it were, ready to

reveal its presence at the slightest accidental provocation” (Kolakowski, 2001, p. 8).
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least at first blush, seem metaphysical: the place of chance in quantum physics, the
nature of space and time as relative to each other, the role of observership in the
constitution of reality, the paradoxes of the anthropic principle, and so forth. But
even a quick glance at the debates raging inside biology shows how those debates
are frequently determined by issues primarily philosophical, not biological —
to the palpable unease of many biologists. In the wake of the discovery of the
helical structure of DNA, biologists might well feel confident that they have finally
expelled such allegedly metaphysical notions as élan vital, soul, and even “life”
(as an extra-biological concept) from their conceptual armory; but uncomfortable
issues remain lurking in the attics of the biological sciences.

Take, for example, the pesky problem of teleology. Before publication of Charles
Darwin’s On the Origin of Species in 1859, it was the common assumption of
everyone from Aristotle to William Paley that the neck of the giraffe was “made
for” reaching vegetation atop tall trees, that eyes are “made for” seeing, and so forth.
And since such complex formations like the eye could hardly have come about by
mere chance, they must have been designed by a kind of divine foresight, just as a
watch requires a clever watchmaker. However, with the appearance of the Origin,
that explanation fell into disarray and lost its hold on the scientific public, or so it
is claimed. In fact the situation was far more complex than the received wisdom
would have it. Even avid Darwinians were not so sure. For example, Thomas Huxley
(“Darwin’s bulldog”) saw Darwinism as the perfect opportunity to set up a secular
religion to rival Christianity, yet he still believed in “saltations” — big leaps in
evolution to account for the transition from, say, fox to dog — and even claimed
that “there is a wider Teleology, that is not touched by the doctrine of Evolution.”
On the other side of the coin (and ocean), the Harvard botanist Asa Gray rightly
recognized that saltations would mean the demise of the theory of natural selection
and vigorously defended Darwin in the New World; but he always remained an
orthodox Congregationalist. In contrast, his great rival at Harvard, the zoologist
Louis Agassiz, attacked the Origin root and branch, but abandoned the Calvinist
religion of his Swiss homeland and became a Unitarian while at Harvard.”

These catfights among the Darwinians continue right down to today. In order to
drive home the point that evolution has no goal and that humans are a complete
fluke, the late Harvard professor Stephen Jay Gould insisted that if we rewound the
tape of evolution and started the whole process over again, the chances would be

8 Much to Darwin’s annoyance, Huxley asserted his belief in saltations as early as his instant review of the Origin,
which appeared in the London Times on Boxing Day in 1859 — the first review of the Origin to see print, a
mere thirty-two days after the Origin’s publication date of 24 November 1859. His review “The Darwinian
Hypothesis™ and his later essay of 1864, “Criticisms of The Origin of Species,” may both be found in Huxley,
1893.

9 Details in Ruse (2003), pp. 142-3.
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vanishingly small of evolution producing, yet one more time, the same roaches and
sharks, tulips and mushrooms, humans and crabs, that we know today. Of course
if the outcome of evolution were that much of a fluke, then, as Daniel Dennett
points out in Darwin’s Dangerous Idea, the search for intelligent life on other
planets would be as pointless as a search for extraterrestrial kangaroos (see more
on Dennett’s point about this below). The whole point of such a search rests on
the assumption that evolution will inevitably tease out the potential for intelligence
already lurking, however embryonically, in the prebiotic chemical soup of other
life-potential planets. But if intelligence is well-nigh inevitable, then does not such
inevitability say something about the inherent nature of the universe? If we were
so inevitable from the start, why the paroxysms of self-abasement about our fluke
emergence, these pseudo-lachrymose sneers at man as an insignificant worm in the
cosmic slime?

What makes this debate, at root, a metaphysical one is its reliance on either
implicit or openly avowed metaphysical presuppositions. Even to make the claim
he did, Gould must have presupposed that it was meaningful to speak of “rewinding
the tape of evolution” or that one may meaningfully speak, after the event, of the
relative weight that should be given to chance over necessity in the discussion of
biological causality. Even to speculate on “what might have been” had tectonic
plates arranged themselves differently (would kangaroos ever have evolved if the
Australian continent had stayed fused to the Antarctic land mass?) is to enter into
a realm of thought determined by modal verbs (“might have,” “could have,” and
so forth); and the role of modal verbs in determining the structure of reality is
itself a heated area of metaphysical debate among analytic philosophers. Similarly,
the positing of chance and necessity in causal explanation already represents the
introduction of metaphysical categories.'"

Itis the purpose of this chapter to try to explicate these metaphysical implications,
above all as they pertain to biological complexity. Complexity leads to perplexity,
goes the old saw in Introduction to Epistemology classes. Or more exactly: com-
plexity in things leads to perplexity in the mind. Even arrangements that are not,
in and of themselves, terribly complex — such as a circle of ten stones forming a
barrier for a campfire, for example — prompt the human mind almost spontaneously
to imagine the presence of design. Let us take the case of Robinson Crusoe; but
this time let us not have this shipwrecked survivor, washed ashore on what seems
to be an uninhabited island, discovering a human footprint in the sand. Rather let
us assume he comes across, in a forest clearing, a circle of stones: just as with the

10 For example, is “chance” but an admission that a cause is unknown by people or unintended by them, as Aristotle
(and Albert Einstein) held and as ordinary language assumes when it speaks of automobile “accidents” (auto
accidents are hardly uncaused, just unintended)? Or are there really uncaused events in the universe, for example
at the quantum level, and if so, how is that to be determined?
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footprint, so too with the stones — Crusoe knows that there is (or was) at least one
human besides himself on the island.

But far from resolving his initial perplexity after being washed ashore, the for-
mation of the stones has still not really answered all his questions. For example, the
footprint in the sand surely indicates the recent presence of Man Friday on the island
(the sand would have obliterated an old footprint). But assuming there is no ash, no
burning embers, in the center of the stone formation, Crusoe has no idea when the
circle was made or what kind of human, hostile or friendly, made the campfire. All
he knows, almost instinctively, as it were, is that such a circle could hardly have
formed itself (which means, in modern parlance, that the circle is not just complex
but “irreducibly” complex, a term discussed further below), and therefore that a
designer must have introduced — or rather, imposed — a mentally conceived form
upon the stones scattered about nearby. Anything beyond that, however, leads only
to further perplexity.

I have decided to use this primitive example (primitive, obviously, in more ways
than one) because it highlights why and how arguments based on design can lead
us astray. No one denies that the universe is complex, staggeringly so. Thus it
seemed eminently sensible to extrapolate Crusoe’s logic to the universe: something
as complex as the universe must have been so arranged as to allow not just the
formation of stars, but also the chemical presuppositions of life — and adherents of
the Intelligent Design (ID) movement go further and insist that the transition from
the inorganic to the organic needed another “jump start” (which they call “abiotic
infusion”) to account for the even greater complexity of life. But in the wake of
Charles Darwin’s theory of natural selection, this argument from design has been
shown to rest on an optical illusion, or rather, on a philosophical category mistake.
“Irreducible complexity,” in other words, is not necessarily the same thing as what
I shall term here “staggering complexity.”"'

In my opinion, it is the great virtue of the theory of natural selection that it made
clear, for the first time, the distinction between irreducible and staggering complex-
ity. Unfortunately, in too many minds — both Darwinian and anti-Darwinian — that

1T T have adopted the term “staggering complexity” from Dennett (1995), where he compares the Vast number of
possible combinations of letters composing a book to the comparatively Vanishingly small number of letters
that actually make up a book (he capitalizes Vast and Vanishing to highlight his idiosyncratic use of these terms,
drawn from Jorge Luis Borges’ tale about the Library of Babel, a universe that contains all the possible books in
the world, a number so Vast that the currently existing books in the world are in comparison Vanishingly small).
Similarly with the genetic code: the possible combinations are Vastly large, but the ones currently obtaining
in the world are (in comparison) Vanishingly small. Why? Because just as not all books are worth reading (or
writing), in fact Vanishingly few are when set against the field of all possible books, similarly, Vanishingly few
genetically coded “readouts” will result in a viable organism. However, those that result in viable organisms
will seem Staggeringly complex when set against such relative simplicity as a circle of stones, which easily
leads to the logical fallacy that as the circle of stones was designed, then a fortiori the eye must have been too.
But once a pathway can be mapped to show how mutations drawn from Vast possibilities have been selected for,
the apparent connection between irreducible and staggering complexity can be seen to result from an optical
illusion.
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lesson has not been learned. For too long it has been assumed that Darwin had
expelled all forms of teleological understanding in biology, but that is going too
far.'” Actually, in some ways the theory of natural selection gives new purchase
to the teleological mode of understanding. Even Charles Darwin himself (at least
in his better moments) knew as much. Try as he sometimes might (in his weaker
moments) to expunge teleology from biological thought, he knew it couldn’t be
done; so he ended up with a rather muddled ambivalence:

The term “natural selection” is in some respects a bad one, as it seems to imply conscious
choice; but this will be disregarded after a little familiarity. No one objects to chemists
speaking of “elective affinity”’; and certainly an acid has no more choice in combining with
a base, than the conditions of life have in determining whether or not a new form be selected
or preserved. (Darwin, 1868, Vol. I, p. 6)

This passage tells us more than even Darwin himself seems to have divined. For
what he is highlighting here, perhaps without realizing it and certainly without the
technical vocabulary necessary to make the point clear, is that one must distinguish
between what ID advocates call “abiotic infusion” and what Aristotle called en-
telecheia (“‘entelechy’). Because this term is hardly a household word these days,
perhaps the reader will allow me to cite this definition from the standard reference
work for Greek philosophical terminology:

Entelecheia: state of completion or perfection, actuality. Although Aristotle normally uses
entelecheia, which is probably his own coinage, as a synonym for energeia, there is a passage
(Metaphysics 1050a) that at least suggests that the two terms, though closely connected,
are not perfectly identical. . . . The state of functioning (energeia) “tends toward” the state
of completion (en-telecheia). (Peters, 1967, p. 57)

In other words, entelechy refers not just to an entity’s completed state, but more
crucially to its tendency to reach that state (whether that final state came to be
as a result of chance, necessity, or a combination of the two is irrelevant to the
positing of a prior inherent possibility of the initial state to reach a final state).
According to standard Aristotelian metaphysics, the assertion of the presence of
this so-called entelechy does not require the positing of some extra element (such
as “abiotic infusion” or Henri Bergson’s élan vital) in the structure. On the contrary,
assertions of entelechy are but the recognition, in biological terms, of a prior logical
tautology: posse sequitur esse. This phrase from medieval logic means: if something
exists, then it was always possible for it to exist; and since a complex biological
organism is now before our investigating eyes, it must be based on a prior structure
that already had the capability (called “entelechy”) of reaching its complex final
state.

12 “Did Darwin deal a ‘death blow to Teleology’, as Marx exclaimed, or did he show how the ‘rational meaning’
of the natural sciences was to be empirically explained . . . thereby making a safe home in science for functional
or teleological discussion?” (Dennett, 1995, p. 126).
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Chemists might well speak of “elective affinity,” but what they mean by that rather
anthropomorphic term is what Aristotle more soberly meant by “entelechy”: that
chemical structures, under the right conditions, have an inherent, innate tendency to
actualize themselves into structures of greater complexity. For after all, if they did
not have such an innate capacity in the first place, they never would have reached
their final, complex stage in the last place. This is what I shall call, without further
ado, the “metaphysical” structure of natural complexity. But I hasten to add that the
term “metaphysical” does not refer to some spooky “extra-physical” entity (like a
designing mind, abiotic infusion, vitalistic vapor, élan vital, whatever). Rather, it
refers simply to those logical prerequisites we must employ in order to understand
change and identity through time, growth, and development. And note as well that
these logical presuppositions are operative no matter what position one takes about
the likelihood of the emergence of complex formations from simpler elements.
Whether the complex organism is quasi-inevitable, as when acorns result in oak
trees, or is highly unlikely, as when (by some accounts) carbon molecules first
begin to replicate,'” still the fact of later emergence always means there was a prior
entelechy to make that later emergence possible.

These logical substructures might seem tritely obvious, and in fact they are. For
the only thing that these logical insights do is to highlight the necessary conceptual
presuppositions we must use when discussing change, growth, increasing complex-
ity, identity through time in the midst of development, and so forth. But unless we
advert to these conceptual substructures inherent in any process of change, we are
in danger of letting slip into our arguments false assumptions and faulty logic, such
as the elision made by William Paley in the late eighteenth and early nineteenth
centuries and by today’s ID advocates when they conflate “staggering” complexity
with “irreducible” complexity. But an equivalent metaphysical confusion must also
reign among contemporary Darwinians, otherwise the debate over the radical con-
tingency of the human species (Gould) against the virtual inevitability of intelligent
life emerging (Dennett) could never arise.

Let us look at the actual conduct of the debate between these two men, for it is
above all in the specifics of their argument that their metaphysical presuppositions
will become clear. As we saw, Gould held that if we were to “rewind the tape of
evolution” and start the process all over again, the chances of something like Homo

13 Tt is the entire burden of Robert Shapiro’s Origins: A Skeptic’s Guide to the Creation of Life on Earth (Shapiro,
1987) to defend the notion that the transition from primitive chemical bonds to self-replicating molecules is
unlikely in the extreme. As an agnostic biochemist, Shapiro is not trying to introduce a design-argument by the
back door; but he does insist that talk of Darwinian inevitability has no justification based on what we know
of organic chemistry. Nor is he much impressed with most scenarios on offer and he even links them, in their
formal logic and mode of argumentation, with the creationists: “Once the spirit of skepticism has been relaxed
in the major paradigm of a scientific field, it is difficult to limit the process. Variants may then appear which
proclaim even more fanciful and spectacular solutions. The content of mythology increases. In the case of the
origin of life, we have seen that the Creationists mark the logical end point of this process” (Shapiro, 1967,
p. 266).
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sapiens emerging again are next to infinitesimal. But what exactly does this mean?
Let me take the example of bipedalism to show how the argument works in practice.
Inhis book The Origin of Humankind, Richard Leakey calls the advent of bipedalism
not just a major biological, but also a major adaptive, transformation:

The origin of bipedal locomotion is so significant an adaptation that we are justified in call-
ing all species of bipedal ape “human”. This is not to say that the first bipedal ape species
possessed a degree of technology, increased intellect, or any of the cultural attributes of
humanity. It didn’t. My point is that the adoption of bipedalism was so loaded with evolu-
tionary potential — allowing the upper limbs to be free to become manipulative implements
one day — that its importance should be recognized in our nomenclature. These humans
were not like us, but without the bipedal adaptation they couldn’t have become like us.
(Leakey, 1994, p. 13)

So far, so good. But what were the conditions that selected for bipedalism? Here is
the way Leakey summarizes one scenario:

About 12 million years ago, a continuation of tectonic forces further changed the environ-
ment, with the formation of a long, sinuous valley [in central Africa], running from north
to south, known as the Great Rift Valley. The existence of the Great Rift Valley has had
two biological effects: it poses a formidable east-west barrier to animal populations, and
it further promotes the development of a rich mosaic of ecological conditions. The French
anthropologist Yves Coppens believes the east-west barrier was crucial to the separate
evolution of human and apes . . . [and] dubs this the “East Side Story.”

(Leakey, 1994, pp. 15-16)

Let us assume for the sake of argument here that M. Coppens’ East Side Story is
the correct one. If it is, then it immediately raises the question: what would have
happened if these tectonic plates had not moved in the way they did? Surely the
formation of continents, mountain ranges, coastlines, and so forth follows no hard-
and-fast rule of inevitability, any more than the weather does. Thus, if we rewound
only that one shift of plates, presumably the conditions that led to bipedalism —
and thus later to humans — would not have obtained. That in fact is also Leakey’s
conclusion: “natural selection operates according to immediate circumstances and
not toward a long-term goal. Homo sapiens did eventually evolve as a descendant
of the first humans, but there was nothing inevitable about it” (Leakey, 1994, p. 20).

Dennett counters this speculation with the retort that if such a view were true,
the SETI Project (the once government-funded but now privately funded effort to
Search for Extra-Terrestrial Intelligence) would be pointless. Admittedly, that is no
slam-dunk refutation, for perhaps such a project is pointless. But the assumption
(hope? possibility?) that there is life in the universe besides our own could not even
be entertained if one were simultaneously to subscribe, with Leakey, to the Gould
rewind-the-tape hypothesis. But, more crucially to the point at issue, Gould elides
two kinds of contingency: the contingency of each human being emerging into life,
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and the contingency of life as such and of its formal properties. Here is Dennett’s
argument, where the distinction I am attempting to draw is put most lucidly:

Just what is Gould’s claim about contingency? He says that “the most common misunder-
standing of evolution, at least in lay culture,” is the idea that “our eventual appearance” is
“somehow intrinsically inevitable and predictable within the confines of the theory.” Our
appearance? What does that mean? There is a sliding scale on which Gould neglects to
locate his claim about rewinding the tape. If by “us” he meant something very particular —
Steve Gould and Dan Dennett, let’s say — then we wouldn’t need the hypothesis of mass
extinction to persuade us how lucky we are to be alive; if our two moms had never met
our respective dads, that would suffice to consign us both to Neverland, and of course the
same counterfactual holds true of every human being alive today. Had such a sad misfor-
tune befallen us, this would not mean, however, that our respective offices at Harvard and
Tufts would be unoccupied. It would be astonishing if the Harvard occupant’s name in this
counterfactual circumstance was “Gould,” and I wouldn’t bet that its occupant would be a
habitué of bowling alleys and Fenway Park, but I would bet that its occupant would know a
lot about paleontology, would give lectures and publish articles and spend thousands of hours
studying fauna . . . If, at the other extreme, by “us” Gould meant something very general,
such as “air-breathing, land-inhabiting vertebrates,” he would probably be wrong . . . So we
may well suppose he meant something intermediate, such as “intelligent, language-using,
technology-inventing, culture-creating beings.” This is an interesting hypothesis. If it is
true, then contrary to what many thinkers routinely suppose, the search for extra-terrestrial
intelligence is as quixotic as the search for extra-terrestrial kangaroos — it happened once,
here, but would probably never happen again. But [Gould’s book] Wonderful Life offers
no evidence in its favor; even if the decimations of the Burgess Shale fauna were random,
whatever lineages happened to survive would, according to standard neo-Darwinian theory,
proceed to grope toward the Good Tricks in Design Space. (Dennett, 1995, p. 307)'*

It cannot be the task of this chapter to adjudicate this Gould—Dennett debate. I am
citing their debate only to point out that the issue could never even hope to be
adjudicated without appeal to what I have called the “metaphysics of complexity.”
By that I mean that, unless we have already determined what really constitutes
chance, change over time, complexification from simpler elements, inevitability vs.
contingency in the emergence of life, and so on, we will never be able to understand,
let alone adjudicate, debates among the Darwinians. In fact, most of those debates
only arise because prior philosophical confusions have not been acknowledged and
resolved.

Now, I would not dream of disputing the claim that the deliverances of the
empirical sciences will largely determine the outcome of this debate, but I wish to
14 By the term “Good Tricks in Design Space,” Dennett is referring to the inevitable constraints, both physical

and environmental, imposed by natural selection for an organism to thrive to reproductive age. Moreover, for
him these Good Tricks (his capitalization) lead to a kind of “arms race” of increasing complexity, making
the emergence of intelligence well-nigh inevitable. In other words, Design Space constrains the Vast genetic
possibilities by the limits of viability in a particular environment; but more crucially, these constraints are formal

constraints, which, combined with the “arms race,” make intelligence, if not downright inevitable, certainly far
likelier than Gould would countenance.
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highlight how much the debate is also — and inevitably — governed by metaphysical
presuppositions that often go unnoticed. Just as advocates of ID (in my opinion)
make a mistake of philosophical categorization when conflating “staggering com-
plexity” with “irreducible complexity,” so too do the ultra-Darwinians when they
assume that Darwin expelled all forms of teleology from biology when in fact he
only refuted William Paley’s version of the argument from design.

To elucidate and expand on what I am driving at with this observation, I would like
to add one other point: why can’t Dennett be aligned with Gould that intelligence
is a “built-in” feature of evolutionary development yet also hold that intelligence
is unlikely anywhere else in the universe? Certainly there is nothing inherently
impossible, in the logical sense, with asserting both these positions. Such a thesis
is, in fact, the gravamen of the recent book in evolutionary theory, Life’s Solution, by
Simon Conway Morris (2003)."7 Perhaps the greatest virtue of this extraordinarily
virtuous book is the author’s alertness to the massive philosophical muddle of the
(his word) “ultra-Darwinists”:

I am driven to observe of the ultra-Darwinists the following features as symptomatic. First,
to my eyes, is their almost unbelievable self-assurance, their breezy self-confidence. Second,
and far more serious, are particular examples of a sophistry and sleight of hand in the misuse
of metaphor, and more importantly a distortion of metaphysics in support of an evolutionary
programme. Consider how ultra-Darwinists, having erected a naturalistic system that cannot
by itself possess any ultimate purpose, still allow a sense of meaning mysteriously to slip
back in . . . Third, as has often been noted, the pronouncement of the ultra-Darwinists can
shake with a religious fervour. Richard Dawkins is arguably England’s most pious atheist.
Their texts ring with high-minded rhetoric and dire warnings — not least of the unmitigated
evils of religion — all to reveal the path of simplicity and straight thinking. More than
one commentator has noted that ultra-Darwinism has pretensions to a secular religion,
but it may be noted that, however heartfelt the practitioners’ feelings, it is also without
religious or metaphysical foundations. Notwithstanding the quasi-religious enthusiasms of
ultra-Darwinists, their own understanding of theology is a combination of ignorance and
derision, philosophically limp, drawing on clichés, and happily fuelled by the idiocies of the
so-called scientific creationists. It seldom seems to strike the ultra-Darwinists that theology
might have its own richness and subtleties, and might — strange thought — actually tell us
things about the world that are not only to our real advantage, but will never be revealed
by science. In depicting the religious instinct as a mixture of irrational fundamentalism and
wish-fulfilment they seem to be simply unaware that theology is not the domain of pop-eyed
flat-earthers. (Conway Morris, 2003, pp. 314—16 [emphasis added])

Philosophical howlers and whoppers as egregious as those perpetrated by the ultra-
Darwinians were bound to catch up with their advocates. And the reason is because
the ultra-Darwinists are indulging in precisely the kind of metaphysical speculations
that they claim they are trying to expel. The case of Charles Darwin is once again

15 Professor Conway Morris is a co-editor of this current volume.
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relevant here, for the crucial point is that his gradual movement toward agnos-
ticism happened not, as is too widely assumed, because of his theory of natural
selection, but for more personal reasons: he could not reconcile the death of his
daughter Anne with the Christian doctrine of providence. In other words, theodicy
was the real issue that led him to adopt an agnostic stance. But for the longest time,
he saw that natural selection could be reconciled with Christian theism by using the
medieval doctrine of secondary causality, a metaphysical doctrine that began with
the neo-Platonist figure Proclus (AD 410?—-85) and was given classical expression
by St. Thomas Aquinas (AD 1225-74). As is well known, Darwin concluded the
Origin with a paean to secondary causes:

To my mind it accords better with what we know of the laws impressed on matter by the
Creator, that the production and extinction of the past and present inhabitants of the world
should have been due to secondary causes, like those determining the birth and death of the
individual. When I view all beings not as special creations, but as the lineal descendants
of some few beings which lived long before the first bed of the Cambrian system was
deposited, they seem to me to become ennobled. (Darwin, 1928, p. 462)

Less well recognized, however, is the philosophical pedigree of this notion of
secondary causality and the crucial role it has played in natural theology from
the Middle Ages to the present. As the medieval historian of philosophy, Armand
Maurer, puts it:

What is the nature of Darwin’s argument for evolution by secondary causes and what is its
value? It does not belong to science but to natural theology, for it concerns God the creator
and the laws he has implanted in matter. It should more properly be called metaphysical,
for the argument turns on the distinction between primary and secondary causes, which are
traditionally the concern of metaphysics. (Maurer, 2004, p. 497)'°

Although it would be going much too far to say that Darwin’s theory of evolution by
natural selection helps to establish theism (Darwin’s own changing convictions in
that regard prove otherwise), it must none the less also be said that in certain ways
his theory provides added support for certain schools of natural theology that come
out of the Thomist (and Maimonidean) tradition, which holds that God is better
praised by attributing natural events to natural causes rather than to God’s direct
involvement. Previously, both St. Augustine (AD 354-430) and St. Bonaventure
(AD 1217?-74) had held that secondary causality, at least when taken too far,
would denigrate God’s role in the world; so they posited something called “seminal
powers” (rationes seminales), asserting that nature cannot produce new effects
except by awakening the “seeds” God had originally planted in nature. They also
subscribed to an epistemological equivalent of this doctrine, by asserting that there

16 This article traces both Darwin’s own personal exposure to the natural theology of secondary causes through
his own reading and the genealogy of the concept from Proclus to the nineteenth century.
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were also seminal powers in the human mind, so that the human mind cannot attain
to the truth without a special illumination from God to awaken latent powers, like the
sun turning seeds into plants. But Aquinas insisted that created beings do produce
new substances by their own powers and do reach (some) truths by the light of
reason alone. As the renowned historian of medieval thought, Etienne Gilson, put it
so well: “In St. Thomas man receives from God everything he receives [from God]
in St. Augustine, but not in the same way. In St. Augustine God delegates his gifts
in such a way that the very insufficiency of nature constrains it to return toward
him; in St. Thomas God delegates His gifts through the mediacy of a stable nature
which contains in itself . . . the sufficient reason of all its operations” (quoted in
Maurer, 2004, pp. 509-10 [emphasis added])."’

Thomas’s criticism of the Augustinian version of natural theology is no doubt
the reason so many Thomists appreciate Darwin’s achievement and even see his
theory as confirmation of Thomas’s theory of secondary causality.'® This is also
why so many evolutionary biologists who are ardent Christians (or at least theists),
such as Ronald Fisher and Theodosius Dobzhansky, explicitly rely on the notion
of secondary causality.'” Needless to say, the concept of secondary causality estab-
lishes only the possible compatibility of evolution by natural selection with theism,
not its actual compatibility. But the crucial point is that a denial of secondary
causality must be argued metaphysically, for nothing in evolution itself can imply
the implausibility of secondary causes, and still less their impossibility. Darwin
himself recognized this as well in his autobiography, where he explicitly linked his
constantly shifting opinions on God and Christianity with his gradual despair over
the human mind’s ability to reach metaphysical truths and not with his conviction
of the truth of evolution:

[I concede] the extreme difficulty or rather impossibility of conceiving this immense and
wonderful universe, including man with his capacity of looking far backwards and far into
futurity, as the result of blind chance or necessity. When thus reflecting, I feel compelled to
look to a First Cause having an intelligent mind in some degree analogous to that of man;
and I deserve to be called a Theist. This conclusion was strong in my mind about the time,
as far as I can remember, when [ wrote The Origin of Species, and it is since that time that
it has, very gradually with many fluctuations, become weaker. But then arises the doubt —
can the mind of man, which has, as I fully believe, been developed from a mind as low as
that possessed by the lowest animals, be trusted when it draws such grand conclusions?
(Darwin, 1892, p. 66)

17 Maurer is quoting Etienne Gilson’s notes for a seminar in the Ecole Practique des Hautes Etudes, the University
of Paris in 1920, printed as an Appendix in Shook, 1984, p. 297.

18 Nogar (1962) and Moreno (1990).

19 “Near the top of anyone’s list of the ‘ten greatest evolutionists since Darwin’ will be the English statistician
Ronald Fisher . . . and the Russian-born American Theodosius Dobzhansky. . . . Both were ardent Christians”
(Ruse, 2001, pp. 8-9).
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On other occasions, Darwin would speak of the human mind’s capacity for meta-
physics as being impaired by the fact of its origins in the primeval slime of the early
earth, so that an evolution-produced mind trying to puzzle out metaphysical truth
was like “puzzling at astronomy without mechanics” or like trying to “illuminate
the midnight sky with a candle”: just as likely are we to expect that we might “throw
the light of reason on metaphysics” (Darwin, 1974, p. 71).

I mention these remarks not to subscribe to Darwin’s views (to claim that the
evolutionary origin of the human mind renders it incapable of attaining metaphysical
truth requires argument, not mere assertion), but to point out that his variations
of opinion in matters of religion were directly related to his fluctuating stance
toward metaphysics, not evolution. Moreover, despite such diffidence, he never did
succeed very well in expunging metaphysical interests from his mind, any more than
skepticism in the history of philosophy has ever managed to expel metaphysical
reflection from the human mind, no matter how often it tries. “Lamarck, Plato,
Hume, and God jostled for attention,” says Janet Browne of Darwin’s reading after
he got back to England after his five-year voyage on the Beagle. “He had no end of
theories about humanity occupying his brain: theories about the origin of language,
about morality, religion, and race” (Browne, 1995, pp. 364—439).

In a way, it is too bad that in his desultory reading of metaphysics he never
sufficiently attended to the idealist tradition, which could have illumined how the
environment testifies to the meaning of the emergence of humans as a species. If he
had thought through some of the metaphysical implications of his theory, he might
not have been so diffident about the human mind’s ability to reach metaphysical
conclusions. For evolution does not just say something about life, about humans,
about struggle, and about the lowly origins of mind from mud. It also says something
about the environment, including the metaphysical environment!

To the best of my knowledge, Lawrence Henderson (1878-1942), the American
biochemist at Harvard, was the first to shift the terms of the debate among evolution-
ary biologists from specific biological forms to the testimony natural selection gives
regarding the nature of the environment doing the selecting (Henderson, 1913). In
what follows, I wish to stress that I am presenting here my own version of Hen-
derson’s shift of perspective. Clearly he was right that, in Darwinian terms (not to
mention Aristotelian terms), life cannot emerge unless the environment is first fit
for life.”’ But I shall take his argument one step further and claim that we also live
in a metaphysical environment without which rational life would not be possible.

20 Notice how his argument is perfectly willing to go in both directions, from investigating what in the environment
makes life possible and from investigating the properties of life to determine what the environment must therefore
be like (or have been like): “Meanwhile it should be noted that there are two different ways of illustrating the
fitness of a physical property. Properly employed, both are free from fallacy, and it will be desirable for us to
employ both” (Henderson, 1913, p. 70).
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My way of putting this argument is as follows. Because Darwinism gave a new
explanation for how and why each organism is so well adapted to its environment,
the record of convergence (similar organs, such as eyes and wings, developing
independently across many phyla and species) surely must say something as well
about the environment. In other words, the fact that so many biological forms
developed photosensitive cells and then eyes (or their equivalents) also testifies to
the ubiquity of light, just as the fact that wings developed independently on insects,
birds, bats, some dinosaurs, and so forth, testifies to the density and viscosity of the
atmosphere of the earth. So too with complex brains: to be adaptive, brains have to
evolve in response to the environment. Or as I have argued elsewhere (Oakes, 2004,
pp- 28-30), if wings evolve against and in response to air, and eyes against and
in response to light, then brains must evolve against and in response to something
like “mental air.” By that admittedly metaphorical term, I mean those a priori
ideal structures already part of the universe that make a mathematics-capable brain
possible in the first place. In other words, Darwinism not only is compatible with
Platonism, but presupposes it.

This perhaps startling point of view is admirably explained and defended by
Daniel Dennett in his lucid philosophical meditation on Darwinian theory, Darwin’s
Dangerous Idea, where he neatly explains the necessity for Platonic thinking by
using this intriguing thought experiment:

Suppose SETI [the Search for Extra-Terrestrial Intelligence] struck it rich, and established
communication with intelligent beings on another planet. We would not be surprised to find
that they understood and used the same arithmetic that we do. Why not? Because arithmetic
isright ... The pointis clearly not restricted to arithmetic, but to all “necessary truths” —what
philosophers since Plato have called a priori knowledge . . . It has often been pointed out that
Plato’s curious theory of reincarnation and reminiscence, which he offers as an explanation
of the source of our a priori knowledge, bears a striking resemblance to Darwin’s theory,
and this resemblance is particularly striking from our current vantage point. Darwin himself
famously noted the resemblance in a remark in one of his notebooks. Commenting on the
claim that Plato thought our “necessary ideas” arise from the pre-existence of the soul,
Darwin wrote: “read monkeys for pre-existence.” (Dennett, 1995, pp. 129-30)

But this particular thought experiment does not pertain directly to evolutionary the-
ory, even if it does neatly dispatch certain postmodern theories that claim that rules
of arithmetic and the law of gravity vary according to the culture that acknowl-
edges them. Another thought experiment, however, illuminates more directly the
role certain ideal a priori structures play in the evolution of humans:

Any functioning structure carries implicit information about the environment in which its
function “works.” The wings of a seagull magnificently embody principles of aerodynamic
design, and thereby also imply that the creature whose wings they are is excellently adapted
for flight in a medium having the specific density and viscosity of the atmosphere within
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a thousand meters or so of the surface of the Earth . . . Suppose we carefully preserved
the body of a seagull and set it off into space (without any accompanying explanation), to
be discovered by Martians. If they made the fundamental assumption that the wings were
functional, and that their function was flight (which might not be as obvious to them as we,
who have seen them do it, think), they could use this assumption to “read off” the implicit
information about an environment for which these wings would be well designed. Suppose
they then asked themselves how all this aerodynamic theory came to be implicit in the
structure, or, in other words: How did all this information get into these wings? The answer
must be: By an interaction between the environment and the seagull’s ancestors.

(Dennett, 1995, pp. 197-8)

All well and good, but what happens when we continue this logic and do some
reverse engineering on the human brain? If wings testify to the density and vis-
cosity of the earth’s atmosphere, and if the eye (or its equivalent) testifies to the
ubiquity of light, to what then does the brain testify? We have already seen that
the SETI project presupposes the presence across intergalactic planetary systems
of the a priori structures of intelligence, mathematics above all: we will be able to
recognize the presence of intelligence on other planets only by seeing that other
life forms recognize the same ideal truths that we do. And that is the clue we need:
just as we will be able to spot intelligent life on other planets only by the common
communication of intelligible truths across vast distances, so too we now realize,
with Dennett’s reverse-engineering thought experiment, that such mutual recogni-
tion of a priori intelligible truth will have been made possible only because the
information of mathematics, logic, and so forth, has “selected for” intelligence in
two different locations in the universe. In other words, brains evolve over, against,
and in response to “mental air,” just as eyes evolve over, against, and in response
to light, and wings over, against, and in response to atmosphere, physical air. Or to
put the matter perhaps less metaphorically, no intelligence without intelligibility, or
more exactly, no evolved intelligence without a prior environmental intelligibility.”'

Tadmit that the logic of this argument leads to the dread specter of Idealism (which
posits that ideal realities such as number, logic, and forms precede and determine
material realities); and Idealism in particular tends to spook out scientists even

21 John Haught, who contributes a chapter to the current volume, makes this argument of the “fitness of the
environment for intelligence” the key moment in his challenge to Darwinian atheists, whom he addresses in
the second person in a kind of j’accuse:

Your mental activity . . . is not something that takes place outside of the natural world. But if your intellection
is part of nature, then this tells you something important about the nature of the universe itself. . . . Think,
then, about what kind of universe it must be that gives rise in its evolution to an intelligence that cannot help
trusting that truth is worth seeking. Does your native trust in this world’s intelligibility — and in your own mind’s
capacity to grasp this intelligibility — “fit” well into the ultimately absurd and mindless universe articulated by
your evolutionary materialism? Or instead does it not fit much more satisfactorily a universe that, in its depths,
bears an endless intelligibility, a universe that invites you to search deeper and deeper for truth, and that beckons
you with a promise that such a pursuit is worthwhile? (Haught, 2003, p. 100)
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more than metaphysics does in general.”” In fact, I rather suspect that the reason
scientists find metaphysics so disquieting is precisely because it keeps leading to
idealist conclusions. But if I am right that science finds itself regularly bumping
into metaphysics, and if evolution means that the information of the environment
is always being “read into” the organism so that one can “read back™ what the
environment must have been like, based solely on the information in the organism,
then I see no alternative but to hold that reality is first ideal before it is material.

As is well known by now, some cosmologists go further and insist, by using
an argument known as the Strong Cosmological Anthropic Argument, that mat-
erial reality such as atoms (or, more specifically, subatomic particles and therefore
a fortiori atoms) cannot exist unless there are knowers to know them. (This paper,
which concentrates on biological complexity, has not dealt with that issue and will
not so do in its conclusion.”’) However, it does seem appropriate to conclude these
reflections with a final consideration of what the universe would be like without
knowers. At first glance, it would seem that evolutionary theory presupposes the
possibility — indeed actuality — of a world without knowers, since the evolution of
consciousness came last of all. A more logical objection would ask whether it is
even meaningful to speak of a knower-less universe, since the question of such a
possibility can arise only in minds already “thrown into” the universe. Yet, leaving
this logical conundrum aside, the enigma of consciousness is still a fundamental
datum of the world, and the human mind cannot help but ask what that means, what
it says about the nature of the universe.”*

22 Philosophers, too, are not immune to Idealism-phobia. For example, Thomas Nagel confesses his atheism this
way: “The thought that the relation between mind and the world is something fundamental makes many people
in this day and age nervous . . . I want atheism to be true and am made uneasy by the fact that some of the most
intelligent and well-informed people I know are religious believers” (Nagel, 1997, p. 130). Still, one salutes
Nagel’s honesty in refusing to let his nerves get the better of his philosophical acumen, which acumen leads
him to see the Idealist implications of Darwinian theory: “Whatever justification reason provides must come
from the reasons it discovers, themselves. They cannot get their authority from natural selection. . . . This means
that the evolutionary hypothesis is acceptable only if reason does not need its support” (id., pp. 136, 139).
None the less, since this chapter began by showing how physics has lately also been serving as the midwife of
metaphysics, a nod in the direction of quantum physics would not be out of place:

23

)

A leading quantum theorist, Eugene Wigner . . . suggests that it is the entry of the information about the quantum
system into the mind of the observer that collapses the quantum wave and abruptly converts a schizophrenic,
hybrid, ghost state into a sharp and definite state of concrete reality. Thus, when the experimenter himself looks
at the apparatus pointer, he causes it to decide upon either one position or the other, and thereby, down the
chain, also forces the electron to make up its mind. If Wigner’s thesis is accepted it returns us to the old idea
of dualism — that mind exists as a separate entity on the same level as matter and can act on matter causing

it to move in apparent violation of the laws of physics. . . . Whatever the validity of Wigner’s ideas, they do
suggest that the solution of the mind—body problem may be closely connected with the solution of the quantum
measurement problem, whatever that will eventually be. (Davies, 19583, p. 115)

24 Notice again the transition from physics to metaphysics when the question becomes one of consciousness:

The present author, having no competence whatsoever to assess the soundness of the theories (however meta-
physical their content) that scientists develop on the basis of their specialized knowledge, cannot say whether or
not some differential equations and numerical relationships are embedded in the universe rather than imposed
on it, and supposes that the question is, strictly speaking, outside the realm of physics as it defines itself. Let
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“There is the best of precedents for concluding a long and abstract discussion of
difficult philosophical matters with a myth,” says Arthur Lovejoy at the conclusion
of his Revolt against Dualism, his history of the philosophical attempts to rid the
world of Cartesian dualism by naturalizing the mind in the manner that Darwin
attempted at the end of his life. After demonstrating in great detail and with mar-
velous verve that all attempts to regard the mind as entirely a component of natural
processes have failed, he ends his book by trying to imagine how Plato might have
recast his myth of creation in the Timaeus if he had been writing today, that is, “if he
had been enough of an evolutionist to conceive of the production of living creatures
as proceeding from lower to higher, and if he had been more definitely mindful of
the problem of the character and genesis of natural knowledge” (Lovejoy, 1955,
p- 399). In other words, what would the Demiurge have fashioned if he had been a
Darwinist working via the process of natural selection?

In this delightful revision of Platonic myth, Lovejoy shows that the Demiurge, if
he wanted to let consciousness emerge out of Darwinian processes, would still have
to have created space and time, for they remain essential constituents of evolutionary
theory no less than of Platonism. He then imagines what the Demiurge would have
said after he had fashioned time as the mobile image of eternity and space as the
home for all things in the world: with space and time alone, there would still be
something missing in the universe. “The creatures,” so Lovejoy’s Demiurge would
say, “confined within the narrow bounds of their separate being, are wholly strangers
to one another, . . . and the things they suffer and the deeds they do endure but for an
instant and are then lost in the non-being of the Past.” A sad outcome for so noble
an effort, no? But because time decrees the evanescence of all things temporal,
which not even the Demiurge can countermand, and because space decrees that all
extended things be external to each other, nothing can be present in its own time
and place and yet located elsewhere at the same time. What is allotted to one can
never belong to another. At which point the Demiurge hits upon a solution:

Let me, then, consider how I may remove this imperfection, as far as the nature of things
allows . . . What is needful is that the nature which belongs to one region of being shall be
not only reproduced in another, not merely, when so reproduced, be beheld by a creature

us be satisfied with saying that knowing, the very act of conceptually grasping a truth, and the very fact that
our mind communes with a world that it is not, and can assimilate that world, or make it into a self-conscious
event — that this most common fact is, when we think of it, the strangest thing one could imagine. If God is
incomprehensible, the fact of our perceiving and knowing is no less so — at least on the common (Cartesian)
assumption that I am an observer of the universe, and that this universe is radically, irreducibly alien. The
possibility of “mine-ness” may be a miracle in itself, but the fact that I can make a foreign body mine, take
something not previously present in me and convert it into an act of awareness, is surely a miracle of miracles.
When we think of it we feel tempted to embrace the Platonic-Augustinian theory of anamnesis and say that
what we know is what has always been in us. And this is indeed one way of approaching the Whole-in-each-part
theory: it is only because the Whole is in us that we can know anything at all.

(Kolakowski, 2001, pp. 77-8 [emphasis added])
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having its existence in that other region, but that it shall be reproduced and beheld as if
present in the region in which it first existed, as belonging to a thing which had or has its
being there; only so can any creature see another as being another, and the mutual blindness
of the parts be in a certain measure overcome . . . So considering, the Demiurgus proceeded
to add the gift of knowledge to the many other less excellent gifts which he had already
distributed amongst the various grades of living things; and he created the animal man to
receive and have the custody of this gift.  (Lovejoy, 1955, pp. 400—1 [emphasis added])

But what is our gift is also our dilemma, as Blaise Pascal knew so well and explained
so unsparingly: “Thinking reed. It is not in space and time that I must look for my
dignity, but in the organization of my thoughts. I shall have no advantage in owning
estates. Through space the universe grasps and engulfs me like a pinpoint; but
through thought I can grasp it” (Pascal, 1995, no. 145, p. 36). So E. M. Cioran
is right, and one of the epigraphs to this chapter also brings us round to the same
conclusion as his aphorism: “A conscious fruit fly would have to confront exactly
the same difficulties, the same kind of insoluble problems, as man . . . To defy
heredity is to defy billions of years, to defy the first cell” (Cioran, 1973, pp. 5, 31).
And maybe that fruit fly would come to see what Friedrich Nietzsche meant when he
said in The Gay Science: “Even we knowers today, we godless anti-metaphysicians,
still take our fire, too, from the flame lit by a faith thousands of years old — that
Christian faith which was also the faith of Plato, that God is the truth, and truth is
divine” (Nietzsche, 1974, no. 344).
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5
Tuning fine-tuning

Ernan McMullin

The chapters in this volume, written from a wide variety of perspectives, explore
the possibility of extending the theme of “fine-tuning” beyond the domain of cos-
mology, where it first entered into serious discussion in the mid-1970s, to other
sciences such as biochemistry and biology. As a prelude to this investigation, it
seems worthwhile to explore the theme of fine-tuning itself in some detail, given
the ambiguities that still surround it and the vigor of the continuing disagreement
as to what its implications are. How did fine-tuning make its way into the cosmo-
logical discussion? What precisely did — and does — it amount to? What were — and
still are — the responses to it? How is one to evaluate those responses? Achieving
a measure of clarity on these issues should make it easier to appreciate the search
for fine-tuning or its analogs elsewhere in the sciences.

The infinities of space and time in Newtonian mechanics were not propitious
to the formulation of a cosmology, a theory of the cosmic whole, although the
notion of gravity gave a hint, at least, as to how material complexity could form.
The unification of space and time by Einstein’s general theory in a non-Euclidean
geometrical framework offered new possibilities, and Hubble’s subsequent con-
firmation of galactic expansion pointed Lemaitre to a universe model that would,
from a “primeval atom,” expand into the universe we know. Now, for the first time
in the modern era, the universe could conceivably be presented as having a defi-
nite age, a definite time-related size, and a tentative list of contents. In short, the
construction of a theory of the whole — a cosmology — became possible. After a
period of indecision in regard to the new and controversial expansion model of the
universe, while the rival steady-state model still challenged the notion of an initial
cosmic state, the discovery in 1964 of the isotropic microwave radiation that had
earlier been thought to be a likely consequence of the expanding-universe theory
helped to gain widespread acceptance for the new cosmological model.

Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning, ed. J. D. Barrow et al.
Published by Cambridge University Press. © Cambridge University Press 2007.
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Fine-tuning, anthropic explanation, and design

But to begin our story, it may be best to go back to 1937 when, in response to Arthur
Eddington’s controversial a priori derivation of four “cosmical constants” from an
epistemological analysis of the act of experimental observation alone, Paul Dirac
argued that even if this approach were to work for smaller numbers roughly of the
order of unity, it could not possibly suffice for the very large dimensionless numbers
that characterize cosmology (Dirac, 1937; see also Barrow, 2002, pp. 106—12). He
had been struck by a coincidence between three such numbers, each an integral
power of a very large number, N, of the order of 10%°: (1) the ratio of the gravitational
to the electric force is ~N~'; (2) the ratio of the mass of the universe to the mass
of the proton is ~N?; and (3) the Hubble age of the universe in atomic units is ~N.

Dirac was convinced that the occurrence of N in these apparently unrelated cos-
mic features could not possibly be a coincidence. However, one of the three, the
Hubble age, is a variable. Assuming the coincidence to be significant, the other two
would therefore also have to be variables in order to maintain equality. The conse-
quences would be that the numbers of protons and neutrons would have to increase
over time, and the gravitational “constant” would have to decrease, both troubling
implications for theory. Dirac focused on the latter of the two consequences, propos-
ing that the gravitational factor should weaken over time. (Although he did not note
this, such a revision would have the benefit of explaining the enormous value of N,
the feature that had puzzled Dirac most. It would simply reflect the great age of the
universe at this point.")

Robert Dicke (1961) later hit on an interesting rejoinder. As noted, Dirac had
taken it to be more than mere coincidence that the Hubble age should happen to have
the value ~N, thus linking it to the other two cosmic features. Dicke showed that this
was indeed not a coincidence, but his explanation was quite different from Dirac’s.
Observers can exist in the universe only after heavy elements have had time to form,
and within the maximum lifetime of a massive star.” Calculations show that, given
the components from which the other two constants are constructed, the Hubble
age during the “epoch of man,” as Dicke called it, would necessarily be of the order
of N. The relationship between H and the other two does not therefore indicate an
invariant relationship, as Dirac thought, but is a selection effect, a constraint set on
the value of T by the conditions of human observership.” There is no reason, then,
to make the gravitational constant or the mass of the universe vary.

! For technical detail on the matters discussed in this section and the next, by far the best source is Barrow and
Tipler, 1986.

2 More correctly, it would be before all massive stars would have burned out, a much longer time, but one still in
the very rough “of the order of” that he is relying on.

3 The familiar example of a selection effect is that if in a large catch of fish none is smaller than a certain size,
this might seem surprising until it is noted that it merely reflects the dimension of the mesh of the net in which
the fish were caught. For an exhaustive recent discussion of selection effects, including the effect claimed by
many-universe proponents, see Bostrom, 2002.
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This episode illustrates particularly well the relations between four notions that
are of central concern to our story. Dicke’s is an anthropic explanation because
it calls on human presence as an explanatory factor. (Eddington’s is even more
directly anthropic; indeed, it may be the most audaciously anthropic explanation in
the modern history of cosmology!) Dicke’s explanation also points to a selection
effect that involves tuning only in the rather strained sense that the value of H has
to lie within certain limits for the “coincidence” to appear. But the tuning is in no
sense “‘fine”: the “of the order of” in Dicke’s calculations could have H lying at any
moment over billions of years! Nor does he suggest that design might be involved;
what attracted Dirac’s attention was simply a numerical coincidence, no more. So
his speculation and Dicke’s response attracted little attention outside of cosmology.
But to some cosmologists, Dirac and Dicke suggested an ingenious way to treat
apparent cosmic coincidence.

The impetus for this suggestion came from two different sources. After the
discovery in 1967 that the cosmic microwave background was isotropic to at least
the 0.1 percent level, many were asking: What sorts of initial conditions could have
made this possible after billions of years had passed? Brandon Carter and others
posed a different query: What if the fundamental dimensionless constants of nature,
like the ratios between the strengths of the four fundamental forces or the value
of the fine-structure constant, were to be slightly different? What difference would
it make to the prospects of life? It was the direction ultimately taken in response
to the former of these questions that drew the attention of the wider public to the
phenomenon that would later be dubbed “fine-tuning.”

However, the immediate preference for a response to this question was for a
chaotic cosmic starting point. Here one might detect the influence of what may be
called a “Principle of Indifference” that tends to prevail among cosmologists: the
directive to avoid, if at all possible, setting a specific constraint on the initial cosmic
boundary conditions. (The Principle of Indifference and fine-tuning are, of course,
antithetical to each other.) Setting a constraint, whether fine or not, forces one to
ask the awkward question: But why these boundary conditions rather than others?*
In any event, a “chaotic cosmology,” as its protagonist, Charles Misner, dubbed it,
proved to be unable to yield anything close to the required present level of isotropy.

Barry Collins and Stephen Hawking (1973) came to the conclusion that a quite
extraordinary degree of constraint would have to be imposed on the initial cosmic
energy density for the present cosmic state to develop. For that state to be as close
to “flatness” as the present state is, the initial state would have to be flat to an almost
unimaginable precision. That is, it would have to have an energy density almost

4 Or, as Barrow and Tipler put it: “The appeal of this type of explanation [chaotic cosmology] is obvious: it makes
knowledge of the (unknowable!) initial conditions at the ‘origin’ of the Universe largely superfluous to our
present understanding of its large-scale character” (1986, p. 422; see also McMullin, 1993).
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exactly poised between values that would lead either to an indefinitely expanding

(“open”) universe or to a collapsing (“closed”) one, the so-called critical density.’

Hence the term “fine-tuning,” which soon came into common use to describe this

sort of restriction.

This choice of label has been vigorously contested by some: fine-tuning carries
with it the suggestion of a Tuner, they charge (see, for example, Grunbaum, 1998).
Since the label has become more or less accepted in this context, however, it seems
best to retain it at this stage while underlining the neutral descriptive sense in
which it is being used. The term “fine-tuning” will be taken to refer simply to any
surprisingly tight restriction that has to be set on a cosmic feature, in this case
the initial cosmic state, if the sort of universe we now have is later to develop.
Restriction of a parameter alone is not enough to constitute tuning; the restriction
must be required if some other feature of interest is to come about.

Collins and Hawking could not believe that so specific a constraint could simply
be a coincidence. But how is this fine-tuning to be explained, to be made less
surprising? Recalling the anthropic strategy then in the air, they proposed an infinite
ensemble of actually existing universes, of which ours is one, an ensemble that
exhibits the widest range of values of the critical parameter. In such an ensemble,
it would not be surprising that one exists as close as necessary to the critical value
of the energy density, the value that would allow that universe to remain flat at a
much later time. And this is the kind of one in which we must necessarily find
ourselves: the formation of inhomogeneities such as galaxies, over the course of
time, appears to require cosmic flatness, which is thus a necessary condition for
life (and thus observers like us) to develop. Their many-universe hypothesis thus
renders the fact that our universe is fine-tuned in regard to initial energy density no
longer surprising. It cannot but be fine-tuned, i.e. display an at first sight surprisingly
severe restriction on its initial conditions!®

An anthropic argument of this sort involves in effect four steps. First is to postulate
a large (infinite?) ensemble of existent universes exhibiting a range of the desired
characteristic. Second is to establish, somehow, a probability measure over the
ensemble as a means of ensuring that at least one member will have the needed
5 The ratio between the actual energy density at any given moment in the cosmic expansion and the critical density

at that moment is designated by the Greek letter €2. This is a pure number and must be close to unity for the
universe to be “flat”; i.e. the actual density at any moment must be close to the critical density at that moment.
The energy density itself is, of course, constantly decreasing as the universe expands.

6 Collins and Hawking suggested that their hypothesis carried with it a further bonus. The title of their article
asks: “Why is the universe isotropic?”” With the help of a number of simplifying assumptions, they argue that
cosmic flatness ensures present isotropy. Since their many-universe hypothesis renders it no longer surprising
that the initial state of the universe in which we find ourselves should be fine-tuned, it would also explain why it
should be isotropic. (“Why is the universe isotropic? Because we are here.”) Thus, in effect, the known isotropy
of the microwave radiation would serve as further evidence for the many-universe hypothesis. Unfortunately, the
assumptions that underlie the claim that flatness is a sufficient condition for isotropy do not hold up. (See Barrow

and Tipler, 1986, pp. 422-30.) This, of course, still leaves intact their main argument (that the many-universe
hypothesis accounts for the fine-tuning), which is somewhat confusingly mingled with the isotropy issue.
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value of that characteristic. (This is, perhaps, the weakest link in the argument.)
Third is to show that this cosmic characteristic (e.g. flatness) is necessary if a
universe is to be life-bearing. Fourth is to point out that our universe, the universe
that occasioned the fine-tuning puzzle, will necessarily be the one (or one of the
ones) in the ensemble possessing the required characteristic.

This has the effect of moving the Principle of Indifference up one level to an
ensemble of universes, within which none is to be regarded as special in itself. That
one of those appears to be special would then simply be a selection effect imposed
by the conditions under which the question is asked rather than by the nature of
what is studied. Advertence to the selection effect transforms the situation: the fine-
tuning required to arrive at the present state of our universe, which initially seemed
surprising, now turns out to be intelligible. And in that sense it is “explained,” or
(if one prefers) is explained away, the ontological price being, of course, very high.

For some time before this Brandon Carter had been discussing the potential role of
selection effects in cosmology. In 1974, he published a paper (Carter, 1974) in which
he proposed the idea of an “anthropic principle,” and the term soon took on a life of
its own. The principle could take either a “weak” or a “strong” form. The weak form,
the one relevant to the Collins—Hawking strategy, is in effect a truism, but one that
can serve as a useful reminder: what is observed is restricted by whatever conditions
are necessary to allow the existence of observers.’ As the term “anthropic principle”
is now used by cosmologists, it normally refers to the device of appealing to a large
ensemble of existent universes as a means of transforming a troubling instance
of fine-tuning into a non-troubling selection effect. More useful for the purposes
of this discussion is the notion of anthropic explanation, an explanation involving
human agency or human presence. It is already applicable in such natural sciences
as physical anthropology and meteorology (in explaining climate warming, for
example). The appeal to a many-universe solution is evidently a form of anthropic
explanation.

But Carter’s proposal also had a different, more controversial field of application:
what if the dimensionless constants that define our world were to be different?
Here, it turned out, a surprise was once again in store. In many instances, even
a small percentage change in the value of a single physical constant, holding the
other constants unchanged, would yield a universe that is not hospitable to life. It
became, indeed, a sort of parlor game among physicists to work out consequences
of this sort. Some of their conclusions: If the electromagnetic force were to be even
slightly stronger relative to the other fundamental forces, all stars would be red
dwarfs, and planets would not form. Or if it were a little weaker, all stars would

7 The “strong” form contains an ambiguous “must” and either reduces to the weak form or is too strong: “The
universe must be such as to allow the eventual appearance within it of observers” (see McMullin, 1993,
pp. 376-7).
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be very hot, and thus short-lived. Other thought experiments bore on the chemical
constitution of the imagined universe: If the strong nuclear force were to be just a
little stronger, all of the hydrogen in the early universe would have been converted
into helium. If it were to be slightly weaker in percentage terms, helium would
not have formed, leaving an all-hydrogen universe. If the weak nuclear force were
to have been just a little weaker, supernovas would not have developed, and thus
heavier elements would not have been created. And so on.”

In each of these cases, the consequence of the change in the constant’s value
would be relevant to the possibility of a biotic (life-hospitable) universe. The
changes hypothesized above, just a few among the many similar ones proposed,
would lead to a universe in which life could not have developed. Of course, some
large assumptions are built into this sort of counterfactual reasoning, notably that
we know at least some of the necessary conditions for life and, even more funda-
mentally, that single constants can be meaningfully varied in this abstract way. Both
assumptions have given rise to much debate, but we shall simply acknowledge the
existence of this debate here and pass on.

Fine-tuning of this sort might be called “nomic,” since it is the laws of nature
that are at issue. Its status is clearly very different from that of fine-tuning of such
boundary conditions as initial energy density. What caused surprise in the latter
case was extreme fine-tuning of a parameter that would have been expected to be
free-ranging. The fine-tuning is there prior to any consideration of a tie to biotic
conditions, whereas in the nomic case the surprise arises only when the biotic
relevance of the relative values of the physical constants is noted. The significance
of the fine-tuning depends here on biotic considerations. It seems plausible on
the face of it that the initial cosmic conditions might have been different; a wide
continuum of possible values of the energy density, for example, would not be
inconsistent with theory. In the nomic case, however, we have no assurance that
the constants of nature in our observable universe can be meaningfully regarded as
variables on some larger scale. Treating them in this way is, in effect, to extend the
Principle of Indifference to the nomic level.

There is another way to deal with cosmic fine-tuning, one that is highly con-
tentious in the scientific context. It too makes essential reference to the (weak)
Anthropic Principle. From the perspective of the Western theological tradition, all
three of the major Abrahamic faiths agree in viewing God as the Creator of all that
is, although they might spell out the notion of creation in somewhat different ways.
They would also agree in holding that the Creator has a special care for humankind,
8 For a catalog of possible instances of nomic fine-tuning, see, for example, Leslie (1996, pp. 33-56). That we

should find ourselves in a three-dimensional universe might already be described as “tuning” of the most general
sort: “The alternatives are too simple, too unstable or too unpredictable for complex observers to evolve and

persist within them. As a result we should not be surprised to find ourselves living in three spacious dimensions
subject to the ravages of a single time. There is no alternative” (Barrow, 2002, pp. 225-6).
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a care that has been demonstrated over and over according to the Western faith-
traditions. With these two beliefs as premises, one can immediately infer that the
Creator would fine-tune the original work of creation in whatever way would be
necessary to ensure the coming-to-be of the human race.” This inference requires
no additional premises beyond two that are already central to those different reli-
gious traditions. And it immediately explains (i.e. eliminates the element of surprise
from) the fine-tuning that set off the original inquiry.

For those who share these beliefs, there just isn’t any surprise in the fine-tuning
story. They would say: Well, of course! This explanation is also an anthropic one, but
in a quite different way from the many-universe explanation. It is anthropic because
it attributes an anthropic motive to the Creator in the original act of creation. The
Creator is assumed to have got it right from the beginning, without need for later
miraculous intervention.

This last point distinguishes the anthropic way of dealing with cosmic fine-tuning
from that of the recent proponents of “Intelligent Design” (ID) in the context of
biological evolution. In the evolutionary context a “special” action on the part of
the Creator is claimed to have been required at crucial moments in the development
of terrestrial life: at its origin, at least, and perhaps also at various stages in the
development of various “irreducible complexities” in the living body.'’ The ID
approach competes with possible scientific explanations of these developments,
often arguing not only that such explanations are currently not known, but also
that they are in principle excluded. The theistic explanation of fine-tuning is of
a quite different sort. It involves no challenge to science, no postulation of a gap
in possible scientific explanation. The fine-tuning is simply a specification of the
original creation and involves no “special” action on God’s part. Nor is it ad hoc: it
follows directly from the original theological premises, once fine-tuning presents
itself as a problem in cosmology.

Further fine-tuning developments in cosmology and physics

Three further developments in cosmology and physics bore directly on the fine-
tuning theme. In 1981, Alan Guth proposed a modification of the Big Bang theory,

9 For an early assessment of this argument, see McMullin, 1981, pp. 47-52.

10 Michael Behe argues for the presence in the living cell of various “irreducible complexities” that would
require the agency of intelligence to bring them about, but leaves open “the simplest possible design scenario,”
which would posit “a single cell — formed billions of years ago — that already contained all information to
produce descendent organisms” (1996, p. 231). He supposes that “irreducibly complex” systems that manifested
themselves long afterward, such as that which produces blood-clotting, might have had their designs already
present in potency in that first cell but not yet “turned on” (id., p. 228). The force of this suggestion depends
on what “turning on” amounts to. The original ID argument would require it to involve a “special” action on
the Designer’s part, which would seriously dilute the notion of potency Behe is employing here. If such action
is not required, the complexities hardly qualify as “irreducible.”
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one that would, he hoped, have the effect of eliminating some troublesome anoma-
lies. He postulated an enormous inflation of the infant universe during the first
fraction of a second of its existence, one that lasted no longer than perhaps 1073
seconds but that, in a brief moment, multiplied the diameter of the universe by a
mind-boggling factor of perhaps 10°° (Guth, 1981). Over the next few years, the
idea underwent rapid further development, the anomalies yielding in impressive
manner one by one.'' One of these was what Guth called the “flatness problem,”
the tight constraint on the initial energy density that had given rise to the fine-tuning
issue in the first place. It was shown that the inflationary expansion would be so
great that it would force the density of the infant universe to the critical value, no
matter what the initial density might have been. The need for fine-tuning of the
density parameter would in this way be eliminated, or at least reduced, and the
Principle of Indifference would once more reign for the preinflation state, which
could have any of the possible values of the energy density.

Besides handling anomalies, inflation had two other major features in its favor. It
could explain the isotropy of the cosmic microwave radiation, for which Collins and
Hawking had attempted to develop an anthropic explanation. More significantly,
as later developments would show, it could make use of quantum theory to provide
an answer to a long-standing puzzle: where were the inhomogeneities needed for
galactic formation to come from if the background radiation was isotropic? Inflation
would have the effect of magnifying quantum fluctuations to such an extent that
they could furnish the necessary galactic seeds. Of course, that would depend on
finding that the radiation was not in fact perfectly isotropic, as it had originally
seemed to be.

Sure enough, very tiny departures from isotropy have been found by means
of extraordinarily precise satellite observations. Furthermore, the pattern of these
departures across the width of the sky is claimed to offer strong support to the infla-
tion hypothesis (Spergel et al., 2003; Schwartz and Terrero-Escalante, 2004). Other
support has come, for example, from the distribution of diffuse intergalactic gas in
the very early universe. It has to be said, however, that as yet no adequate theory has
been formulated that can explain why the inflation occurred. The hypothesis does
not yet have as strong a mandate, therefore, as does the Big Bang theory to which it
is an addendum. But as matters stand, it would be fair to say that the warrant for the
original claim of fine-tuning for the initial cosmic conditions has been substantially
weakened. The universe may have had a “chaotic” starting point after all — that is,

! The horizon problem had to do with the horizon distance over which causal signals can propagate. The magnetic
monopole problem pointed to the apparent absence in our cosmic neighborhood of the very heavy particles
that theory seemed to require. Inflation solved each of them in the same way: by almost instantly creating
immense distances between causal regions and between monopoles. The region destined to become our observ-
able universe might at that early time have been no more than 10 cm across (see Barrow and Tipler, 1986,
pp. 432-4).
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one that needed no particular specification of boundary conditions so that the kind
of universe we have might later develop.

The recently discovered acceleration of the cosmic expansion has led to the
reintroduction of the “cosmological constant” that Einstein long ago postulated
in order to keep the gravitating universe from collapsing. It was abandoned as
unnecessary after the recession of the galaxies led to the postulation of cosmic
expansion and, ultimately, of the Big Bang. Now it is coming back into favor again
but on quite different grounds. However, its quite extraordinarily tiny value in
comparison with the other fundamental constants (about 120 orders of magnitude
smaller) is a surprise. Why so off-the-scale a value? One possible answer: a tiny
value of the constant could be required if the universe were not to undergo immediate
runaway expansion and thus be unable to support the development of stars and
galaxies, and hence of complex life. Once again, an anthropic explanation suggests
itself: why not an immense ensemble of other existing universes with different
values of the cosmological constant, including at least one with the requisite value?
(See, for example, Linde, 1990a, pp. 158-60; Weinberg, 2000.)

A further development that bears on the fine-tuning theme is the proliferation
of many-universe formulations in the wake of the initial successes of the infla-
tion hypothesis. Andrei Linde formulated a modified version of the inflation idea,
dubbing it “chaotic inflation” (1990a, p. 13). Encouraged by developments in uni-
fied theories of particle physics, and especially by the introduction there of scalar
(instead of the usual vector) fields, he proposed a “chaotic” distribution of initial
scalar fields (inflatons) as the cosmic expansion began. Inflation leads each of these
fields to create its own “domain”’; the domains are separated from one another by
domain “walls.” Since the fields vary from one domain to the next, the fundamental
forces in each may “break out” differently, and hence the laws of physics in each
might also vary. Each domain would become its own “universe,” as it were, without
causal contact with the other “universes” other than at the moment of origination
in the single inflation event.

Pushing this speculation a step further, Linde, Vilenkin, and others postulate a
“multiverse” that is infinite both in space and in time, one in which inflation events
occur frequently, the one that produced our universe being just another of these (see
Linde, 1990b; Vilenkin, 1995)."” By supposing the multiverse to be eternal, they
hoped to bypass the problem of how it is to be generated in the first place. It is, in
effect, a given, embodying the Principle of Indifference at the ultimate level. Since
the individual “bubble universes” are at no time in causal contact with one another,
12 Vilenkin’s proposal is that “small closed universes spontaneously nucleate out of nothing, where ‘nothing’

refers to the absence of not only matter, but also of space and time” (1995, p. 846). He goes on to assert: “We

are one of an infinite number of civilizations living in thermalized regions of the metauniverse” (1995, p. 847).

This illustrates rather well what may happen when one allows an infinite number of entities or of events to be
realized!
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it is no longer a “uni-verse” with the accompanying suggestion of a causal unity of
some sort.'? Hence the term “multiverse,” which is rapidly gaining acceptance.

Fine-tuning in chemistry

Until now our discussion has focused on cosmology and physics. Might claims of
fine-tuning also originate in chemistry? Restricting the inquiry to the basic materials
needed for life to develop, do they yield the sorts of necessary conditions that fine-
tuning relies on? The presence of carbon compounds as building blocks and of
water as a solvent are the two most often-cited candidates. Both have, in fact, been
challenged as supposedly necessary conditions for any form of life (silicon instead
of carbon? solvents other than water?). Nevertheless, both remain favored as being
essential to the complex chemistry of life.

As far back as 1953, Hoyle pointed to a striking “what if?” involving carbon
(Hoyle, 1954). For carbon to form within stars from the fusion of beryllium and
helium and for it not to convert too rapidly into oxygen, he predicted that the relevant
nuclear resonance level would have to lie within a very narrow range of values
(Dunbar et al., 1953a,b; Barrow and Tipler, 1986, pp. 252—4). Later experimental
work confirmed this prediction, although there has been some debate recently about
how “fine” that tuning actually is. Just as important is that the carbon not convert
too rapidly into oxygen; here the resonance level in oxygen that would have led to
rapid conversion is barely avoided. Were the values to be slightly different in either
of the two cases, there would not be enough carbon to sustain the chemistry of life
(Hoyle, 1965).

So, carbon fine-tuning shows itself in chemistry. But what makes it interesting
here is the further presumed tie between the presence of carbon and the capacity
for organic life. Fine-tuning links this capacity for organic life to tightly specified
resonance levels in the nucleus. But these levels depend in turn on the basic physics
of the nucleus, and ultimately on the fundamental physical constants, as in the other
nomic examples given above. In other words, the fine-tuning inference begins in
biochemistry, but ends in physics. It seems, in principle, possible for an apparent
instance of fine-tuning in biochemistry to turn out to be only apparent once the
underlying physics is worked out. A wide range of the relevant parameters at the
level of physics might converge to give the appearance of fine-tuning at the level
of chemistry.

13 Terminology in this context is still somewhat fluid. The term “multiverse” is also often used where a single
originating event brings about an ensemble of domains that do share a causal relation with one another at the
moment of origin, although not later. I continue to use the more familiar “many-universe” label for this latter
construction, while recognizing that this is a somewhat problematic usage. I restrict the term “multiverse” to
the infinite domain with its infinite series of inflation events.
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But this is likely to be the exception. At any rate, in the case of carbon, recent
calculations seem to indicate that the fine-tuning first apparent in the chemistry
of the various nuclei involved carries over to the level of basic physics: were the
strong force to be greater by as little as 5 percent, or the electromagnetic force to
be greater by perhaps 4 percent, the production of carbon and oxygen in the infant
universe could have shut down.'”

Chemistry plays a double role here, first in revealing the fine-tuning required in
order that carbon should form, and second in implying the (plausibly) necessary role
that carbon plays in the economy of life generally. These are two separate arguments.
But the decisive element in establishing the fine-tuning itself still lies at the level of
fundamental physics: must the relevant physical constants be constrained within a
tight percentage range so that the chemistry of the universe should be open to the
development of life? Do any other plausible instances of fine-tuning exist in the
basic chemistry of the raw materials required for living processes? Other chapters
in this volume will take up this question.

Fine-tuning in biology?

What are the prospects for discovering instances of fine-tuning in realms other than
physics and chemistry — in biology, say? This question will be explored elsewhere
in this volume, but it may still be helpful at this stage to draw some inferences first
from what we have just learned about the structure of the fine-tuning argument in
its native home, cosmology.

Biological considerations play an indispensable role in all discussions of cosmic
fine-tuning. But in this role they are not part of the fine-tuning claim itself. Typically,
as we have seen, proponents of fine-tuning allege that an unexpected degree of
constraint on some physical parameter or basic constant is necessary if some other
physical condition is to be realizable in the universe. Then, in a separate argument,
this latter condition is held to be necessary for the universe’s being open to the
development of complex life.

This second element in every fine-tuning discussion draws on biology only in
the most general and speculative way. This is not the sort of biology that one finds
in a textbook, but the kind science-fiction writers without number have used in
imagining living forms that escape almost any restriction that analogies with the
terrestrial life we know would be likely to impose. So the search for conditions
necessary for any form of life throughout the universe has to proceed very warily
indeed (Feinberg and Shapiro, 1980). Still, the conditions that have so far played
a part in the fine-tuning discussions (the need for elements more complex than

14 This is quite tentative: the results of the difficult calculations entailed have to be regarded with caution. See the
chapters in this volume by Barrow and Livio (Chapters 7 and 8).
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hydrogen and helium to form the material basis of living process, the need for
several generations of stars to generate the heavier elements, etc.) seem reasonably
secure.

But the problem is that we do not have a cosmic biology in the sense in which we
do have a cosmic physics and chemistry. The life forms of earth, and consequently
the biology built on them, have been shaped by the innumerable particularities of
the terrestrial environment over billions of years. Countless independent causal
lines have crossed and recrossed to form the unique biota of the earth of today and
yesterday. The limited teleonomic order imposed by natural selection on individual
evolutionary lineages is nowhere near enough to yield anything that could plausibly
count as a cosmic biology. The evidence of convergence in the evolutionary record,
so persuasively presented in recent work, does carry some weight in suggesting
universals of various kind (Conway Morris, 2003). But this still falls far short of
providing an abstract framework within which a/l living processes would have to fit.

The prospect of terrestrial biology’s suggesting a direct fine-tuning relationship
on its own account might therefore be regarded as problematic. It would seem
that some feature of the complex living processes described in our biology would
have to demand fine-tuning on the part of some underlying physical parameter.
The immediate problem here is that living processes, as these are understood in
terrestrial biology, do not necessarily have cosmic scope. Other worlds could well
be found in our universe where biological processes of a substantially different sort
flourish, calling into question the significance of an earth-related “fine-tuning.”
The second problem, of course, would be to establish a link to a physical parameter
requiring fine-tuning for the biological process to go forward.

Still, it is worth carrying the matter a stage further. Take the issue of inevitability
in evolutionary biology, for instance. A good case can be made for holding that
evolution tends to converge over the course of time on certain favored forms (see
Conway Morris, 2003, for an extended defense of the inevitability thesis). Some
would go even further, starting with the origin of life in a suitable environment and
moving easily to the eventual appearance of a technologically competent civilization
capable of communicating with us. Others, however, would emphatically reject
any suggestion of overall directionality in the evolutionary process, pointing to the
many sources of contingency along the way — notably the occurrence of a major
catastrophe on a global scale.'” In a different, although related, context, the origin
of life is taken by some to be of common, even inevitable, occurrence across the
cosmos, whereas others would see complex life, at least, as a rare event, dependent
on a host of contingent factors.'°

15 Stephen J. Gould (1989) would be regarded as the main defender of this position.
16 Here the contrast could be, for example, between the views of Christian de Duve (1995) and those of, say,
Francis Crick (1981).
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Does this issue bear on considerations of fine-tuning? Strictly speaking, this
hardly seems to be the case. Fine-tuning connotes a certain precariousness, a con-
dition barely met. Features such as inevitability or convergence in the story of
evolution convey just the opposite. Evolutionary sequences are sometimes said
to converge on forms possessing specific functions with no hint of the environ-
mental constraints required for this to happen. Claims of inevitability or conver-
gence could be either (broadly) empirical, based on scrutiny of the historical record
of terrestrial evolution, or (broadly) theoretical, based on how Darwinian evolu-
tion is supposed to work in general terms. But in neither case does anything like
fine-tuning appear to be involved — quite the reverse, it might seem. Nor is the
broader claim any better: that the cosmos is pregnant with life and the origin
of life faces no particular barrier in the widest variety of cosmic circumstances.
One might argue that a universe of this biophilic sort is antecedently unlikely and
that some specific sort of fine-tuning at the physical level is responsible for our
universe’s being biophilic rather than more sparing in offering life support. This
would seem to reduce to the fine-tuning argument in physics that we have already
seen, although this could depend on what connotation, exactly, one attaches to
“biophilic.”

So far the issue has been whether fine-tuning, in the relatively precise sense that
that term has acquired in cosmology, is likely to find fresh application in biology.
The answer has been, on the whole, negative. But suppose one were to address the
issue more broadly. Fine-tuning is an instance of design, real or apparent; but design
is itself a much broader category. The indications of design in the living world
described in loving detail by seventeenth-century exponents of natural theology,
such as Robert Boyle and John Ray, did not point to fine-tuning as the clue to the
involvement of intelligence. Fine-tuning is a highly specific sort of clue, as we have
seen, leading to a specific set of alternative responses. Searching for evidence of
design in the living world today, on the other hand, might perhaps have a higher
likelihood of success, judging by the record, than trying to find analogs of fine-
tuning there.

Might one infer, then, to something like design from claims of evolutionary
inevitability or convergence? One could, of course, if one were to postulate a direc-
tive agency of some sort at work within the evolutionary process, itself impelling
the process onward to higher and higher levels of complexity. Bergson’s élan vital
and Teilhard de Chardin’s radial energy would be of this sort. But it has to be
said that suggestions of this kind have, on the whole, met with a frosty reception
from evolutionary biologists. Such views challenge the overall adequacy of the
neo-Darwinian explanatory framework, not a popular stand; critics respond that
this framework is perfectly capable of handling whatever directions evolution can
be shown to have taken.
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It was the introduction of this framework that undermined the case for design
in the first place — design, that is, that would be associated with specific complex
features of the living world. Its modern proponents often present the neo-Darwinian
framework as having potentially universal applicability: wherever in the universe a
certain set of conditions, centered on descent with modification, is to be found, evo-
lution is bound to occur (see, for example, Dawkins, 1983). The only contingencies
that arise in this scenario have to do with the satisfying of the required conditions
and the presence in advance of reproducing organisms. (How well a Darwinian
type of schema applies to the origin of the first cells is still a matter of debate.)

Holding that the contingencies are easily satisfied so that life must be common-
place throughout the vast spaces and times of the universe (the “pregnancy” thesis)
has suggested to some that such a profusion would indicate the agency of design
in some form (see, for example, Davies, 1999). Yet one wonders why frequency of
occurrence, as against rarity, should of itself be significant in this context. If any-
thing, extreme rarity would appear to be a more likely lead, if it could be established.
But this is to barely scratch the surface of the burgeoning life sciences.

The prospects for finding indications in those sciences for fine-tuning proper
may not be bright. But perhaps the notion of design might still prove capacious
enough to extend into current discussions of such themes as optimality and fitness.
It would need to do so at the cosmic level. At the local level of terrestrial biology,
the many-world alternative would be all too obvious so that even the appearance of
design would hardly be countenanced. It may be worth recalling at this point, for
the historical morals that might be drawn, an earlier appeal to cosmic fitness that
elicited many of the same questions as those we have just been wrestling with.

Fitness of the environment

L. J. Henderson’s celebrated book, The Fitness of the Environment (1913), is often
cited as a harbinger of the fine-tuning theme in discussions of the place of life in
the universe. Having worked through the complexities of that theme, we are now
in a better position to judge how close his contributions came to the contemporary
notion of fine-tuning, and in what ways and for what reasons they fell short of it.'’
Henderson is not talking about the fitness of life for the environment in which it finds
itself. He makes it clear that this can be explained along Darwinian lines: natural
selection has shaped life to survive and, when possible, thrive in the particular
environment it inhabits and to compensate for changes in that environment.'®

17 T am indebted in this section to Iris Fry’s perceptive analysis of Henderson’s book (1996).

18 One could also have recourse to a broadly anthropic consideration, although Henderson did not take this tack.
If (as Henderson believed) a multitude of planetary worlds exist where life could possibly be found, one would
expect to find it in an environment for which it is fitted.
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But this was not what Henderson meant by “fitness of the environment.” It was
not where he believed a complement to the Darwinian account needed to be given.
What had struck him was the multiple “fitnesses” of the physical environment for
the biochemistry of life in general. And by “environment,” he meant to include both
the “external” and “internal,” with emphasis on the latter, following the practice
initiated by Claude Bernard, who had had much to say about the milieu intérieur,
as he termed it. Henderson was intrigued by the crucial roles that water and carbon
dioxide (and at a deeper level their three elemental constituents, hydrogen, oxy-
gen, and most especially carbon) played in all living processes. Those processes
required complexity, as well as the capacity for self-regulation and metabolism. The
properties of the three elements and the two compounds made from them seemed
to him so ideally suited to these requirements (a conclusion worked out by him in
impressive empirical detail) that some sort of explanation of this was called for.

Henderson’s concern was not with particular environments, such as that of earth,
but with the cosmic environment (as he saw it) that is revealed by astronomy. He
went to some lengths to argue the optimality of the advantages offered by the two key
compounds and, thus, of their three component elements as well. He discussed the
possibility that water and carbon might be of frequent occurrence on other planets,
arguing for the superiority of water over any other known solvent in the biotic
context, as well as for carbon over silicon. He did not go as far as to propose them
as necessary conditions for life, a more difficult case to make. Nevertheless, some
resonances with the account of fine-tuning sketched above were already apparent.

His main theme was the remarkable fitness of the chemical environment for life,
and his problem was how to account for this. He ruled out chance: the coinci-
dences between the properties of the favored elements and the needs of life are too
remarkable for this to be a plausible response. Likewise, he dismissed design as
an alternative explanation. The notion of design was outside the realm of science;
besides, to an agnostic like himself, it held no attraction. What is particularly strik-
ing is that he also excluded the many-universe alternative, the response favored
(as we have seen) by many recent cosmologists. He realized that talking about the
superior merits in the biotic context of the three favored elements might suggest
comparison with other possible chemistries that had a different repertoire of ele-
ments. But this would introduce “other possible worlds in which matter may have
different properties and energy different forms” (Henderson, 1916, p. 326; quoted
in Fry, 1996, p. 163). And he will have nothing to do with such purely speculative
“hypothetical worlds,” restricting himself quite explicitly to the chemistry of the
cosmos that we know. This was sufficient, in his estimate, to make his point about
the remarkable biotic optimality of the three elements and their compounds.

Nowhere in his discussion did Henderson suggest the specifically anthropic factor
of a selection effect caused by our necessarily finding ourselves in the only one of a
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large ensemble of universes in which we could find ourselves. It clearly would not
have occurred to him, any more than to anyone else of his time, to take seriously
the possibility of an ensemble of other actually existing universes governed by
different physical laws as a means of solving his problem. He had already made his
negative attitude clear in regard to hypothetical alternative chemistries. But more
to the point, as far as the comparison with fine-tuning is concerned, his argument
was not specifically anthropic in the first place. He talked about the conditions for
life in general, about what makes life flourish. Human life was not central to the
point he was making, as it is in the fine-tuning argument.

But if this was the case, what were his remaining options? How was he to account
for the type of “fitness” he found so intriguing? He was left, in his view, with only
one possible alternative, although he candidly recognized its shortcomings. Like
many others of his day, he was a strong believer in evolution as a cosmic process,
of which Darwinian natural selection governing living things would be one major
manifestation. So (he suggested) a natural property must have been inherent in the
original unorganized matter and energy bringing about an evolutionary process that
in turn shaped the differentiated properties of the elements, making three of these
optimally ready for the origin and flourishing of life.

Henderson described his view as the “new teleology,” since in some sense life
was described as a goal of the broader cosmic process. But he also insisted that
the process was purely mechanistic; he wanted no part of the popular vitalisms of
the day. Could he have it both ways? Could he expand the notion of a mechanism
sufficiently to allow it to accomplish purpose-like goals without involving con-
scious purpose? Aristotle might have had advice to offer! If a mechanistic process
accomplished goals or valued ends (as a thermostat does), it would of course prompt
a new series of queries as to how this itself came about. Although he was never
quite satisfied with his explanation of the fitness of the chemical environment, he
remained convinced that an explanation of some sort was needed.

Yet Henderson has been hailed by some as an early defender of the type of
argument labeled today as fine-tuning. How accurate is this identification? There is
clearly some basis for it; but the tuning metaphor does not reflect the thrust of his
argument particularly well. First, the positives. He recognized how well on a cosmic
scale certain properties of the chemical environment fitted the requirements of the
life process in general. And he found this degree of fit striking enough to warrant an
explanation. Further, the alternative explanations he considered (and rejected) are
similar to those found in contemporary accounts of fine-tuning. His own preferred
explanation, as we have seen, was interestingly different from these: a process of
a supposedly mechanistic sort that shaped the chemical properties of an initially
unorganized chaos (the Principle of Indifference?) so as to make it possible for life
to come into being and flourish.
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Might this process be described, even broadly, as fine-tuning? It does not seem
so. Fine-tuning implies a precise standard toward which the tuned activity is to
be adjusted. Henderson did not suggest a standard of this sort that would permit
life to go forward. Rather, the focus of his argument was on the multiplicity of
ways in which the properties of the favored elements and their compounds conspire
together, as it were, to provide a suitable environment for life. That environment
was sketched in only a general way, with no suggestion of a specific quantitative
parameter, the close approach to which in the constitution of nature is the occasion
of surprise. Thus, his argument does not have the logical structure we have seen the
fine-tuning argument to have.

In the Henderson approach, what is regarded as significant is the manifold fitness
for life of the cosmic chemical environment in general. One might perhaps describe
this as “tuning,” in an extended sense of that term. But it would be more illuminating
to situate the “fitness” to which Henderson pointed as the sort of consideration
that, more generally, had already prompted arguments of the classical design sort,
although of course with a novel twist and a resolute refusal to follow through to the
classical design conclusion.

Four alternative responses to claims of cosmic fine-tuning

In conclusion, it may be helpful to evaluate the four alternative responses to claims
of cosmic fine-tuning outlined above. '’

Chance: One might simply dismiss as chance the cosmic constraints required
for the universe to be life bearing. The parameter in question had to have some
value, one might say, so why not this one? It need have no further significance. The
universe, it might be said, is a contingent affair, and fine-tuning should be seen in that
light. Such a response is impossible to refute, strictly speaking. The challenge to it
comes, as we have seen, from two alternatives that present fine-tuning as potentially
significant. Scientists on the whole seem uneasy about setting aside the quest for
explanation, as the recourse to chance does. One can detect a note of urgency,
almost, in many of the discussions of the original fine-tuning claim in the late
1970s and early 1980s: leaving the initial tight cosmic setting of the energy density
simply as a given was obviously a troubling prospect. Just as troubling, perhaps, to
some was the leap to an infinity of universes advocated by Collins and Hawking.
And even more troubling to others was undoubtedly the rapidly growing interest
of the broader community in the dramatic reappearance of indications of design in
natural science at the cosmic level. In their view, an alternative response had to be
found.

19 Edward Harrison suggests a fifth alternative: intelligent observers able to fine-tune cosmic constants on their
own account (1995). On this, see Barrow (2002, p. 286).
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Consequence of an advance in theory: This reaction defined a second way to
deal with the fine-tuning challenge: work, as Alan Guth did, toward a theoretical
advance that would eliminate, or at least significantly reduce, the need for fine-
tuning of the initial energy density. In the interim, simply assume that such an
advance will someday be made. At the level of cosmic beginnings, scientific theory
is more than ordinarily fragile — and quite evidently incomplete in the absence of a
unifying successor to relativity theory and quantum theory. There is reason to think
that a re-evaluation of fine-tuning claims in general may well lie somewhere down
the road. This is obviously less likely in the case of nomic fine-tuning than in the
simpler case of the tuning of an apparently contingent parameter such as energy
density.

The two anthropic responses are, of course, the ones that have caught people’s
attention. Both involve ontological assertions that far transcend the observable
universe. Both make essential reference to the human factor. Both draw implicitly or
explicitly on the weak Anthropic Principle: human questioners like us are bound, of
necessity, to find themselves in a universe that satisfies whatever cosmic conditions
are required for life to be able to develop in at least one region within it. As these
questioners regard their universe, they will inevitably discover it to be able to satisfy
these conditions. This response of itself does not, of course, relieve the puzzlement
occasioned by the discovery of fine-tuning. The original question still has to be
faced: is the fact that our universe is fine-tuned in regard to a particular parameter,
and thus life hospitable, significant or not? Is it no more than chance, a piece of
good luck for us, a quirk in our current physical theories? At this point the two
anthropic responses diverge.

Many-universe postulate: The first of these (the “scientific” one) in its strongest
form postulates a vast ensemble of existent universes featuring a wide distribution of
values of the relevant parameter. This response has a quite complex structure, a point
that can easily be missed. Some philosopher—critics have charged that although the
many-universe hypothesis would give reason to believe that some universe would
be life hospitable, it would of itself give no reason to suppose that that universe
would be ours, in all its particularity. Hence, the hypothesis does not explain why
this universe turns out to be fine-tuned, and the fact that our universe is fine-tuned
thus fails to support the hypothesis (see, for example, White, 2000).”"

One need not enter into contested issues about individuation to see what is
wrong with this argument. Nor does one need to call on Bayesian reasoning to
be convinced that the many-universe hypothesis does not, of itself, explain why

20° At the end of his analysis, White concludes: “Postulate as many other universes as you wish, they do not make
it any more likely that ours should be life-permitting, or that we should be here. So our good fortune to exist in
a life-permitting universe gives us no reason to suppose that there are many universes” [emphasis added]. For
a critique, see Manson and Thrush (2003, pp. 67-83).
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this universe in its particularity rather than another is fine-tuned for life. Rather,
one has to call on a second, additional strand of argument along anthropic lines to
show how the many-universe response as a whole works. That we should live in a
life-hospitable universe rather than elsewhere obviously requires no explanation:
it is a necessary truth. In the many-universe line of argument, what does require
explanation is that there should be a universe of this general kind available. And
this the many-universe hypothesis secures. Our existence ensures the existence of
some life-hospitable universe and thus supports that hypothesis, which has such a
universe as its consequence. This attack on the logic of the many-universe response
fails.

However, the multiverse version of the postulate is still not much more than
a fascinating, but highly speculative, mathematical exercise at this point. It faces
many testing challenges (Ellis et al., 2003, 2006; Manson, 2003). Is the notion of
an infinitely realized domain of existent universes even coherent?’' This issue has
been debated since Aristotle’s time and it is still not resolved. Doesn’t making the
multiverse eternal simply serve to evade the normal scientific question of how it was
itself generated? How is one to ensure that the “bubble” universes brought about
by the unending series of inflation events exhibit lawlike behavior of any sort, let
alone the probabilistic distribution of such behaviors that the fine-tuning argument
requires? If the notion of a multiverse is prompted primarily by the need to explain
cosmic fine-tuning, does it not itself pose numerous demands for explanation in its
own right?

A many-universe theory involving only a single inflation event would seem more
accessible to scientific test at least. But even there, many issues remain unresolved.
Do scalar fields exist? How is one to set up and validate a distribution function over
the ensemble of universes? A generating process would have to be specified, but
how is this process itself to be explained? That is, why this process rather than some
other one? And might there not be some special conditions required to initiate the
sort of inflation under consideration, leaving open the possibility that an element
of fine-tuning might find its way back into the process that was supposed to banish
it once and for all?

Further, the invocation of a many-universe solution does not of itself necessarily
lay fine-tuning to rest: every time fine-tuning makes its appearance, the argument
seems to be carried a level higher in order to rescue the Principle of Indifference.
But this introduction of a higher-level ensemble, if it can be made specific enough,
seems in practice itself to involve a further round of fine-tuning, and so the dialectic
continues, at each level becoming more ontologically extravagant.

21 Barrow and Tipler point out that if the notion of an infinitely realized universe were to be allowed, the original
grounds for postulating inflation would no longer hold good. Why not argue instead that in a chaotically random
infinite universe “there must exist a large, virtually homogeneous, and isotropic region, expanding sufficiently
close to flatness . . . so that after fifteen billion years it looks like our universe?” (1986, p. 437).



5 Tuning fine-tuning 89

One final objection that is often voiced may be less serious than it looks. Can the
invocation of amultiplicity of universes permanently inaccessible to our instruments
qualify as physics? The answer is yes, in principle it can if certain conditions are met.
Retroduction, effect to cause inference, is central to the natural sciences generally:
the physicist who infers to the structure of the atom or molecule on the basis of an
emission spectrum or the geologist who infers to the inner structure of the earth
on the basis of seismographic data is employing standard retroductive reasoning
(see McMullin, 1992). This is the reasoning that underlies explanatory theories
that account for inductively arrived at empirical regularities and that give cognitive
access to causal structures that are, more often than not, not directly accessible to us.
Such theories are warranted by their ability to account for the data that originally
called them forth, but even more by their performance over time, their ability
to overcome anomaly, their successfully predicting novel results, their continued
survival in the face of severe test, their ability to unify previously disparate domains.
The list of the desirable epistemic virtues is long (McMullin, 2007).

A many-universe theory is retroductive in form; the existence of the ensemble
of universes that constitute its postulated causal structure will be warranted only
to the extent that the theory itself behaves well over time. An adequate theory of
inflationary origination over an ensemble, with our own universe as the (admittedly
sole) observational warrant, would be enough, provided that the theory could be
made sufficiently specific (there are doubts about the present candidates in that
regard) and that it comes to be supported by something more than accounting for
the original puzzling fine-tuning, a slender reed when considered on its own.

A caring Creator: The fourth alternative, the other anthropic response, is of a
much more familiar kind; it comes from a quarter remote from scientific cosmology.
Its premise, a Creator who has a care for human concerns, is a standard feature of
the Western religious tradition. This response is the only one of the four that can
be said to “explain” the fine-tuning phenomenon in something like the familiar
sense of “explain”: ascribing the fine-tuning to the motive of an agent. But, of
course, putting it that way tends to mask the unfamiliarity of the agency and the
problematic character of ascribing the fine-tuning to a Creator’s motives. In its
favor is that, unlike the many-universe alternative, it requires no new postulation,
and it can appeal to a long philosophical tradition stretching back to Augustine and
beyond, with highly developed metaphysics in its support. Against it is an equally
familiar array of objections to the whole idea of a Creator and to the demand for
an explanation of the universe’s existence.

Sorting through the four alternatives

A decision between the four alternatives depends, then, in significant part on
prior philosophical and theological commitments. To call it a decision between
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alternatives ought not to be taken to suggest that each explains the fine-tuning in
the same sense of “explains.” The first alternative, that fine-tuning is simply chance,
maintains that no explanation is needed. The second recommends holding back, in
the expectation that, in the long run, the supposed fine-tuning may prove illusory.
The third takes fine-tuning seriously and explains it as a selection effect. The fourth
also takes it seriously but draws instead on a prior belief in a Creator for whom
humanity holds a special place.

Someone for whom neither of the anthropic explanations is attractive might
insist on fine-tuning’s being no more than a chance phenomenon, or will counsel
caution and delay in regarding fine-tuning itself as established. Someone to whom
neither of these responses seems at all plausible but who also rejects any sort of
appeal that transcends, in principle, the possible reach of natural science will be
inclined to opt for the daring ontological enlargement that goes with the many-
universe hypothesis. If there is some indication that this can actually be brought
within the range of physical theory, so much the better. Someone who is already
comfortable with belief in a Creator will find fine-tuning in no way a challenge; quite
the reverse.

Interestingly, the theistic response undercuts the need for a many-universe one
because, if accepted, it makes the other redundant. In the absence of an already
reasonably credible many-universe theory, a theist is likely to be skeptical about
the need to add an ensemble of unobservable but real universes just to reduce fine-
tuning in our own universe to a selection effect. From the theistic perspective, this
is simply not called for. On the other hand, adopting the multiverse alternative
would leave the theistic position still in place: we would still need to ask why
the multiverse itself exists, even if it were eternal, and would refuse to accept the
possibility of a universe’s coming to be from nothing pre-existent, all talk of a
quantum vacuum notwithstanding. On the other side, many-universe proponents
are likely to be skeptical of venturing outside the possible range of cosmological
theory, or indeed to be suspicious of any kind of recourse to theological solutions
in explaining a feature of the natural world.

What is fascinating about this epistemic situation is that it may set theistic belief
and natural science in partial competition with each other, without either venturing
outside its proper area of competence. Many writers have held this to be impossible,
that the realms of science and religion are in principle “non-overlapping magisteria,”
to recall Gould’s well-known formulation of the “NOMA?” principle (Gould, 1999).
It is not as though the two are offering competing explanations here for the same
feature of nature in the same sense of “explanation,” so that if one is right, the other
is wrong. Rather, if one is right, the other is unnecessary, although not refuted. The
proponent of a multiverse does not (or at least should not) claim to explain how
a multiverse could of itself come to be, or why it should exist in the first place.



5 Tuning fine-tuning 91

Believers in a Creator would, of course, see this as the work of creation, although
they might also want to emphasize that it was not as a cosmic explanation that they
came to belief in God in the first place. So the two sides of this dialectic are not in
strict contradiction with each other, although under certain circumstances they are
still in competition.

If the phenomenon of fine-tuning can be assumed to be real, does the ability
of the theistic position to handle it so neatly count as confirmatory evidence for
that position? Here religious believers should tread very warily. The assumption
above has been that belief in a Creator is for many a given, in need of no further
confirmation. For them, the many-universe extrapolation is simply redundant. But
if the two anthropic alternatives were to be regarded as rivals, each in search of
confirmation, the epistemic situation would change. The independent plausibility
of the many-universe response, however that may be assessed, could limit the
confirmatory force of fine-tuning for belief in a Creator. And, of course, one would
have to keep in mind the other two possible responses to fine-tuning, both quite
difficult to evaluate in practice. The apparent fine-tuning might not be significant to
begin with if either of these two were to be correct. Yet it is quite striking that some
notable physicists take it seriously enough to warrant their calling into existence an
infinity of universes co-existent with ours.

Still, the epistemic situation is so difficult to assess that it is clearly premature
to make fine-tuning the key to a new natural theology (Corey, 1993, 2001). It
seems best then, for the moment, at least, to fall back on the weaker notion of
consonance. Fine-tuning is quite evidently consonant with belief in a Creator. To
some, this conclusion might appear too weak: if theistic belief explains fine-tuning,
they might argue, this should count epistemically in its favor. Strictly speaking this is
true (assuming of course that fine-tuning is in fact the case.) However, the epistemic
issues surrounding the fine-tuning argument are so intricate and so difficult to assess
that making fine-tuning an independent motive for theistic belief may invite more
trouble for its proponents than it is worth (McMullin, 1988, p. 71).

The fine-tuning debate has directed the attention of physicists to issues of an
unfamiliar sort. This of itself has been a major contribution. How much weight, for
example, should cosmologists give to the Principle of Indifference? That is, how
serious a problem would it be to leave a constraint on critical cosmic conditions
unexplained? Suppose (per impossibile, 1 suspect) that some future theory were to
explain why the fundamental constants of nature have the values they do, would this
eliminate fine-tuning? On the assumption that the universe had a temporal begin-
ning, would the transition from (literally) nothing to an inconceivably energetic
beginning be subject in principle to explanation in terms of physical theory? On
the assumption that the universe did not have a temporal beginning, is the demand
for explanation of why it should exist in the first place still a legitimate one? If the
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choice were to be between the two anthropic alternatives, there being no evidence
for the many-universe one other than fine-tuning, on what basis would one presume
to make the choice?

Questions like these do not fall into any of the categories to which we are
accustomed. Yet they are real questions, ones that insistently pose themselves as
we explore the boundary-lands of contemporary cosmology. They are quite surely
not going to go away, so we had best give serious thought as to how they should be
approached.
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Part I1

The fitness of the cosmic environment
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Fitness and the cosmic environment

Paul C. W. Davies

The problem of what exists: why this universe?

Einstein reportedly said: ““What really interests me is whether God had any choice
in the creation of the world”." What he meant by this informal remark was whether
the physical universe must necessarily exist as it is or whether it could have been
otherwise (or could have not existed at all). Today, almost all scientists believe
that the universe could indeed have been otherwise; no logical reason exists why
it has to be as it is. In fact, it is the job of the experimental scientist to determine
which universe actually exists, from among the many universes that might possibly
exist. And it is the job of the theoretician to construct alternative models of physical
reality, perhaps to simplify or isolate a particular feature of interest. To be credible,
these models must be mathematically and logically self-consistent. In other words,
they represent possible worlds.

Let me give one example from my own research (Birrell and Davies, 1978). The
equations of quantum field theory describing a system of interacting subatomic
particles are often mathematically intractable. But several “toy models” exist, the
equations for which may be solved exactly because of special mathematical features.
One of these, known as the Thirring model, describes a two-spacetime-dimensional
world inhabited by self-interacting fermions. This impoverished model of reality
is designed to capture some features of interest to physicists in the real world. It is
not, obviously, an attempt to describe the real world in its entirety. Nevertheless, it
is a possible real world. The universe could have been the Thirring version. But it is
not. Given, then, that alternative possible worlds exist, what is it that decides which
universe among this (probably infinite) array of possibilities is to be dignified as

! See, for example, www.humboldt1.com/~gralsto/einstein/quotes.html. No definitive source of this quotation
has been determined as of this writing.
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the actual world — the one that “really exists”? Or, to express it more poetically
by using Stephen Hawking’s (1988) words, “What is it that breathes fire into the
equations and makes a universe for them to govern?”

Only two “natural” states of affairs commend themselves in this regard. The
first is that nothing exists; the second is that everything exists. The former we may
rule out on observational grounds. So might it be the case that everything that can
exist, does exist? That is indeed the hypothesis proposed by some cosmologists,
most notably Max Tegmark (2003, 2004), although as we shall see some dispute
remains over the definition of “everything.” Obviously, if everything existed, human
observations would merely sample an infinitesimal subset of the whole of physical
reality.

At first sight, the hypothesis “everything exists” appears extravagant — even
absurd. The problem, however, for those who would reject this thesis is that if less
than everything exists, then there must be some rule that divides those things that
actually exist from those that are merely possible but are in fact non-existent. One
is bound to ask: what would this rule be? Where would it come from? And why
that rule rather than some other?

Another objection to the hypothesis that everything exists is that it seems to
be an extraordinarily complicated explanation for what is observed, and hence
undesirable on the grounds of Occam’s razor. But this can be misleading. In certain
circumstances, everything can be simpler than something. Consider an infinite
crystal lattice. That regular periodic structure is very simple and can be described
by specifying a few bits of data such as the periodicity and orientation of the crystal
planes. Now remove a random subset of atoms from this array. By the algorithmic
definition of “randomness” (Chaitin, 1988), this subset requires a lot of information
to describe it (because it is not “algorithmically compressible””). What remains is,
by definition, also random. So each subset, by itself, needs a lot of information to
specify it — but the two subsets, when combined, require very little information.
In that sense, the whole is simpler than the sum of its parts. In the same way, the
set of all possible universes may be (algorithmically) simpler than one or a finite
collection of universes. (There is considerable scope for these informal statements
to be placed on a sound mathematical footing.)

Historically, most scientists and philosophers have assumed that only one real
universe exists, and this should probably remain the default position today in the
absence of direct evidence for the existence of any other universes. Monotheistic
theologians sought to explain the specific nature of the universe (that is, why this
universe rather than that) by appealing to divine selection: God made this universe
(rather than some other universe that God had the power to make) as a free choice,
perhaps with certain outcomes in mind (such as the emergence of sentient beings)
(Haught, 1986).
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On the whole, scientists have ignored the matter, it being deemed that the proper
job of a scientist is to take this particular universe as given and get on with the job
of figuring out what is going on in it. Some scientists have taken a more proactive
stance by positively denying that there is any significance in the specific nature of
the universe, taking the attitude that there is no reason why it is as it is rather than
otherwise. The problem with this position is that science is supposed to explain the
world in logical and rational terms. That is, scientists offer reasons for why things
are as they are. Normally, this involves chains of reasoning that ultimately lead
back to the laws of physics — considered (at least by physicists) to be the bedrock
of physical reality. Thus, in answer to the question of, say, Why did the snow melt?,
a (partial) scientific explanation might go as follows: because it was warmed by
the sun, which was heated by thermonuclear reactions, which were triggered by
the high temperatures of the solar core, which was produced by the gravitational
attraction of the solar material, which moved according to the laws of gravity. If we
now ask, Why that law of gravity?, the scientist might well respond, “No reason;
that’s just the way it is!” So a chain of reasoning in which each step is carefully
linked logically and rationally to a level below terminates abruptly with the claim
that the chain as a whole exists reasonlessly. This bizarre backflip cuts the ground
from under the entire scientific enterprise, because it roots the rationality of physical
existence in the absurdity of reasonless laws (Davies, 1991, 2007).

Problems of a divine selector

If the scientist is in trouble on this score, the theologian is not without problems
either. To offer a credible theistic explanation for the specific nature of the world,
or for the actual form of the laws of physics, something must be said about the
nature of God. (Merely declaring “God did it!” tells us nothing useful at all.) An
obviously necessary property of such a divine Creator is freedom of choice. Now,
Christian theologians traditionally assert that God is a necessary being. If God exists
necessarily (that is, if it is logically impossible for God to not exist), then we are
invited to believe that this necessary being did not necessarily create the universe as
it is (otherwise there is no element of choice, and nature is reduced to a subset of the
divine being rather than a creation of this being). But can a necessary being act in a
manner that is not necessary? It is far from obvious to this writer that the answer is
yes. On the other hand if, counter to classical Christian theology, God is regarded
as not necessary but contingent, then on what, precisely, are God’s existence and
nature contingent? If we don’t ask, we gain nothing by invoking such a contingent
God, whose existence would then have to be accepted as a brute fact. One might
as well simply accept a contingent universe and be done with it. If we do ask, then
we accept that reality is larger than God, and that an account of the universe must
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involve explanatory elements beyond God’s being. But if we accept the existence
of such explanatory elements, why is there any need to invoke divine elements too?

Attempts to reconcile a necessary God with a contingent single universe have a
long tradition.” I am not a good enough philosopher to know whether these attempts
are coherent; but I am bound to ask, even if such reconciliation were possible, why
God freely chose to make this universe rather than some other. If the choice is purely
whimsical, then the universe is absurd and reasonless once more. On the other hand,
if the choice proceeds from God’s nature (for example, a good god might make a
universe inhabited by sentient beings capable of joy), then one must surely ask,
Why was God’s nature such as to lead to this choice of universe rather than some
other? This further worry would be addressed in turn by proving not only that God
exists necessarily, but that God’s entire nature is also necessary. Such a conclusion
would entail proving that, for example, an evil creator capable of making a world
full of suffering is not merely undesirable, but logically impossible.

The fitness of the multiverse

Let me then turn to the now fashionable notion of the “multiverse” theory as an
explanation for why the universe is as it is. Does this fare any better? The multiverse
is defined to be an ensemble of universes within which the members may differ
from one another. These “universes” might be completely disconnected spacetimes,
or spaces joined occasionally, perhaps only prior to some epoch or following one
another sequentially (separated by some clear physical bounding event such as
a big crunch), or merely widely separated contiguous spatial regions of a single
spacetime. (I use the word “universe” to denote a single member of this ensemble.)
Crucially, these universes differ not just by “rearranging the furniture,” but in the
underlying laws of physics. As Martin Rees expresses it, what were hitherto believed
to be universal, absolute, god-given laws are treated instead as merely local bylaws,
valid only in our restricted cosmic patch (Rees, 2001).

The multiverse idea seems to offer progress. For example, one feature of the
universe we would like to explain is why the underlying laws are biofriendly. This
was Henderson’s great insight: that nature is fit for life even as life is adapted to
nature. He concluded his book with the clear statement: “The biologist may now
rightly regard the universe in its very essence as biocentric” (Henderson, 1913).
Given this now-uncontentious observation, we may then ask, why do the laws of
physics have the requisite mathematical form and assume the relevant values of
various parameters within those laws, such that the universe may bring forth life
and consciousness? The multiverse theory seeks to account for this remarkable

2 See, for example, Swinburne (1993).
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and important property as an “observational selection effect.” The universe — this
universe — is observed by us to be biofriendly because it could not be observed at
all, by us or anybody else, if it were biohostile.

Something else in favor of the multiverse theory is that some sort of cosmic
ensemble is predicted naturally by combining two very fashionable branches of
science: inflationary cosmology and string/M theory. The former is the standard
model for how the universe emerged from the Big Bang displaying certain key
properties, such as large-scale uniformity and (relatively) small-scale irregularity.’
The latter is a mathematical theory that attempts to unify the various forces and
particles of nature into a final fundamental theory.” According to one interpretation
of string/M theory, what were previously regarded as fixed parameters, such as
the masses of various particles or the strengths of the forces, are in fact frozen
accidents — haphazard values adopted in our particular inflation region (Susskind,
2006). Most inflation regions would possess biohostile values, either too big or too
small; but very rarely, by accident, a “Goldilocks” region would emerge in which
things are just right for life, and those are the regions (universes) that are observed
and perhaps commented on.

That’s fine and blindingly obvious, as far as it goes. But does it get us out of
trouble? Does it provide an ultimate explanation for why things are as they are?
No, it doesn’t. As described, the multiverse remains a subset of all possible uni-
verses. For example, each universe comes equipped with a set of mathematical laws
similar to those in our own universe. So a rule still divides what exists (universes
with laws similar to ours) from what does not (universes with radically different
laws, lawless universes). Tegmark (2003, 2004) proposes to extend the multiverse
by including universes in which the laws might be described by very different
mathematics, such as fractals or non-Cantorian sets. John Barrow (1991) consid-
ered how laws based on alternative mathematics might preclude the existence of
information-processing systems rich enough to constitute observers. But even this
retains an arbitrary aspect. Defining universes in terms of their mathematical prop-
erties is a prejudice that one might expect from a mathematical physicist, but it
need not represent the ultimate categorization. After all, Tegmark proposes a rule
that divides mathematical universes from non-mathematical ones. But one might
consider all manner of non-mathematical criteria to label possible universes. How
about universes constructed according to all possible aesthetic principles? Or all
possible gods? Or all possible ethical principles?

To see the significance of this point, consider a multiverse that contains a sub-
set of universes with all possible teleological principles. Now human beings find
themselves living in a universe that in many respects behaves as if it is teleological.

3 See, for example Linde (1990). 4 See, for example, Greene (2000).
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Darwinism is invoked in an attempt to eliminate teleology from the biological realm.
But if one makes the a priori assumption that our universe is but a component of
a multiverse, and that the said multiverse contains not merely copious examples of
universes with traditional differential equation laws but also universes with expli-
citly teleological laws, then the job of the Darwinian is made considerably harder.
Why? Well, it is now necessary to refute the claim that the universe appears teleo-
logical because it is teleological. After all, why explain what we observe as really
a non-teleological universe cunningly masquerading as a teleological one, when
plenty of genuinely teleological universes are in the multiverse that could do the
job? To maintain this perverse stance, one would need to show that teleological uni-
verses are in some sense sparser in the multiverse than non-teleological Darwinian
universes; otherwise, on Bayesian grounds, one would be justified in retaining the
hypothesis of teleology. For all I know, this may be the case; but it has certainly not
been demonstrated.

Similar reasoning may be applied to gods. All possible universes would certainly
include some with traditional deities, others with alien deities, yet others with no
deities. This might not bother scientists if the subset of deity-associated universes
were very rare among all biophilic universes. But can we be sure of this? A few
years ago, I was asked to debate Peter Atkins about the existence of God. As
a humorous riposte to his invoking the now-standard multiverse explanations of
cosmic biofriendliness, I pointed out the following consequence of even a mild
(that is, non-Tegmarkian) version of the multiverse theory. In the multiverse, at
least some universes must surely exist in which intelligent beings advance to the
point of being able to simulate consciousness and virtual reality. Some so-called
strong artificial intelligence (AI) specialists claim that even human beings will soon
be able to create conscious machines. It is but a small step from that threshold to
the point where such simulations reach a level of fidelity indistinguishable from
what we (or at least I) now observe. This small step has already been taken by
Hollywood (even if it is still awaited in the world of real science) in the guise
of The Matrix movies, wherein real and virtual realities are so alike that they
confuse the participants (and the viewers). I have serious reservations about such
Al claims; but I am willing to concede, at least for the purposes of this argument,
that such simulations are doable in principle and might in practice be achieved by
building a quantum supercomputer. At any rate, let us accept that a multiverse rich
enough to contain a limitless number of universes like ours will possess a subset
in which simulated reality by technological civilizations is routine. What are the
implications?

First, it is amusing to note that the simulated beings in these universes stand in the
same relation to the simulating system (or its designer or operator) as human beings
once stood in relation to the traditional biblical god. The simulating system is the
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creator and sustainer of the in silico (or perhaps in quanto) beings and can observe,
interfere with, and if necessary pull the plug on the simulated creatures. Ironically,
far from abolishing a god, the multiverse seems to offer a convincing proof of such
abeing’s existence, at least in a subset of universes. (This lighthearted remark finds
little favor among most theologians, who seek a god for every universe, not just the
simulated ones.)

This line of speculation raises the obvious question of whether the universe that
we humans observe is merely a simulation or is the Real Thing. Since a single
simulating system may simulate an unlimited number of virtual worlds, the fake
universes would soon proliferate and outnumber the real ones, once the technology
had been mastered. It follows that a random observer would be more likely to inhabit
a simulated world than a real world (Bostrom, 2003). To express it more formally,
unless we invoke an arbitrary existence rule that divides “real” from “simulated”
consciousness, and hence real from simulated universes, a multiverse rich enough
to account for intelligent life is also a multiverse in which simulated beings are
likely to greatly outnumber unsimulated beings. Conclusion: We are very probably
simulated.

Could such a wild idea be tested? Indeed it could, according to Barrow (2003).
He points out that the simulating system need not bother to render consistently
every tiny feature of the simulated universes; it could achieve a great deal more
economically by running a so-so simulation and then tweaking the parameters from
time to time. For the simulated beings, this would appear as the cosmic equivalent
of the scenery wobbling. Barrow cites an example of such a possible “glitch” in the
laws of physics (2003).

All this is entertaining stuff; but my serious point is that once one goes down
the slippery slope of ever-more elaborate multiverse models, the nature of reality
becomes exceedingly murky. The multiverse is no longer simply a set of plausible
universes with differing laws of physics and/or initial conditions. One must include
in the grand inventory of universes all the fake ones along with the real ones. It gets
worse. One may prove that a universal computer, or Turing machine, is capable of
simulating another Turing machine, even one that is very different in structure. Thus,
a PC may simulate a cellular automaton (pixels that wink on and off on a screen)
that itself may simulate, say, a Macintosh computer. Translated into virtual realities,
this says that virtual worlds may contain beings that can simulate their own virtual
worlds, and so on (and on, ad nauseam, even if not ad infinitum, on account of the
second law of thermodynamics). Any attempt to neatly decompose the multiverse
into “real” and “virtual” components seems doomed to failure. Rather, minds and
universes become entwined, fractal-like, in a stupendously intricate amalgam. There
may even be no “basement” universe, no ultimate ground of reality, on which to
build such a “tower of turtles.” If so, the age-old dualism between mind and matter,
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creator and creature, real and imaginary, dissolves away. Most people would regard
this conclusion as a reductio ad absurdum of the multiverse hypothesis, although
some (for example, Rees, 2003) may embrace it fearlessly. My own position is that
a little bit of multiverse is good for you, and probably unavoidable given the recent
discoveries of physics and cosmology; but following the slippery multiverse slope
to its ultimate conclusion is a descent into fantasy — quite literally!

If Henderson were alive today: more water wonders

When Henderson wrote The Fitness of the Environment (1913), the nature of life
was not well understood. The enormous advances in biochemistry, molecular biol-
ogy, earth sciences, and astrobiology lay decades ahead. If Henderson were alive
today, how might he extend his analysis in the light of modern discoveries? One very
obvious and dramatic development has a direct impact on his thesis, and that con-
cerns the very word “environment.” Today, we know that life can not only survive,
but thrive, in environments that in Henderson’s day would have been considered
utterly extreme for biology. Microbes inhabit the searing water spewing from deep
ocean volcanic vents and dwell in the sub-zero dry valleys of Antarctica. Other
organisms inhabit pools so acidic that the fluid burns human flesh. Some microbes
(called halophiles) can make a living in the extreme saline conditions of the mis-
named Dead Sea and even in the radiation-drenched environment of nuclear waste
pools (Postgate, 1996). The one condition that does seem to be indispensable is
access to liquid water. Henderson, who stressed the importance of several peculiar
properties of water for the success of life, would doubtless approve of the mission
statement of NASA’s Astrobiology Institute: “Follow the water!”” Even the hardi-
est extremophile needs liquid water. This suggests extending Henderson’s analysis
to a much wider range of conditions in which liquid water exists, conditions that
Henderson would never have dreamed might permit life.

What additional special properties of water might fascinate him?

Some of the richest and most studied ecosystems are the deep ocean volcanic
vents, inhabited by hyperthermophiles: microbes that live happily in temperatures
ranging from 90 °C to 121 °C. (At depth, water does not boil at the usual 100 °C.)
Typical of such organisms is Pyrodictium abysii, with an optimum growth tem-
perature of 110 °C. The current official record is held by Pyrolobus fumerii, which
can reproduce at a temperature of 121 °C, although I have witnessed a species of
archaea metabolizing for thirty minutes at 130 °C. This raises obvious questions
about water’s special properties: thermal conductivity and thermal capacity,
solvent properties, interaction with cell membranes, viscosity, and surface tension.
These properties, considered by Henderson in the temperature range associated
with familiar life (0 °C—40 °C), need to be extended upward at least to 130 °C.



6 Fitness and the cosmic environment 105

One may also consider the opposite extreme of the very low temperatures inhab-
ited by psychrophiles. Because of the need for water to remain liquid, and the decline
in the rate of metabolism with temperature, psychrophilic life is not as extensive,
active, or diverse as thermophilic life, but it is not without its interesting features.
Water will not freeze at 0 °C in saline conditions, and highly saline water will
support halophilic life even at low temperatures. Another circumstance in which
water can remain liquid at temperatures well below the normal freezing point is in
thin films on the surface of dirt and ice crystals. Although these films may be only
a few micrometers thick, reports exist of microbial communities inhabiting this
niche. Psychrophiles have been found living in the Siberian permafrost, growing
and reproducing at temperatures of —10 °C. At temperatures as low as —20 °C,
they take in needed materials from their environment and appear to be capable of
repairing damage (Shi et al., 1997). Saline water will remain liquid at even lower
temperatures than this. The chemical and physical properties of water in ultracold,
micrometer-thick layers differ radically from those of liquid water in more familiar
conditions, and an extension of Henderson’s study into this regime would seem to be
worthwhile. Similar “amazing water” analyses suggest themselves for conditions
of high salinity, acidity, and alkalinity.

The earliest forms of life were almost certainly chemoautotrophs — organisms
that derive energy and make biomass directly from inorganic substances — since
these can thrive in the complete absence of pre-existing organic material. Plants
are autotrophs, but they use the highly complex and sophisticated process of pho-
tosynthesis, which must have taken a long time to evolve. Chemotrophy, in which
an organism uses chemical energy and inorganic raw materials, is simpler although
less efficient. It also has the virtue that it can take place in the dark, thus opening
up the subsurface zone for life (see the next section). Chemotrophs are known on
earth today that can make a living directly from dissolved hydrogen and carbon
dioxide, which are turned into methane (Chapelle et al., 2002). It is likely that life
began with such organisms (Davies, 2003). Their success depends crucially on three
water-related factors. The first is the ability of water to dissolve hydrogen and car-
bon dioxide in sufficient concentration to provide the energy needed. The second is
the dissociation of water into hydrogen and oxygen when it passes through hot rocks
deep in the earth’s crust. This provides the hydrogen “fuel” that the chemotrophs
use, and results from a surprising and unusual process (Freund et al., 2002). The
third is the ability of water to circulate deep into the crust and convect back to the
surface by percolating through the tiny rock pores. Without this continual cycling of
fluid, the supply of raw materials needed to sustain chemotrophic life at or near the
surface would soon be exhausted. The circulation rate, which will depend on such
factors as the viscosity and coefficient of expansion of water, must be fast enough to
“keep the food coming,” but not so fast as to fail to dissolve the released hydrogen.
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Water plays an indirect but crucial role in the story of life on earth through
geophysical and astrophysical processes of which Henderson could have had no
inkling. One of these is plate tectonics. Astrobiologists believe that a healthy planet
must continually recycle material if equable conditions are to be maintained. For
example, on earth, carbon becomes sequestered in carbonate rocks and is released
again in the form of carbon dioxide when the rocks are subducted. Similarly, oxy-
gen is prevented from building up to dangerous levels by tectonic activity, which
continually exposes fresh material to be oxidized. Part of the reason Mars seems
to be a dead planet is because its tectonic processes have ground to a halt. Water is
a crucial ingredient in this story (Ragenauer-Lieb et al., 2001). If the earth’s crust
were not hydrated, the basalt would be brittle. The water content gives the rock
high plasticity that allows the plates to slide smoothly and material to flow steadily
through the mantle.

On a larger scale, water has helped shape the solar system. The solar nebula that
gave birth to the planets 4.6 billion years ago contained copious quantities of water.
Because of the proximity of the hot protosun, the inner part of the nebula, where the
earth formed, was largely desiccated and devolatilized. Water and volatile organics
condensed near the periphery of the nebula (beyond the so-called snow line). The
water formed small ice crystals that stuck together to make snow. Snowflakes
aggregated and trapped dust particles to make “dirty snowballs.” Over time, some
snowballs became large enough to gravitate significantly. According to the standard
model, the cores of the giant planets probably formed this way, with the smaller
dirty snowballs left over as comets and icy planetesimals. And giant planets play a
crucial role in maintaining earth’s biofriendliness. Jupiter, in particular, is important
to life on earth by sweeping up rogue comets that would otherwise menace earth.
But enough comets were able to get through to deliver water to our parched planet,
without which life would be impossible. A key step in the foregoing sequence is
the aggregation of ice crystals. The stickiness of snow is a familiar property to
all children who have engaged in a snowball fight. Without this stickiness, comets
could not have delivered water to the early earth.

Water ice in the form of interstellar grains may have played an important role in
prebiotic chemistry. These tiny particles permeate the interstellar medium, where
they gather carbonaceous and silicate material and absorb ultraviolet radiation.
Complex chemical processes on their surfaces produce a large variety of organic
substances for possible later delivery to planets.

As a final example of new discoveries being made about water’s remarkable
properties, consider the work of Kolesnikov et al. (2004), who have experimented
with water confined to carbon nanotubes and found some highly unusual behavior
that might be important for plant osmosis and the transport of protons across cell
membranes. If these expectations are confirmed, it would be worthwhile to elucidate
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the quantum mechanics (QM) of this configuration to determine how sensitively
the said properties would depend on the electron and nuclear masses or the fine-
structure constant.

Biogenesis: a damned close-run thing?

Another area of research that has received a great deal of attention since Henderson’s
book was published is biogenesis, the problem of how life started from non-life in
the first place. In discussing the fitness of the environment for life, Henderson was
largely silent on the process of how life began — that is, the pathway whereby lifeless
chemicals assembled themselves into the first living cell. It is one thing for the envi-
ronment to be surprisingly fit for life, quite another for it to be fit for the emergence
of life. This “fitness of the incubator” is a largely unexplored area, for a very good
reason: we have almost no idea how life did originate (Davies, 2003). If we knew the
intricate chemical and physical pathway, we could determine just how critically the
key steps depended on this or that property. We could theoretically vary some of
the parameters (such as the mass of the electron) and calculate what effect it had
on biogenesis. It is easy to imagine that the emergence of life depended on some
felicitous combination of chemical properties that relied sensitively on the mass of
the electron (say). But it is equally easy to imagine that the special type of organized
complexity that represents life is robust enough to emerge under a wide range of con-
ditions. In the absence of a plausible model for biogenesis, we simply do not know.

Itis, however, possible to offer some general remarks on the matter of fine-tuning
and biogenesis. As I have discussed in the previous section, life today is extremely
resilient, able to exist across a wide range of conditions of pressure, temperature,
pH, salinity, and even radiation exposure. The overriding restriction seems to be the
presence of liquid water. However, life on earth has had 4 billion years to evolve
specialized molecules and chemical procedures to optimize its performance and
extend its environmental range. The first life forms are likely to have been much
more at the mercy of a hostile environment, including a “fitness bottleneck” through
which the system had to pass before its longevity was ensured. We do not know
what this physical and chemical bottleneck was, but substantial fine-tuning may
have been required for all the factors to work together. In itself, this is not a radical
suggestion. The emergence of anything new requires a regime that is metastable,
so that significant qualitative changes may take place. A physically and chemically
stable system is, by definition, one in which nothing new is likely to happen. But
a metastable system is also one that is likely to be compromised by changes in the
fundamental physical parameters.

Let me give an example of what I have in mind. We now have good evidence
that early life on earth was hyperthermophilic, consisting of microbes dwelling in



108 Paul C. W. Davies

high-temperature conditions (Davies, 2003). Sequence analysis of ribosomal RNA
enables organisms to be located on the tree of life, and the trend seems to be that
the deepest branches of the tree are occupied by hyperthermophiles, suggesting
that these organisms are descendants of ancient life forms that evolved relatively
little since the dawn of life (Brock and Goode, 1996). Furthermore, from what is
known of the geological conditions of the early earth, our planet would have been
subjected to a ferocious cosmic bombardment for about 700 million years after
the formation of the solar system. This would have rendered the surface of the
earth very hazardous for life: the largest impacting objects would have released
enough energy to swathe the planet in incandescent rock vapor and boil the oceans
dry (Sleep et al., 1989; Maher and Stephenson, 1988). The safest location was a
number of kilometers underground. Today, earth’s crust is found to be teeming
with microbes. Because temperature increases with depth, subsurface microbes are
obligate thermophiles or hyperthermophiles. This too points to early life residing
in a hot, deep location.

It is not possible to conclude from this, however, that life actually started in a
hot, deep setting. Nevertheless, many astrobiologists believe that this is a plausi-
ble scenario. If they are right, then we may identify a temperature bottleneck for
biogenesis. Above 100 °C, the stability of proteins and DNA is threatened with
thermal disruption. Indeed, modern hyperthermophiles deploy customized heat
shock enzymes that continually repair the thermal damage. So, on the one hand,
the evidence points to a high-temperature setting for early life; on the other hand,
modern life survives at high temperatures by using specialized molecules that have
evolved over billions of years. If the first life forms had to get by without these
specialized molecules, their viability would have been a damned close-run thing, to
paraphrase the Duke of Wellington. So I am hypothesizing that life emerged from
the edge of thermal disruption, using molecules and chemical processes that were
only marginally stable in those conditions. Such a regime is likely to be sensitive to
changes in parameters such as the fine-structure constant and particle masses, and
once again a careful analysis would seem to be worthwhile.

A second, albeit even more speculative, possibility of fine-tuning in biogene-
sis concerns the role of quantum mechanics. Obviously, at some level life must
receive a quantum mechanical description. However, most researchers think of
biochemical processes in terms of classical ball-and-stick models. To be sure,
quantum mechanics determines the shapes and chemical affinities of biologi-
cal molecules; but additional quantum effects, such as superposition, entangle-
ment, and tunneling, are not normally regarded as significant. But this point of
view may be questioned (Davies, 2004). Some circumstantial evidence exists for
non-trivial quantum effects in extant biology (Abbot, Davies and Pati, 2008).
Regarding biogenesis, if life emerged from the molecular realm, then it per-
force emerged from the quantum realm. Two possibilities then present themselves:
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(1) that quantum uncertainty was a limiting factor and (2) that a prebiotic system
exploited quantum effects in making the transition to life.

Consider each possibility in turn. If life is defined as a form of organized com-
plexity, then quantum fluctuations place constraints on the fidelity of organiza-
tional processes. For example, complex molecular processes that demand fine-tuned
choreography of the component parts are subject to the inherent limitations that
apply to quantum timekeeping (Pesi¢, 1993). If the emergence of life was indeed a
close-run thing, then the probability of biogenesis may be sensitive to any relative
increase in quantum fluctuations. The second possibility is that the transition to life
involved certain key quantum steps, such as resonant reactions or tunneling, that
are highly sensitive to small changes in the heights and shapes of potential barriers,
which in turn depend (to some extent) on the fine-structure constant and particle
masses.

The role of catalysts in biogenesis is likely to have been absolutely critical.
Biochemists have long suspected that catalytic surfaces, especially minerals such
as clay crystals or the pores of ocean basalt, were crucial in assembling com-
plex organic molecules. The building blocks of these molecules are adsorbed onto
the surfaces and brought into conjunction, thereby facilitating their concatenation.
Some researchers, such as Kauffman (1993) and Morowitz et al. (2000), envisage
autocatalytic cycles (in three dimensions), in which the products of catalysis gen-
erate more of the catalyst, forming a self-organizing system leading eventually to
life. The citric-acid cycle, which forms the basis of intermediary metabolism, is a
possible candidate for a prebiotic self-organizing system. This cycle is already quite
complicated, involving some dozens of different molecules, and the question arises
as to how sensitive the stability of this cycle would be to changes in the fine-structure
constant and particle masses. It is possible that this cycle of highly interdependent
processes hangs together only as a result of some felicitous coincidences in the
reaction and diffusion rates of different substances.

Henderson’s legacy

Henderson could scarcely have imagined that a few decades after he wrote his book,
“the environment” for life would consist (at least in some people’s eyes) not just of
the earth, or even the solar system, or even the universe, but of a vast assemblage
of universes. Given that we may now entertain the possibility of alternative laws
in neighboring universes, and anthropic selection of fitness “oases” within the
multiverse, how may the overall significance of Henderson’s fitness examples be
assessed?

I should first like to introduce a distinction between two quite different forms
of fitness that are often conflated in these discussions. The first concerns cases
where, had the laws of physics differed slightly from their observed form, life
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would apparently have been impossible. I will not review here the many examples
of this argument.” The second has to do with the felicitous conjunction of dis-
parate biofriendly properties, of which the most famous example — made famous
by Henderson — is water. It happens that water combines in one substance several
key qualities (thermal, mechanical, chemical) that life exploits and indeed that are
indispensable to life as we know it. What are we to make of this? Is it just a lucky
fluke that the same stuff that has an anomalous expansion property when it freezes
(enabling ice to float) also has superlative solvent properties or unusually high
surface tension and/or efficient tectonic lubrication qualities, for example?

Viewed in a multiverse context, we may imagine a world in which, say, the
mass of the electron is different. This would have a knock-on effect on all the
above properties: N of them, say. Thus, as the mass changes, these properties
cease to assume biofriendly values. So on the face of it, we may invoke a standard
multiverse/anthropic explanation for why water is biofriendly. But this is a bit of a
cheat. We still need to explain why any values for the electron mass exist in which
all N of the key properties realize their biofriendly values simultaneously. My point
is that the said N qualities are not independent, but interrelated through physics and
chemistry. You can’t change each of them in isolation without changing the others.
So we are left with the mystery of why any universe in the multiverse contains any
fluid that enjoys, in conjunction, all the properties needed for life.

Perhaps we can entertain a naturalistic explanation along the following lines.
Parameters other than the mass of the electron may affect the properties of water.
The mass of the proton and the neutron, hence the masses of hydrogen and oxy-
gen, will affect the density and viscosity of water. The fine-structure constant will
affect the strengths of chemical bonds. One could envisage these parameters being
independently varied. Within the four-dimensional parameter space, one or more
regions may then exist where most of the N key properties take biofriendly values.
Barrow has pointed out (see Chapter 8, this volume) that simultaneously scaling
the fine-structure constant and the product of the mass and charge of the elec-
tron leaves the non-relativistic Schrédinger equation invariant, implying no change
in those properties of water that do not depend on relativistic effects. Therefore,
one should envisage a large two-dimensional subspace of the parameter space as
being biofriendly. Including the nuclear masses, however, breaks the invariance. A
research program along these lines — to find out whether other regions exist of the
larger-parameter space in which water possesses appropriate qualities — might be
worthwhile.

This proposal is predicated on the assumption that one is free to vary the fore-
going parameters independently. This may be unwarranted. A future unified theory

3 See, for example, Barrow and Tipler (1986).
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might well tie together quantities such as the masses of particles and the forces of
interaction. In some envisaged unification schemes, all such parameters would be
fixed by the final theory, leaving no freedom to vary them independently, apart from
an overall scale factor (Greene, 2000). A good way to think about this point is to
imagine a multidimensional parameter space, with each axis labeled by the masses
of the fundamental particles, the coupling constants, and so forth. Suppose it has
M dimensions, where M might be 30 or so. Each dimension will come with an asso-
ciated biofriendly range of values. Obviously, in our universe all such biofriendly
intervals intersect in a biofriendly M-dimensional volume, a region of parameter
space where all life-permitting values occur simultaneously. Now suppose that the
parameters are not all independent, but linked by an underlying theory. If the theory
connects two parameters, it can be represented by a (generally curved) line in the
two-dimensional subspace of the M-dimensional parameter space. This line had
better intersect the biofriendly volume or the theory would be inconsistent with our
existence. Continuing in this manner, a final theory that contained no free param-
eters would be a curve in the M-dimensional space that would pass through the
biofriendly volume. This curve would define a particular multiverse model, being
the ensemble of universes corresponding to the points on the curve. A different
curve would define a different multiverse model characterized by a different final
theory.

What would one then make of cosmic biofriendliness? One could appeal to the
multiverse and anthropic selection to explain why our universe was positioned at
a felicitous point along the curve, namely, a point that lies within the biofriendly
volume. But it would still be a matter of some amazement that this curve obligingly
intersected the key (and possibly very small) region of the M-dimensional parameter
space in which all the physical parameters assumed their biofriendly values in
conjunction. Note that a different final theory would lead to a different curve, one
that in general would not intersect the biofriendly volume. So we seem to have
merely shifted the problem up one level, changing the question from Why this
universe? to Why this multiverse? Unless, of course, it could be demonstrated that
only one final theory is logically possible (a most unlikely prospect, in my opinion).
So, here we have the cosmic equivalent of the Henderson water problem: the happy
and amazing conjunction of disparate but individually vital properties manifested
in one system.

The project that Henderson began nearly a century ago suggested a deep link
between life and the universe. Henderson’s central idea — that the physical universe
is intriguingly biofriendly — has endured through the revolutions in cosmology,
physics, molecular biology, and astrobiology that followed in the decades after
his work was published. Given these spectacular advances, one sees considerable
scope for extending Henderson’s ideas about water specifically, and the fitness
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of the universe more generally, to include the latest thinking in astrobiology and
cosmology. The areas of biochemistry and molecular biology are almost entirely
unexplored in this context, and incorporating them into this project could prove
exceedingly rewarding.
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7

The interconnections between cosmology
and life

Mario Livio

Four basic observations

Progress in cosmology in the past few decades has also led to new insights into the

global question of the emergence of intelligent life in the universe. I am referring

not to discoveries that are related to very localized regions, such as the detection of
200 extrasolar planetary systems (at the time of writing'), but rather to properties
of the universe at large.

In order to set the stage properly for the topics that follow, I would like to start by

presenting four observations with which essentially all astronomers agree. These
four observations define the cosmological context of our universe and form the
basis for any theoretical discussion.

1.

Ever since the observations of Vesto Slipher in 1912-22 (Slipher, 1917) and Edwin
Hubble (1929), we have known that the spectra of distant galaxies are red shifted.

. Observations with the Cosmic Background Explorer (COBE) have shown that, to a

precision of better than 10~4, the cosmic microwave background (CMB) is thermal,
with a temperature of 2.73 K (Mather et al., 1994).

. Light elements, such as deuterium and helium, have been synthesized in a high-

temperature phase in the past (see, for example, Gamow, 1946; Alpher et al., 1948;
Hoyle and Tayler, 1964; Peebles, 1966; Wagoner et al., 1967).

. Deep observations, such as the Hubble Deep Field, and the Hubble Ultra Deep Field, have

shown that galaxies in the distant universe look younger. Specifically, they are smaller
(see, for example, Roche et al., 1996; Ferguson et al., 2004), and they have a higher
fraction of irregular morphologies (see, for example, Abraham et al., 1996). This is what
one would expect from a higher rate of interactions and from the “building blocks” of
today’s galaxies.

I See http://en.wikipedia.org/wiki/Extrasolar_planet.
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When the above four basic observational facts are combined and considered
together, there is no escape from the conclusion that our universe is expanding
and cooling. This conclusion is entirely consistent with the Hot Big Bang model.
Sometimes, we hear the stronger statement that these observations “prove” that
there was a Hot Big Bang. However, the scientific method does not truly produce
“proofs” in the mathematical sense.

During the past decade, deep and/or special-purpose observations with a variety
of ground-based and space-based observatories have advanced our understanding
of the history of the universe far beyond the mere theory that a Big Bang occurred
(see, for example, the determination of cosmological parameters by the Wilkinson
Microwave Anisotropy Probe [WMAP]) (Spergel et al., 2003). In particular, in
spite of uncertainties that still exist, remarkable progress has been achieved in the
understanding of cosmic star-formation history.

By using different observational tracers (e.g. the UV luminosity density) of star
formation in high-redshift galaxies, tentative plots for the star formation rate (SFR)
as a function of redshift have been produced (see, for example, Lilly et al., 1996;
Madau et al., 1996; Steidel et al., 1999; Giavalisco et al., 2004; Stanway et al.,
2003). There is little doubt that the SFR rises from the present to about z ~ 1. What
happens in the redshift range z & 1-6 is still somewhat controversial. Whereas some
studies suggest that the SFR reaches a peak at z &~ 1-2 and then declines slightly
toward higher redshifts (see, for example, Steidel et al., 1999) or maybe even more
than slightly (Stanway et al., 2003) or stays fairly flat up to z & 5 (see, for example,
Calzetti and Heckman, 1999; Pei et al., 1999), others claim, more speculatively, that
the SFR continues to rise to z ~ 8 (Lanzetta ef al., 2002). The last claim is based on
the suggestion that previous studies had failed to account for the dimming effects
of surface brightness, but it is not clear whether such a claim can be substantiated
(see, for example, Giavalisco et al., 2004). For my present purposes, however, it
is sufficient that the history of the global SFR is on the verge of being determined
(if it has not been determined already). A knowledge of the SFR as a function of
redshift allows for meaningful constraints to be placed on the global emergence of
carbon-based life for the first time.

Carbon-based life in the universe

The main contributors of carbon to the interstellar medium are intermediate-mass
(1-8 M) stars (see, for example, Wood, 1981; Yungelson et al., 1993; Timmes
et al., 1995) through the asymptotic giant branch and planetary nebulae phases.
A knowledge of the cosmic SFR history, together with a knowledge of the initial
stellar mass function (presently still uncertain for high redshift), therefore allows
for an approximate calculation of the rate of carbon production as a function of
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redshift (see, for example, Livio, 1999). For a peaked SFR, of the type obtained
by Madau et al. (1996), for instance, the peak in the carbon production rate is
somewhat delayed (by <1 billion years) with respect to the SFR peak. The decline
in the carbon production rate is also shallower for z < 1 (than the decline in the
SFR) because of the buildup of a stellar reservoir in the earlier epochs.

Assuming a “principle of mediocrity,” one would expect the emergence of most
carbon-based life in the universe to be perhaps not too far from the peak in the
carbon production rate — around z & 1 (for a peak in the SFR at z &~ 1-2; other
considerations, related to the production of radioactive elements, lead to similar
conclusions [see, for example, Hogan, 2000]). As the timescale required to develop
intelligent civilizations may be within a factor of 2 of the lifetime of F5 to mid-K
stars (the ones possessing continuously habitable zones; see Kasting et al. [1993]
and further discussion below), it can be expected that intelligent civilizations have
emerged when the universe was =0 Gyr old. A younger emergence age may be
obtained if the SFR does not decline atredshifts 1.2 < z << 8. The fact that statements
about the time of emergence of life in the universe can even be made attests to the
immense progress in observational cosmology.

Carbon features in most anthropic arguments. In particular, it is often argued that
the existence of an excited state of the carbon nucleus (the 0; state) is amanifestation
of fine-tuning of the constants of nature, which allowed for the appearance of
carbon-based life.

Carbon is formed through the triple-« process in two steps. First, two « particles
form the unstable (lifetime ¢. 107'° s) 8Be. Second, a third « particle is captured
via ®Be(a, )'?C. Hoyle argued that, in order for the 3o reaction to proceed at a
rate sufficient to produce the observed cosmic carbon, a resonant level must exist
in 2C, a few hundred keV above the ®Be + *He threshold; such a level was indeed
found experimentally (Dunbar et al., 1953; Hoyle et al., 1953; Cook et al., 1957).

The question of how fine-tuned this level needs to be for the existence of carbon-
based life has been the subject of considerable research. The most recent work on
this topic was done by Oberhummer and collaborators (see, for example, Ober-
hummer et al., 2000; Csété et al., 2001; Schlattl er al., 2004). These authors used
a model that treats the '>C nucleus as a system of 12 interacting nucleons, with the
approximate resonant reaction rate

3
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Here M, and N, are the mass and number density of « particles, respectively, &
is the resonance energy (in the center-of-mass frame), I'), is the relative width,
and all other symbols have their usual meaning. These authors also introduced
small variations in the strengths of the nucleon—nucleon interaction and in the
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fine-structure constant (affecting £ and I',, ) and calculated stellar models using the
modified rates. In their initial work, Oberhummer et al. (2000) concluded that a
change of more than 0.5% in the strength of the strong interaction or more than
4% in the strength of the electromagnetic interaction would result in essentially no
production of carbon or oxygen (considering the >C(x, y)'°0 and '®O(«, y)*°Ne
reactions) in any star. More specifically, a decrease in the strong-interaction strength
by 0.5%, coupled with an increase in the fine-structure constant by 4%, resulted in
adecrease in the carbon production by a factor of a few tens in 20 M, stars and by a
factor of ¢. 100 in 1.3 M, stars. Taken at face value, this seemed to support anthropic
claims for the extreme fine-tuning necessary for the emergence of carbon-based
life.

Earlier calculations by Livio et al. (1989) indicated less impressive fine-tuning.
They showed that shifting (artificially) the energy of the carbon resonant state by up
to 0.06 MeV does not result in a significant reduction in the production of carbon.
As this 0.06 MeV should be compared with the difference between the resonance
energy in '2C and the 3« threshold (calculated with the basic nucleon—nucleon
interaction), it was not obvious that a particularly fantastic fine-tuning was required.
Most recently, however, Schlattl et al. (2004) reinvestigated the dependence of
carbon and oxygen production in stars on the 3« rate. These authors found that
following the entire stellar evolution was crucial. They concluded that in massive
stars C and O production strongly depends on the initial mass. In intermediate- and
low-mass stars, Schlattl ef al. found that the high carbon production during He shell
flashes leads to a lower sensitivity of the C and O production to the 3« rate than
inferred by Oberhummer et al. (2000). Schlattl et al. (2004) concluded by saying
that “fine-tuning with respect to the obtained carbon and oxygen abundance is more
complicated and far less spectacular” than that found by Oberhummer et al. (2000).

The nature of dark energy

In 1998, two teams of astronomers, working independently, presented evidence
that the expansion of the universe is accelerating (Riess et al., 1998; Perlmutter
et al., 1999). The evidence was based primarily on the unexpected faintness (by
c. 0.25 mag) of distant (z & 0.5) Type la supernovas compared with their expected
brightness in a universe decelerating under its own gravity. The results favored
values of €2, &~ 0.3 and 2 ~ 0.7 for matter and “dark energy” density parameters,
respectively. Subsequent observations of the supernova SN 1997ff, at the redshift
of z ~1.7, strengthened the conclusion of an accelerating universe (Riess et al.,
2001). This supernova appeared brighter relative to SNe in a coasting universe, as
expected from the fact that at z &~ 1.7 a universe with ,, & 0.3 and Q2 =~ 0.7 would
still be in its decelerating phase. The observations of SN 1997ff do not support any
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alternative interpretation (such as dust extinction or evolutionary effects) in which
supernovas are expected to dim monotonically with redshift. Measurements of the
power spectrum of the CMB (see, for example, Abroe et al., 2002; de Bernardis
etal.,2002; Netterfield et al., 2002; and, most recently, the WMAP results, Bennett
et al., 2003) provide strong evidence for flatness (£2,, + 24 = 1). When combined
with estimates of €2,, based on mass-to-light ratios, X-ray temperatures of intra-
cluster gas, and dynamics of clusters (all of which give €2,, < 0.3; see, for example,
Strauss and Willick, 1995; Carlberg et al., 1996; Bahcall et al., 2000), again a value
of Q4 ~ 0.7 is obtained.
Arguably, the two greatest puzzles that physics faces today are:

1. What is the nature of dark energy, and why is its density, p,, so small, but not zero? (Or,
why does the vacuum energy gravitate so little?)
2. Why now? Namely, why do we find at present that Q5 ~ 2,,?

The first question reflects the fact that taking graviton energies up to the Planck
scale, M p, would produce a dark-energy density roughly of the order of

pa ~ Mp ~ (10" GeV)* (7.2)

which misses the observed one, py ~ (1073 eV)?, by more than 120 orders of
magnitude. Even if the energy density in fluctuations in the gravitational field is
taken only up to the supersymmetry-breaking scale, Msysy, we still miss the mark by
a factor of 60 orders of magnitude because py ~ M gUSY ~ (1 TeV)*. Interestingly,
ascale My ~ (Msusy/Mp)Msusy produces the right order of magnitude. However,
although a few attempts in this direction have been made (see, for example, Arkani-
Hamed et al., 2000), no satisfactory model that naturally produces this scale has
been developed.

The second question is related to the anti-Copernican fact that 2, may be asso-
ciated with a cosmological constant, while €2,, declines continuously (and, in any
case, pp may be expected to have a time behavior different from that of p,,), and
yet the first time that we are able to measure both reliably we find that they are of
the same order of magnitude.

The attempts to solve these problems fall into three general categories:

1. The behavior of “quintessence” fields
2. Alternative theories of gravity
3. Anthropic considerations

Attempts of the first type have concentrated in particular on “tracker” solutions
(see, for example, Zlatev et al., 1998; Albrecht and Skordis, 2002) in which the
smallness of €2, is a direct consequence of the universe’s old age. Generally, a
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uniform scalar field, ¢, is taken to evolve according to

¢+3Hp+V'($)=0 (7.3)
where V/(¢) = i’z—g and H is the Hubble parameter. The energy density of the scalar
field is given by

Py = %qﬁz +V(9) (74)
and that of matter and radiation, p,,, by
pm = —3H(pm + Pp) (7.5)
where P, is the pressure. For a potential of the form
Vig)=¢ M (7.6)

where o> 0 and M is an adjustable constant (M < Mp), and a field that is initially
much smaller than the Planck mass, one obtains a solution in which a transition
occurs from an early p,,-dominance to a late ps-dominance (with no need to fine-
tune the initial conditions). Nevertheless, for the condition pg ~ p,, to actually be
satisfied at present requires (Weinberg, 2001) that the parameter M satisfy

MY ~ 8rG) TP HS (7.7)

which is not easily explicable.

In order to overcome this problem, some quintessence models choose potentials
in which the universe has periodically been accelerating in the past (see, for example,
Dodelson et al., 2000) so that dark energy’s dominance today appears naturally.

A very different approach regards the accelerating expansion not as being pro-
pelled by dark energy, but rather as being the result of a modified gravity. For exam-
ple, models have been developed (Deffayet et al., 2002) in which ordinary particles
are localized on a three-dimensional surface (3-brane) embedded in infinite-volume
extra dimensions to which gravity can spread. The model is constructed in such a
way that observers on the brane discover Newtonian gravity (four-dimensional) at
distances that are shorter than a crossover scale, r., which can be of astronomical
size. In one version, the Friedmann equation is replaced by

2
H* + £ Py ! + ! (7.8)
—_— = —_— — e —— .
a? 3M3 - 4r? 2r2

c

where p is the total energy density, a is the scale factor, and e = %1.

In this case, the dynamics of gravity are governed by whether p/M3 is larger or
smaller than 1/r2. Choosing r. ~ H; ! preserves the usual cosmological results.
At large cosmic distances, however, gravity spreads into extra dimensions (the
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force law becomes five-dimensional) and becomes weaker, directly affecting the
cosmic expansion. Basically, at late times, the model has a self-accelerating cos-
mological branch with H = 1/r, (to leading order Equation 7.8 can be parameter-
ized as H?> — H/r. >~ p/3M3). Interestingly, it has recently been suggested that
the viability of these models can be tested by lunar ranging experiments (Dvali
etal.,2003).1should also note that the early WMAP results indicated an intriguing
lack of correlated signal on angular scales greater than 60 degrees (Spergel et al.,
2003), reinforcing the low quadrupole seen already in COBE results. One possible,
although at this stage very speculative, interpretation of these results is that they
signal the breakdown of conventional gravity on large scales.

A third class of proposed solutions to the dark-energy problem relies on anthropic
selection effects, and therefore on the existence of intelligent life in our universe.
The basic premise of this approach is that some of the constants of nature are actually
random variables, whose range of values and a priori probabilities are nevertheless
determined by the laws of physics. The observed Big Bang, in this picture, is simply
one member of an ensemble. It is further assumed that a “principle of mediocrity”
applies; namely, we can expect to observe the most probable values (Vilenkin,
1995). Using this approach, Garriga et al. (2000; following the original idea of
Weinberg, 1987) were able to show that, when the cosmological constant A is the
only variable parameter, the order of magnitude coincidence fy & 5 X t; (where
to is the present time, ¢, is the time at which 2, starts to dominate, and 7 is the
time when giant galaxies were assembled) finds a natural explanation (see also
Bludman, 2000).

Qualitatively, the argument works as follows.

In a geometrically flat universe with a cosmological constant, gravitational clus-
tering can no longer occur after redshift (1 +z,) = (pa/ Pmo)? (Where p,0 is
the present matter density). Therefore, requiring that p, does not dominate before
redshift z,., at which the earliest galaxies formed, requires (see, for example,
Weinberg, 1987)

oa < (14 Zmax) omo (7.9)

One can expect the a priori (independent of observers) probability distribution
P(p ») to vary on some characteristic scale, Ap, & n*, determined by the underlying
physics. Irrespective of whether 7 is determined by the Planck scale (c. 10'8 GeV),
the grand unification scale (c. 10'® GeV) or the electroweak scale (c. 10> GeV),
Ap, exceeds the anthropically allowed range of p, (Equation 7.9) by so many
orders of magnitude that it looks reasonable to assume that

P(pa) = const, (7.10)
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over the range of interest. Garriga and Vilenkin (2001) and Weinberg (2001) have
shown that this assumption is satisfied by a broad class of models, even though not
automatically. With a flat distribution, a value of p, picked randomly (and which
may characterize a “pocket” universe) from aninterval | pp | < pi** will, withahigh
probability, be on the order of pi**. The principle of mediocrity, however, means
that we should observe a value of p, that maximizes the number of galaxies. This
suggests that we should observe the largest value of p, that is still consistent with
a substantial fraction of matter having collapsed into galaxies: in other words, 75
~ tg, as observed. Above, I argued that the appearance of carbon-based life may
be associated roughly with the peak in the star formation rate, fspg. The “present
time,” ¢y, is not much different (in that it takes only a fraction of a stellar lifetime to
develop intelligent life), hence ty = fspr. Finally, hierarchical structure-formation
models suggest that vigorous star formation is closely associated with the formation
of galactic-size objects (see, for example, Baugh et al., 1998; Fukugita et al., 1998).
Therefore, t; ~ tsrr, and we obtain 1y X 15 ~ 1,.

Garriga et al. (2000) further expanded their discussion to treat not just A, but
also the density contrast at recombination, o, as a random variable (see also
Tegmark and Rees, 1998). The galaxy formation in this case is spread over a
much wider time interval, and proper account has to be taken of the fact that the
cooling of protogalactic clouds collapsing at very late times is too slow for efficient
fragmentation and star formation (fragmentation occurs if the cooling timescale is
shorter than the collapse timescale, T¢ool < Tgray). Assuming an a priori probability
distribution of the form

P(0rec) ™~ Opee (7.11)

Garriga et al. found that “mediocre” observers will detect oy ~ 1074, 1, ®tg ~
tA ® fep, as observed, if o > 3 (here the “cooling boundary” ., is the time after
which fragmentation is suppressed).

Other anthropic explanations for the value of the cosmological constant and the
“why now?” problem have been suggested in the context of maximally extended
(N = 8) supergravity (Kallosh and Linde, 2003; Linde, 2003). In particular, the
former authors found that the universe can have a suffciently long lifetime only if
the scalar field satisfies initially |¢| < Mp and if the value of the potential V(0),
which plays the role of the cosmological constant, does not exceed the critical
density py ~ IO_IZOMf,.

Personally, I feel that anthropic explanations to the dark-energy problem should
be regarded as the last resort, only after all attempts to find explanations based
on first principles have been exhausted and failed. Nevertheless, the anthropic
explanation may prove to be the correct one, if our understanding of what is truly
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fundamental is lacking. A historical example can help to clarify this last statement.
Johannes Kepler (1571-1630) was obsessed by the following two questions:

1. Why were there precisely six planets? (Only Mercury, Venus, Earth, Mars, Jupiter, and
Saturn were known at his time.)
2. What was it that determined that the planetary orbits would be spaced as they are?

The first thing to realize is that these “why” and “what” questions were a novelty
in the astronomical vocabulary. Astronomers before Kepler were usually satisfied
with simply recording the observed positions of the planets; Kepler was seeking a
theoretical explanation. Kepler finally came up with preposterously fantastic (and
absolutely wrong) answers to his two questions in Mysterium cosmographicum,
published in 1597. He suggested that the reason for there being six planets is that
there are precisely five Platonic solids. Taken as boundaries (with an outer spher-
ical boundary corresponding to the fixed stars), the solids create six spacings. By
choosing a particular order for the solids to be embedded in one another, with
earth separating the solids that can stand upright (cube, tetrahedron, and dodecahe-
dron) from those that “float” (octahedron and icosahedron), Kepler claimed to have
explained the sizes of the orbits as well (the spacings agreed with observations to
within 10%).

Today, we recognize the main problem with Kepler’s model: Kepler did not
understand that neither the number of planets nor their spacings are fundamental
quantities that need to have an explanation from first principles. Rather, both are
the result of historical accidents in the solar protoplanetary disk. Still, it is perfectly
legitimate to give an anthropic “explanation” for earth’s orbital radius. If that orbit
were not in the continuously habitable zone around the sun (Kasting et al., 1993),
we would not be here to ask the question.

It is difficult to admit it, but our current model for the composition of the
universe — c¢. 74% dark energy, c¢. 22% cold dark matter, c. 4% baryonic mat-
ter, and maybe c. 0.5% neutrinos — appears no less preposterous than Kepler’s
model. Although some version of string (or M-) theories may eventually provide a
first-principles explanation for all of these values, it is also possible, in my opinion,
that these individual values are in fact not fundamental, but accidental. Maybe the
only fundamental property is the fact that all the energy densities add up to pro-
duce a geometrically flat universe, as predicted by inflation (Guth, 1981; Hawking,
1982; Steinhardt and Turner, 1984) and confirmed by WMAP (Spergel et al., 2003).
Clearly, for any anthropic explanation of the value of €2, to be meaningful at all,
even in principle, one requires the existence of a large ensemble of universes,
with different values of Q2. That this requirement may actually be fulfilled is
precisely one of the consequences of the concept of “eternal inflation” (Stein-
hardt, 1983; Vilenkin, 1983; Linde, 1986; Goncharov et al., 1987; Linde, 2003).
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In most inflationary models, the timescale associated with the expansion is much
shorter than the decay timescale of the false-vacuum phase, Teyxp < Tgec. Conse-
quently, the emergence of a fractal structure of “pocket universes” surrounded by
false-vacuum material is almost inevitable (Garcia-Bellido and Linde, 1995; Guth,
2001; for a different view, see, for example, Bucher et al., 1995; Turok, 2001).This
ensemble of pocket universes may serve as the basis on which anthropic argu-
mentation can be constructed (even though the definition of probabilities on this
infinite set is non-trivial; see, for example, Linde et al., 1995; Vilenkin, 1998).
Furthermore, the construction of de Sitter vacua of supergravity in string theory
has shown that the number of possible solutions is extraordinarily large (Kachru
et al., 2003), again indicating the possible existence of an ensemble of universes
(a “landscape”).

Is the fine-structure constant varying with time?

Another recent finding, which, if confirmed, may have implications for the emer-
gence of life in the universe, is that of the cosmological evolution of the fine-structure
constant ¢ = e> /he (Webb et al., 1999, 2001, and references therein). Needless to
say, life as we know it places significant anthropic constraints on the range of values
allowed for . For example, the requirement that the lifetime of the proton would be
longer than the main-sequence lifetime of stars results in an upper bound a<1/80
(Ellis and Nanopoulos, 1981; Barrow et al., 2002a). The claimed detection of time
variability was based on shifts in the rest wavelengths of redshifted UV resonance
transitions observed in quasar absorption systems. Basically, the dependence of
observed wave number at redshift z, w,, on o can be expressed as

w, = wy + aywy + arw; (7.12)

where a; and a, represent relativistic corrections for particular atomic masses and
electron configurations, and

2
W] = (“) —1 (7.13)
(&4
o 4
W) = <—) -1 (7.14)
Qo

Here o and o, represent the present-day and redshift z values of «, respectively. By
analyzing a multitude of absorption lines from many multiplets in different ions,
such as Fe II and Mg II transitions in 28 absorption systems (in the redshift range
0.5<z=<1.8),and Nill, Cr II, Zn II and Si IV transitions in some 40 absorption
systems (in the redshift range 1.8 < z < 3.5), Webb et al. (2001) concluded that «
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was smaller in the past. Their data suggested a 40 deviation

Ao -5
— =(-0.7240.18) x 10 (7.15)
o

o;—0g

over theredshiftrange 1.5 < z=< 3.5 (where Aa /o = w0 ). More recently, Murphy
et al. (2003) analyzed a total of 128 absorption systems over the redshift range
0.2 < z < 3.7 and obtained

Ax _s
— =(—0.574 £0.102) x 10 (7.16)
o

It should be noted, however, that the data are consistent with no variation for z <<
1, in agreement with many previous studies (see, for example, Bahcall et al., 1967;
Wolfe et al.,1976; Cowie and Songaila, 1995).

Murphy et al. (2001, 2003) conducted a comprehensive search for system-
atic effects that could potentially be responsible for the result (e.g. laboratory
wavelength errors, isotopic abundance effects, heliocentric corrections during the
quasar integration, line blending, and atmospheric dispersion). Although they
concluded that isotopic abundance evolution and atmospheric dispersion could
have an effect, this was in the direction of actually amplifying the variation in
o (to Aa/a = (—1.19 + 0.17) x 1073). The most recent results of Webb et al. are
not inconsistent with limits on « from the Oklo natural uranium fission reactor
(which was active 1.8 x10” years ago, corresponding to z ~ 0.1) and with con-
straints from experimental tests of the equivalence principle. The former suggests
Aa/a >~ (—0.4 £+ 1.4) x 1078 (Fujii et al., 2000), and the latter allows for a varia-
tion of the magnitude observed in the context of a general dynamical theory relating
variations of « to the electromagnetic fraction of the mass density in the universe
(Bekenstein, 1982; Livio and Stiavelli, 1998).

Before going any farther, I would like to note that what is desperately needed
right now is an independent confirmation (or refutation) of the results of Webb
et al. by other groups, through both additional (and preferably different) obser-
vations and independent analysis of the data. In this respect, it is important to
realize that the reliability of the SNe Ia results (concerning the accelerating uni-
verse) was enormously enhanced by the fact that two separate teams (the Supernova
Cosmology Project and the High-z Supernova Team) reached the same conclusion
independently, using different samples and different data analysis techniques. A
first small step in the direction of testing the variable « result came from measure-
ments of the CMB. A likelihood analysis of BOOMERanG and MAXIMA data,
allowing for the possibility of a time-varying o (which, in turn, affects the recom-
bination time), found that in general the data may prefer a smaller « in the past
(although the conclusion is not free of degeneracies) (Avelino et al., 2000; Battye
et al., 2001). A second, much more important step came through an extensive
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analysis using the nebular emission lines of [O III] 114959, 5007 A (Bahcall
et al., 2004). Bahcall et al. found Aa/a = (—2 £ 1.2) x 10~* (corresponding to
la~'dar/dr| < 1073 yr~!, which they consider to be a null result, given the preci-
sion of their method) for quasars in the redshift range 0.16 < z < 0.8.

Although this result is not formally inconsistent with the variation claimed by
Webb et al., the careful analysis of Bahcall et al. has cast some serious doubts on the
ability of the “many-multiplet” method employed by Webb and his collaborators
to actually reach the accuracy required to measure fractional variations in « at the
107 level. For example, Bahcall et al. have shown that, to achieve that precision,
one needs to assume that the velocity profiles of different ions in different clouds
are essentially the same to within 1 km s~!. In the most recent work, Chand et al.
(2004) observed 23 Mg II systems toward 18 QSOs in the redshift range 0.4 < z
< 2.3. The weighted mean value of variation in « they obtained was considerably
smaller than that claimed by Murphy et al. (2003). Chand et al. found Ao /o =
(—0.06 & 0.06) x 107>, Furthermore, in a separate study, Ashenfelter et al. (2004)
have shown that the synthesis of >>?Mg in low-metallicity asymptotic giant-branch
stars produces isotopic ratios that could explain the data from z < 1.8 without
invoking variations in the fine structure constant. However, even for extremely low
metallicity (inconsistent with that observed in the 0.4 < z < 2 redshift range), the
expected effect produced by the different isotopic ratios is smaller than the one
claimed by Murphy ef al. (2003). Clearly, much more work on this topic is needed.
I should also note right away that, in order not to be in conflict with the yield of
“He, |Aa/a| cannot exceed c. 2 x 1072 at the time of nucleosynthesis (see, for
example, Bergstrom et al., 1999).

On the theoretical side, simple cosmological models with a varying fine structure
constant have now been developed (see, for example, Sandvik et al., 2002; Barrow
etal.,2002b). They share some properties with Kaluza—Klein-type models in which
o varies at the same rate as the extra dimensions of space (see, for example, Damour
and Polyakov, 1994) and with varying-speed-of-light theories (see, for example,
Albrecht and Magueijo, 1999; Barrow and Magueijo, 2000).

The general equations describing a geometrically flat, homogeneous, isotropic,
variable-o universe (Bekenstein, 1982; Livio and Stiavelli, 1998; Sandvik et al.,
2002) are the Friedmann equation (with G = ¢ = 1)

LN\ 2 8
(g) = %[pm(1+|¢m|e—”)+pre—”+pw+pA] (7.17)

the evolution of the scalar field varying o (o« = exp(2¢) e% /hc)

. 2 ,,
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and the conservation equations for matter and radiation

om +3Hpy =0 (7.19)

Here, pu, pr, Py pa are the densities of matter, radiation, scalar field (%v?), and
vacuum, respectively; a(?) is the scale factor (H = a/a); w = hc/1? is the coupling
constant of the dynamic Langrangian (/ is a length scale of the theory); and &,, is
a dimensionless parameter that represents the fraction of mass in Coulomb energy
of an average nucleon compared with the free proton mass.

Equations 7.17-7.20 were solved numerically by Sandvik er al. (2002) and
Barrow et al. (2002b), assuming a negative value of the parameter &, /@, and the
results are interesting both from a purely cosmological point of view and from
the perspective of the emergence of life. First, the results are consistent both with
the claims of a varying o of Webb et al. (2001) (which, as I noted, badly need further
confirmation) and with the more secure, by now, observations of an accelerating
universe (Riess et al., 1998; Perlmutter et al., 1999; Spergel et al., 2003), while
complying with the geological and nucleosynthetic constraints. Second, Barrow
et al. (2002a,b) find that o« remains almost constant in the radiation-dominated era
and experiences a small logarithmic time increase during the matter-dominated era,
but approaches a constant value again in the A-dominated era. This behavior has
interesting anthropic consequences. The existence of a non-zero vacuum-energy
contribution is now required in this picture to dynamically stabilize the fine struc-
ture constant. In a universe with zero A, « would continue to grow in the matter-
dominated era to values that would make the emergence of life impossible (Barrow
etal.,2002a,b).

Clearly, the viability of all of the speculative ideas above relies at this point on
the confirmation or refutation of time-varying constants of nature. Most recently,
Barrow (2005) has shown that the isotropy of the microwave background imposes
very stringent bounds on spatial variations of physical constants.

How rare is extraterrestrial intelligent life?

With the discovery of ¢. 200 massive extrasolar planets (see, for example, Mayor
and Queloz, 1995; Marcy and Butler, 1996, 2000), the question of the potential
existence of extraterrestrial, galactic, intelligent life has certainly become more
intriguing than ever. This topic has attracted much attention and generated many
speculative (by necessity) probability estimates. Nevertheless, in a quite remark-
able paper, Carter (1983) concluded on the basis of the near-equality between the
lifetime of the sun, g, and the timescale of biological evolution on earth, #,, that
extraterrestrial intelligent civilizations are exceedingly rare in the galaxy. Most
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significantly, Carter’s conclusion is supposed to hold even if the conditions optimal
for the emergence of life are relatively common.

Let me reproduce here, very briefly, Carter’s argument. The basic, and very
crucial, assumption on which the argument is based is that the lifetime of a star, ¢,,
and the timescale of biological evolution on a planet around that star, ¢, (taken here,
for definiteness, to be the timescale for the appearance of complex land life) are a
priori entirely independent. In other words, the assumption is that land life appears
at some random time with respect to the main-sequence lifetime of the star. Under
this assumption, one expects that generally one of the two relations #, > ¢, and
t; < t, applies (the set where 7, ~ t, is of negligible measure for two independent
quantities). Let us examine each one of these possibilities. If generally t; < t,, itis
very difficult to understand why, in the first system found to contain complex land
life — the earth—sun system — the two timescales are nearly equal, ¢, = t,. If, on
the other hand, generally t, > t,, then clearly the first system we find must exhibit
ty ~ t, (because for ;, > t, complex land life would not have developed). Therefore,
one has to conclude that typically t, > t,, and that consequently, complex land life
will generally not develop; earth is an extremely rare exception.

Carter’s argument is quite powerful and not easily refutable. Its basic assumption
(the independence of #, and #,) appears on the face of it to be solid because ¢, is
determined primarily by nuclear burning reactions, whereas ¢, is determined by
biochemical reactions and the evolution of species. Nevertheless, the fact that the
star is the main energy source for biological evolution (light energy exceeds the
other sources by 2—3 orders of magnitude; see, for example, Deamer, 1997) already
implies that the two quantities are not completely independent.

Let me first take a purely mathematical approach and examine what it would take
for the condition #; & t, to be satisfied in the earth—sun system without implying
that extraterrestrial intelligent life is extremely rare. Imagine that ¢, and ¢, are not
independent, but rather that

to/te = f(ty) (7.21)
where f(t,) is some monotonically increasing function in the narrow range ¢™n
< t, < 1™ that allows the emergence of complex land life through the existence
of continuously habitable zones (corresponding to stellar spectral types F5 to mid-
K; Kasting et al., 1993). Note that for a Salpeter (1955) initial-mass function, the

distribution of stellar lifetimes behaves as

V(t) ~ 1, (7.22)

Consequently, if Relation 7.21 were to hold, it would in fact be most probable that
where we first encountered an intelligent civilization we would find that ¢, /¢, ~ 1,
as in the earth—sun system. In other words, if we could identify some processes
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that are likely to produce a monotonically increasing ¢,—t,/t, relation, then the near
equality of #, and ¢, in the earth—sun system would find a natural explanation, with
no implications whatsoever for the frequency of intelligent civilizations.

A few years ago, I proposed a simple toy model for how such a relation might
arise (Livio, 1999). The toy model was based on the assumption that the appearance
of land life has to await the buildup of a sufficient layer of protective ozone (Berkner
and Marshall, 1965; Hart, 1978) and on the fact that oxygen in a planet’s atmosphere
is released in the first phase from the dissociation of water (Hart, 1978; Levine
et al., 1979). Given that the duration of this phase is inversely proportional to
the intensity of radiation in the 1000-2000 A range, a relation between #; and ¢,
can be established. In fact, a simple calculation gave

te/te =~ 0.4(t,/tx)" (7.23)

precisely the type of monotonic relation needed.

I should be the first to point out that the toy model above is nothing more than
that: a toy model. It does point out, however, that, at the very least, establishing a
link between the biochemical and astrophysical timescales may not be impossible.
Clearly, the emergence of complex life on earth required many factors operating
together. These include processes that appear entirely accidental, such as the stabi-
lization of the earth’s tilt against chaotic evolution by the moon (see, for example,
Laskar et al., 1993). Nevertheless, we should not be so arrogant as to conclude
everything from the one example we know. The discovery of many “hot Jupiters”
(giant planets with orbital radii < 0.05 AU) has already demonstrated that the solar
system may not be typical. In particular, Jupiter is a significant outlier (at the 2.30
level) in the periastron distribution of all the extrasolar planets (Beer et al., 2004).
Although this could represent merely a selection effect (we should know within
5-10 years), the possibility exists that most of the observed extrasolar planetary
systems have been formed in a way rather different from our own. We should none
the less keep an open mind to the possibility that biological complexity may find
other paths to emerge, making various “accidents,” coincidences, and fine-tuning
unnecessary. In any case, the final scientific assessment on life in the universe will
probably come from biologists and observers — not from speculating theorists like
myself.
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Chemistry and sensitivity

John D. Barrow

Introduction

In recent years, there has been great interest among some particle physicists and
astronomers in assessing the dependence of the gross structure of the universe on
the values of its defining constants of nature. This agenda has been partly motivated
by the recognition that many of the most important structures in the universe, and
its most crucial evolutionary pathways over billions of years of cosmic history,
are surprisingly sensitive to the values of some of those constants. Since we lack
any fundamental understanding of why any of the constants of nature take the
values that they do, this state of affairs appears surprisingly fortuitous. It provokes
cosmologists to consider our observed universe in the context of a wider ensemble
of possible universes in which the laws of nature remain the same but the constants
of nature, or the boundary conditions that specify the overall expansion dynamics
of the universe, are allowed to change. In effect, a type of “stability” analysis is
performed to ascertain how large such changes in the structure of the universe and
its defining constants could be and still give rise to a recognizable universe.

These considerations have attracted renewed attention with the realization that
our universe may have a significant non-uniform structure in space, in which
the values of many of the quantities that we dub “constants” may in fact be
variable values of spacetime-dependent fields. Their values in their ground state will
be uniquely defined only if the ground state, or vacuum state, of the universe is
unique. However, from what we know of string theories at present, it appears that
there is a vast level of non-uniqueness about the vacuum state. String theory offers
a vast landscape of different low-energy worlds in which the gallery of fundamental
forces — their identities, multiplicity, and strengths — can fall out in many different
ways. Some of these will allow complexity to develop in the universe, but most will
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not. As a result, it is of considerable interest to study the extent to which observers
are possible in different vacua [1, 2], whether the fact that we observe three large
dimensions of space to exist in the universe is true everywhere, and whether the
dimensionality of space has a dynamical or random origin. Thus the different “uni-
verses” either can be realized at different places in a very large, or spatially infinite,
universe or can be different outcomes of a spontaneous symmetry-breaking process
in the quantum gravitational era of the universe’s evolution.

In assessing the likelihood that our universe arose from one of these string
theoretic scenarios, we have to ask what the probability is of our type of universe
arising from the subset of all possibilities that can permit living complexity to
develop, not merely the unconditioned probability of our universe arising as a
solution of the theory. Very similar considerations also arise in the context of the
chaotic and eternal inflationary universe scenarios [3]. There, the final state of the
fields that give rise to inflation can determine the values of some of the constants
of nature and the low-energy symmetry group that determines the forces of nature.
This final state can be different in different inflated regions of the universe, giving
rise to an effective spatial variation of the “constants.” Again, the challenge is to
find a rigorous method to compute the probability distribution of outcomes and
to determine the likelihood of “our” universe arising, as well as the probability of
“our” universe arising in the subset of life-supporting universes. Taking a modified
Copernican perspective, we ask whether we are typical among those universes in
which intelligent life could evolve and persist.

These investigations in cosmology have been discussed in some detail else-
where [4]. They have refocused attention on the sensitive aspects of the universe
as a life-supporting environment. This type of examination of the sensitivity of
the universe to the numerical values of its dimensionless constants and boundary
conditions is very familiar to astrophysicists, but it appears to be almost unknown
to chemists. Very few analyses of the sensitivity of life-supporting aspects of chem-
istry have been given by chemists in modern times (see, for example, [5]), although
some extensive analyses have been made by physicists [6] under the title of the
“anthropic principles.” In addition, wider considerations of how local geophysi-
cal and astronomical “coincidences” have been exploited by the evolution of life
are given by Ward and Brownlee under the banner of the “rare Earth hypothesis”
[7] and by Gonzalez and Richards [8] in a recent survey that encompasses many
aspects of solar system structure and geomorphology. In this chapter, and many of
the others in this volume, we investigate ways in which crucial chemical and bio-
chemical structures and mechanisms exhibit sensitivity to constants of nature and
ambient conditions. We are interested in those pathways that are important for the
origin and persistence of life. In addition to understanding the sensitivity of known
pathways, we hope that these studies will provoke consideration of alternative
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biochemistries or the ways in which standard chemistry might be changed by
unusual environments. For example, we have long appreciated that atomic and
molecular structure is significantly changed in the presence of very strong mag-
netic fields and are beginning to appreciate that the unique properties of water can
be significantly changed in thin films. In both these cases, atomic structures behave
as though the world possessed just two accessible dimensions of space.

We begin with a historical summary of previous investigations of the special fea-
tures of chemical structure by natural theologians of the eighteenth and nineteenth
centuries, together with the important contributions of Henderson early in the twen-
tieth century. We then describe some of the results of searching for fine-tunings in
physics and astronomy before turning to introduce some points of possible current
interest to chemists and biochemists.

Fine-tuning in history
Henderson

Lawrence J. Henderson, professor of chemistry at Harvard, wrote two books on
the fitness of chemical elements, molecules, and compounds for the existence and
functioning of the phenomenon that we call “life.” The first, The Fitness of the Envi-
ronment (1913) [9], is the inspiration for this volume. The other, less well known
volume, entitled The Order of Nature (1917) [10], contains a summary of the argu-
ments put forward in Fitness, together with a wider philosophical reflection on the
conclusions to be drawn from them. The discussions are remarkable in that they
predate quantum mechanics; however, they were by no means the first discussions
of the fitness of chemistry for life. See, for instance, Prout’s famous Bridgewater
Treatise, Chemistry, Meteorology and the Function of Digestion (1834) [11]. Or
see Religion and Chemistry (1880) by Josiah Cooke, a professor of chemistry and
mineralogy at Harvard [12]. Cooke’s work provoked further detailed discussions
of the life-supporting properties of water, carbonic acid, C, N, and O by Chad-
bourne in his Lectures on Natural Theology (1870) [13]. And these properties were
most magisterially addressed by Alfred Russel Wallace in his book Man’s Place
in the Universe (1903) [14]. Henderson’s studies were the broadest and deepest,
not superseded until Needham’s Order and Life was published in 1936 [15]. Yet,
despite their clear and compelling presentation, Henderson’s books attracted little
international attention at the time. J. S. Haldane briefly reviewed Henderson'’s sec-
ond book for Nature [16], but it was only his son J. B. S. Haldane who grasped
the significance of what Henderson was arguing and followed up with a number of
short papers of his own about the reasons for the form of the laws of nature and
the role of cosmological evolution in driving the pace of evolutionary change [17].
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They probably appeared a little too speculative because they exploited non-standard
cosmological models, with two timescales, advocated at the time by E. A. Milne.

Henderson’s analysis of the wonderful appropriateness of hydrogen, oxygen,
and carbon for the roles they play in biochemistry can be summarized by his claim
that [9]

No other element or group of elements possesses properties which on any account can be
compared with these. All such are deficient at many points, both qualitatively or quanti-
tatively. . . . The unique properties of water, carbonic acid, and the three elements con-
stitute, among the properties of matter, the fittest ensemble of characteristics for durable
mechanism.

Henderson was well aware that he was following in the footsteps of those who
had based an Argument from Design for the existence of God on the apparent
fine-tuning of nature’s structures and the forms of her laws. He even quotes from
William Whewell’s Bridgewater Treatise [18].

One suspects that the lack of contemporary interest in Henderson’s work might
have been because such ideas were closely associated with the teleological design
arguments of the past, which had been discredited by the emergence of natural
selection as a better explanation for biological fine-tuning and, to a far lesser extent,
by the philosophical objections of Hume (1779) [19] and Kant (c. 1790) [20].

Henderson’s contributions to this subject were not confined to his books. The
philosopher Josiah Royce organized a private evening discussion group at Harvard
that included Henderson (and even T. S. Eliot for a while) as a regular participant.
During 1913-14, the group’s discussions focused for three months on Hender-
son’s Fitness of the Environment and its interpretations for science and philosophy
(21, 22].

The legacy of design arguments

It is useful to distinguish two features of fine-tuning that have become confused
by historians. On the one hand, design arguments have typically pointed to the
fortuitous “fine-tuning” of different outcomes of the laws of nature: the way in
which living things seemed tailor-made for their environments, or the fortuitous
angle of tilt of the earth’s rotation axis. Arguments of this sort were eloquently
surveyed in William Paley’s much-quoted Natural Theology (1802) [23], although
it grew out of talks delivered from 1770 onwards. Many discussions of this type
of fine-tuning of outcomes have taken place since ancient times; see [6] for an
overview.

However, historians and theologians never seem to read the second half of Paley’s
book, where he turns to another type of argument (which he doesn’t personally
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like so much because it is more removed from observation and less amenable to
reasoning by analogy, which Paley especially liked) based on the fortuitous structure
of the laws and constants of nature: the consequences of the inverse-square law
of gravity or the strength of the gravitational force. Here Paley was greatly helped
with the astronomical details by his friend John Brinkley, who was both Bishop of
Cloyne in Cork, and Astronomer Royal for Ireland and Professor of Astronomy at
Trinity College, Dublin. Fine-tuning arguments of this sort, based on the form of
the laws of nature rather than their outcomes, began with Newton and appear first
in print in Richard Bentley’s Boyle Lectures on Natural Theology [24] for which he
was strongly “coached” by Newton himself (this was the motivation for Newton’s
famous four “Letters to Bentley” in 1691 [25], although they were not published
until 1756).

Design Arguments based on laws and invariants of nature were completely unaf-
fected by natural selection, but few leading scientists appreciated the distinction. A
notable exception was James Clerk Maxwell, who in 1873 emphasized the fact that
“molecules” (what we would now call “atoms,” in fact) were populations of identical
particles whose properties were not acted on by natural selection, but that deter-
mined whether life could exist. Henderson was greatly influenced by Maxwell’s
ideas and quotes from him on many occasions. In fact, one of Maxwell’s remarkable
essays on the subject is reproduced in its entirety as an appendix to the Order of
Nature [10]. This essay was a talk on “free will” delivered to the Apostles’ conver-
sazione group in Trinity College, Cambridge, in 1873, and also provides the first
identification of the dynamical phenomenon that we now call “chaos” along with
a discussion of its implications for determinism.

Fine-tuning in physics and cosmology
Motivations

The modern interest in fine-tuning exists primarily in particle physics, astro-
physics, and cosmology, and its examples are frequently gathered together under
the umbrella of “anthropic arguments” [6]. Cosmologists have been interested in the
ways in which the observed values of dimensionless constants of nature are related
to the ranges of values that permit the evolution of “life” or complexity, as we know
it. This program has a variety of motivations, although its most interesting results
generally arise as by-products of other investigations. In particular, it aims to:

(a) Understand which features of the universe and its constants are necessary conditions
for the existence of complexity, chemistry, and life. As a by-product, we might con-
sider whether alternative non-carbon-based biochemistries or different life-supporting
environments to those found on earth might be possible.
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(b) Determine whether radical new theories to understand coincidences between the values
of different dimensionless constants of nature are warranted. Historically, Dicke [26]
was the first to show that the “large number coincidences” of cosmology were necessary
for observers (like ourselves) who rely on hydrogen-burning stars and do not require a
time-variation in G, as Dirac had proposed in 1937 [27].

(c) Identify those aspects of the physical universe’s structure that depend most sensitively
on the actual values of fundamental constants and to discover whether these sensitivities
offer new observational bounds on the possible time or space variation of the supposed
“constants of nature” [4].

(d) Discover how many (if any) of the underlying constants of nature are fixed by the math-
ematical structure of the Theory of Everything and how many remain to be determined
quasi-randomly by physical processes during the history of the universe.

Other worlds

The idea of counter-factual alternative “universes” or “many worlds” with differ-
ent values of the constants of nature are considered in different contexts. These
scenarios are the most common:

(a) Many worlds, in which all possible permutations and combinations of the constants
of nature, laws, dimensions, and so forth, are considered. This ensemble of possible
other worlds might be metaphysical, as in Leibniz’ “all possible worlds,” which was
the motivation for Maupertuis’s introduction of Least Action Principles in mechanics
[6] in order to make mathematically precise what was meant by “possible worlds”
and by “best world”: the other worlds were the paths of non-minimal action, and the
best world was the one whose dynamics followed the paths of least action! Or the
ensemble might be physical (as might arise in a single spatially infinite universe).
Some commentators see this as a way of avoiding any idea of special anthropocentric
design in the structure of the universe because in an exhaustively random ensemble of
possibilities a subset will necessarily exist that permits life (because we know one case
certainly exists!), and we will necessarily be a member of it [28, 29]. No fine-tuning is
required.

(b) Scenarios such as the chaotic or eternal inflationary universe, in which different quanti-
ties that we call “constants of nature” fall out differently in different parts of the universe
as a result of symmetry-breaking or other random processes of quantum origin. It may
be possible to determine the probability distribution of these outcomes in a prescribed
set of inflationary theories (although this has not yet been calculated in a persuasive
way). We would then be able to evaluate the probability of creating an expanding ‘““hab-
itable” domain old enough (210'° years) and large enough to produce elements heavier
than hydrogen and helium by stellar nucleosynthesis.

(c) Cosmologies in which some of the constants of nature are assumed to be slowly vary-
ing scalar fields, depending on time and position [4]. Such theories provide a fully
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self-consistent context in order to investigate the observational consequences of time-
varying constants (as opposed to constants taking different — but still constant —
numerical values).

(d) In any theory of the very early universe in which intrinsically random processes enter,
for example through quantum uncertain initial conditions, quantum gravity [30], or
symmetry-breaking, the ultimate prediction that such a theory makes will be proba-
bilistic. In order to test these predictions, it is necessary to know what range of val-
ues for the predicted quantities could result in “observers” like ourselves. We need to
know the conditional probability distributions of the predicted parameters given that
observers can subsequently evolve, not the unconditioned probability distributions. If
the peak of the probability distribution for some cosmological property predicted by
quantum gravity does not permit any observers to exist, then we should not reject the
theory.

(e) “Many worlds” interpretations of quantum mechanics in which the different worlds
defined by measurement assume equal ontological status [31]. This interpretation of
quantum mechanics is the one of choice for researchers in quantum cosmology, where no
“observer” of the universe is required, as it is in the so-called Copenhagen Interpretation
developed by Bohr.

The mystery of constants

The idea that some traditional constants might be varying has become of great inter-
est because of recent observations consistent with variations in the fine-structure
constant at high redshift [32, 33, 34]. However, the fact that string theories only
appear to be consistent with many more dimensions of space than three means that
the true constants of nature are defined in the total number of dimensions (nine or
ten in current theories). The three dimensions we see are large. Any others must
be assumed to be imperceptibly small. Our constants arise as shadows of the true
higher-dimensional constants as a result of the unknown process by which the extra
dimensions stay small while our three (why three?) have grown large. If the extra
dimensions were to change in any way, then our three-dimensional “constants”
would be observed to change at the same rate.

In all this work, it is good to remember that although we have made steady
progress in measuring the constants of nature to ever greater numerical precision,
we have no idea at all why any of them take the precise numerical values that they
do. Physicists have never predicted or explained the value of any constant of nature.
The most pressing problem in fundamental physics and cosmology at present is to
understand why one apparent constant of nature — the cosmological constant —
exists with a small (=107'?! in inverse Planck lengths), but non-zero, value —
that is, sufficient to create the currently observed acceleration in the expansion of
the universe.
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Fine-tuning in stars and atoms
What depends on the value of o.?

We are interested in those aspects of chemistry and biochemistry with special
sensitivities to the values of the existing constants of nature, or to the local or
global astronomical environment in which life evolves. The following examples
will give the flavor of such considerations at a back-of-the-envelope level of detail;
more examples can be found, with further detail, in references [35, 36, 37, 38].

Some examples

A variety of constraints are placed on the maximum value of the fine-structure
constant, o = e?/hc &~ 1/137, that is compatible with the existence of nucleons,
nuclei, atoms, and stars under the assumption that the forms of the laws of nature
remain the same.

(a) In simple grand unified gauge theories, the running of the fine-structure constant
with energy due to vacuum polarization effects leads to an exponential sensitiv-
ity of the proton lifetime with respect to the low-energy value of o with 7, ~
a 2expla~'Im,!hc™* ~ 10% yrs. In order that the lifetime be less than the main
sequence lifetime of stars, we have ¢, < (Gm;rz)’lm;)hc’z, which implies that «
is bounded above by o < 1/80 approximately [39].

(b) The stability of nuclei is controlled by the balance between nuclear binding and
electromagnetic surface forces. A nucleus (Z, A) will be stable if, roughly, Z?/A <
49(as/0.1)2(1/137a). In order for carbon (Z = 6) to be stable, we require o <
16 («/0.1). Detailed investigations of the nucleosynthesis processes in stars have
shown that a change in the value of « shifts the key resonance-level energies in the
carbon and oxygen nuclei that are needed for the production of a mixture of carbon
and oxygen from beryllium plus helium-4 and carbon-12 plus helium-4 reactions in
stars. This unusual level structure was first noted by Hoyle [40] and has recently been
explored in some detail by Oberhummer et al. [41]. Some of these upper bounds on «
are model-independent in significant ways. However, sharper limits can be found by
using our knowledge of the stability of matter derived from analysis of the Schrodinger
equation.

(c) The value of o controls atomic stability. If « increases in value, then the innermost
Bohr orbital contracts, and electrons will eventually fall into the nucleus when o >
Z"'m, /m,. Atoms all become relativistic and unstable to pair production. In order that
the electromagnetic repulsion between protons does not exceed nuclear strong binding,
e?/r, < amyc?, we require o < 1/20. Lieb [42] has proved that atomic instability
arises for the relativistic Schrodinger equation at Zo = % When the many-electron—
many-nucleus problem is examined with the relativistic Schrodinger equation, there is a
condition on ¢ independent of Z for stability. If « < 1.94 =0.0106, stability occurs all the
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way up to the critical value ¢ = % = 0.1061(6/Z), whereasifa > 128/157 = 2.716,
the system is unstable for all values of Z. In the presence of arbitrarily large magnetic
fields, matter composed of electrons and nuclei is known to become unstable if o or Z
is too large.

(d) Using a series of non-linear inequalities that are more powerful and rigorous than
conventional estimates using the Heisenberg Uncertainty Principle alone, Lieb and
collaborators [42] analyzed the conditions needed for finite ground-state energies in
atoms of any size. They proved that matter is stable if « < 0.06 = 1/16.67 and o <
0.026 (6/Z)'/?. Thus the stability of matter with coulomb forces has been proved for
non-relativistic dynamics, including arbitrarily large magnetic fields, and for relativistic
dynamics without magnetic fields. In both cases stability requires that the fine-structure
constant be not too large.

(e) If stars are to exist, it must be hot enough at their centers for thermonuclear reac-
tions to occur. This requires o to be bounded above by o? < 20m,/m pr- Carter
[35] has also pointed out the existence of the very sensitive coincidence o'’ ~
(me/m ,,,~)4Gm[j],2fflc’1 that must be met if stars are to undergo a convective phase,
but this stringent condition no longer seems to be essential for planet formation.

These limits are the result of rather coarse-grained arguments. One imagines that if
the form of life is specified more narrowly, then the limits arising from requirements
for the persistence of stable planetary environments with atmospheres and on the
biochemical functioning of that form of life would be rather stronger.

Fine-tuning in chemistry
Simultaneous variations of constants in chemistry

So far, as in almost all the existing literature, we have only mentioned limits arising
when one constant (e.g. ) is changed. What happens if several are changed in value
simultaneously? Interestingly, there is a simple case where precise conclusions
are possible. The non-relativistic Schrodinger equation possesses a simple scaling
invariance if we change the electron mass, m,, and the fine-structure constant,
«, simultaneously. The Hamiltonian for a non-relativistic atomic system is [6]
(ignoring _Fhe kinetic energy of the nucleus, X; is the position vector of the i

electron, R; is the position vector of the j th nucleus):

i —h? & & o
= e e
2me 7 3)(1‘ 3)(,'

Z; 1 1 1 AVA
X -+ = - - A S
ZZ IXi — Rl 22 IXi —xil 257 IR; — R

i j i<k



8 Chemistry and sensitivity 141

Now transform to new dimensionless position variables (3, S ) by using the Bohr
radius as the unit of length:

L X -~ R
y=—, S = —
ap ap
where
hZ
apg =
m,c?

is the Bohr radius. The Hamiltonian transforms to

Z;_w,—m
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Thus, we see that if E was the original energy eigenstate and E’ is the new energy
eigenstate that results when « is changed to «’, ¢ is changed to ¢/, and m, is changed
to n?,, then

E’ E

a/zméc/z a2mgc2

In effect, in the new variables the Schrédinger equation can be written in a form
in which the constants of nature do not appear. All the unusual bond angles and
properties of atomic structure that life exploits in non-relativistic atoms will arise
in identical fashion in a world with new values of o and m,. They come from the
ubiquitous geometrical “factors of order 277" that determine the eigenvalues of the
Schrédinger equation. The double helices of its DNA molecules will differ only
in size; its water molecules will display the same remarkable properties that flow
from its special bond angles but will differ solely in overall scale.

The consequences of this invariance do not seem to have been addressed in the
study of the sensitivity of biochemistry to the constants of nature. Note, however,
that this scaling invariance does not hold when relativistic atomic structure effects
are included or when other forces of nature intervene (as becomes inevitable for
sufficiently large variations). Of course, one can hypothesize arbitrary changes in
constants (including o and m,) under the assumption that no Schrodinger equation
governs them. We can conceive of these worlds with arbitrary atoms, but we cannot
deduce any of the properties of those atoms without an underlying equation of
which they are eigenstates. The scaling invariance does not govern them in this
case, but the assumption is useless because without a Schrédinger (or Schrédinger-
like) equation there is no way of deducing any atomic properties at all.
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This scaling invariance also holds for Newtonian gravity (also an inverse square
law force like the Coulomb force) and can be used to transform exact solutions of
Newtonian gravity with a constant value of G into new ones in which G varies with
time or in which the gravitating masses all vary with time [32].

Some effects of relativity

The scale invariance of atomic structure is broken when relativistic effects are
introduced. They become important for heavy elements since relativistic effects
can be gauged by the magnitude of orbital velocities v ~ Zac, where Z is the
atomic number. They become significant when Zo becomes of order unity. Recently,
there has been considerable interest in the sensitivity of relativistic contributions to
atomic lines when very small changes (a few parts in 10°) are made to the value
of the fine-structure constant, «. For several years, John Webb, Michael Murphy,
Victor Flambaum, Vladimir Dzuba, and I [33, 34] have been studying the distances
between different absorption lines in the spectra of distant quasars and comparing
them with line separations from identical atomic transitions in the laboratory. The
observational program has completed detailed analyses of three separate quasar
absorption line data sets taken at the Keck Telescope and finds persistent evidence
that is consistent with the fine-structure constant, ¢z, having been smaller in the past,
at redshift z. The shift in the value of « for all the data sets is given provisionally
by Aa/a = {afz} — «(0)} /a(0) = (—0.54 +0.12) x 107> for spectra originating
in the redshift range z = 0.2-3.7, where «(0) is the value of the fine-structure
constant here and now. This result is currently the subject of detailed analysis and
reanalysis by the observers in order to search for possible systematic biases in the
astrophysical environment or in the laboratory determinations of the spectral lines.
This result is based on the analysis of about 950 spectra from 129 quasar systems
in three separate samples, with both the observations and data analysis being done
by three separate groups. A new VLT-UVES quasar sample of Mg II systems
in the Southern sky has very recently been analyzed by Chand et al. [43], who
report Aa/a = (—0.06 & 0.06) x 107> (assuming terrestrial isotope abundances')
from 18 quasars at z = 0.4-2.3 using the method of Webb et al., who are also at
present analyzing this high-quality dataset, but employing simpler data-analysis
techniques. A significant difference between the results from the North and South
sky subsamples has been recently noted in these studies with the Webb data, giving
Aa/a = (—0.66 £ 0.12) x 107 for the subsample of 96 quasars in the Northern
sky and Aa/a = (—0.36 +0.19) x 107> for the subsample of 32 quasars in the
Southern sky [44].

! The Chand et al. data was reanalyzed to give Ao /o = (—0.44 £ 0.16) x 103 in [51].
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In order to carry out these astronomical studies of the constancy of « over ten
billion years of light-travel time from the most distant quasars in the observational
sample, Flambaum’s group carried out detailed many-body computations of the
energy levels of atomic species of relevance to the astronomical datasets. It was
then possible to examine all the energy-level differences between pairs of lines
in different multiplets in order to evaluate the sensitivity of these differences to
very small changes in «. The power of this method is that the astronomical data are
required to produce a simultaneous fit to many line separations with different contri-
butions from two relativistic contributions to the energy levels. Although the energy
differences between different relativistic lines can be systematically computed for
a given value of «, it is not obvious ahead of computation what will be the effect on
any particular energy level of a small change in the value of «. In fact, even the sign
of the change in the energy level created by, say, a small increase in « is not obvious.
Some line separations increase, whereas others decrease, for the same change in the
value of «. This technique is therefore a powerful diagnostic of possible differences
in the value of « at high redshift compared with its value here and now: about 50
times more powerful than direct laboratory determinations of the constancy of «
by using atomic fountains. And so the reported variations have no consequences
that are yet at an observable level in the laboratory. The interest of these studies for
chemistry is that we have carried out a systematic examination of the sensitivity of
different line separations to small changes in ¢, as shown in Figure 8.1.

Simulated spectra show how changing the value of the fine-structure constant
affects the absorption of near-ultraviolet light by various atomic species. Each atom
or ion has a unique pattern of lines. Changes in the fine-structure constant affect
magnesium, silicon, and aluminum less than iron, zinc, nickel, and chromium. The
consequences of different fractional changes (negative sign signifies a decrease)
for the absorption wavelengths are shown.

Some heavy species such as Fe are fairly insensitive to changes in «, and so they
can be used as “anchors” against which to measure the sensitivity of other lines by
looking at the line separations between these species and Fe. In Figure 8.1, we see
the effects of growing percentage changes in the value of the fine-structure constant
on the energy levels of the species shown. As the relative shift in the value of o away
from its usual value increases, we see the different responses of different atomic
energy levels. The papers [33], [34] provide detailed tabulations of the changes to
the energy levels in terms of a simple fitting formula that is quadratic in the value
of «. This type of analysis allows us to identify the most sensitive diagnostics of
variation in the value of « in the astronomical past when quasar absorption spectra
were formed.

We note that investigations of the detailed consequences for atomic structure
when constants of nature are varied by small amounts should start by evaluating
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Figure 8.1. Simulated spectra show how changing the value of the fine-structure
constant affects the absorption of near-ultra violet light by various atomic species.
Each atom or ion has a unique pattern of lines. Changes in the fine-structure
constant affect magnesium, silicon, and aluminum less than iron, zinc, nickel, and
chromium. The consequences of different fraction changes (negative sign signifies
a decrease) for the absorption wavelength are shown.

the effects due to shifts in relativistic fine structure. These give the most sensitive
probes of any time variation in constants and also of their values in astronomically
distant sites.

Sensitivity in networks

Chemists are extremely interested in networks of reactions that depend sensitively
on local conditions of temperature and pressure. It is therefore of interest to see
how a general analysis of such situations might be performed so as to identify
those factors that play the leading role in sustaining a dynamical (which need
not also be a thermodynamical) equilibrium. It is instructive to adapt an exam-
ple from mathematical biology [45] that provides a very simple model exam-
ple (for refinements and criticisms of its application to biological systems, see
King and Pimm [46]). It can be generalized to other types of rate equation and
different types of equilibria (for example, oscillatory limit-cycle attractors) as
required.
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Suppose that our chemical environment is controlled by » time-dependent vari-
ables x, and, for simplicity, assume that they satisfy a system of » linear ordinary
differential equations

X = Ax

where A is an n xn matrix. This system of equations has a solution x = 0 that we
shall take to be the stable equilibrium solution for the situation under study. To make
the stable equilibrium as simple as possible, we will assume that the eigenvalues
of A are all equal to —1. Now, we are interested in the effects of small stochastic
perturbations on this equilibrium. In particular, what does it take to destroy the
equilibrium?

We add to A another matrix, S, whose elements are drawn from a normal proba-
bility distribution N(0, o) with zero mean and a variance denoted by 2. A fraction
[ of the elements of the matrix A will be populated in this way; the rest will be zero,
so 0 < f < 1. Thus, the parameter fis a measure of the complexity of the stochastic
perturbations: as f — 1, more and more of the n variables, x, are coupled together,
whereas as f — 0, the matrix S is very sparse, and different variables, x, are rel-
atively uncoupled by the perturbations. Likewise, as n increases, so the system
becomes larger, with more and more components of the vector x coming into play.
Finally, as the variance of the stochastic perturbations, o2, increases, so the broader
is the influence of random effects from one interaction pathway to others. Thus, the
complex system is now turned into the stochastic differential equation

*=[A+{S}x

This system has a remarkably simple response to the stochastic perturbation. The
equilibrium at x = 0 remains stable with probability 1 in the face of random per-
turbations so long as

nfo? <1

but if n fo? > 1, it becomes unstable. The interpretation is simple. The instability
condition requires the system to become very large (n — 00), very complex (f ~
O(1)), or highly connected (6> — 00). In practice, living systems can avoid instabil-
ity by evolving into a situation where the matrix A is effectively block diagonal, so
that it behaves as though it is a smaller matrix with a far smaller value of n. Thus, in
a complicated ecosystem, stability may be sustained because not all species interact
with all others, only a small subset form a strongly interacting subset. More recently,
a number of interesting mathematical studies have been made into the structure of
connected networks (and the so-called small-world effect) following the famous
discovery by Erdos and Rényi [47] that “almost any” random graph with more than
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n/2 In(n) links between pairs of its n points will be connected. These are likely to
have implications for the stability of complex chemical or biochemical networks.
It will also be important to specify carefully what is meant by stability. It may be
enough for the effects of perturbations merely to be bounded rather than that they
die to zero (i.e. “asymptotic stability” in mathematical parlance).

Sensitivity in chaotic systems

There has been much debate as to the sensitivity of the evolutionary process. Gould
has argued that it is sensitive to small changes, so that if we replayed the tape of
evolution again we would end up with a completely different result. Others, like
Conway Morris [48], have argued that the same overall pattern of development
would ensue, even though the details would vary. We can add just two things to
this discussion. The first is that we must distinguish between “large” and “small”
perturbations. Large perturbations that arise from outside the adaptive system, for
example in the form of catastrophic impacts by comets or asteroids, clearly do have
the power to change the whole course of evolution — by eliminating all life in the
most extreme cases — and cannot be regarded as small perturbations. Second, it is
important to understand more fully the nature of chaotic processes. Everyone is
now familiar with the notion of a system that displays the propensities of chaos.
The slightest perturbation will rapidly be amplified and produce significant effects.
Hence it is tempting to draw Gould’s conclusion that a chaotically unpredictable
branching time series like the evolutionary process must end up giving a different
outcome if its history is rerun with a slightly different starting state. However, the
situation is more subtle than this. Consider the motions of molecules in a room. As
Maxwell was the first to appreciate, these motions are chaotically unpredictable.
Any small uncertainty in the trajectory of a given molecule will be exponentially
amplified after a few collisions to become larger than the whole range of possibilities
open to it. Yet, despite this unpredictability in the small, we have Boyle’s Law in
the large, linking the pressure, P, volume, V, and temperature, T, of the gas by the
simple relation

PV /T = constant

Thus, although the individual molecular motions are chaotically unpredictable, their
average behavior is entirely predictable and satisfies a particular probability distri-
bution (the Maxwell-Boltzmann distribution). Quantities, such as the temperature
that appear in Boyle’s Law are measures of the average speed of the molecules.
If we reran the “tape” of the history of our gas, we would find essentially the
same average behavior, in accord with Boyle’s Law, even though the individual
trajectories of the molecules would be quite different.
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This feature of probabilistic determinism, or well-defined average behavior, is
a feature of most chaotic systems. It reveals why one should not conclude that the
tape of evolution would have to come out differently if played again just because
evolution is a chaotically unpredictable process in the mathematical sense.

The world is not enough

At the meeting that inspired this volume, it was clear that a sharp difference in
“culture” exists between chemists and physicists. The latter were at home with
the idea of “changing” the values of the constants of nature and evaluating the
viability of the virtual realities so formed. They were used to the idea that other
universes might exist, either in a Platonic sense or in the more mundane situation
that constants are actually variables in our universe, and only in some universes or in
some parts of our universe will life be possible. By contrast, chemists are generally
loth to indulge in this type of perturbation of reality, and it is interesting to consider
why this might be. Some of the reasons may be sociological, but other explanations
may be consequences of the types of problem with which they are engaged.

Why are chemists generally reluctant to carry out analyses of the sensitivity of
chemical and biochemical structures and pathways to small changes in the con-
stants of nature? It is interesting that they will in general enter numerical values for
constants at the outset of an analysis, and thus the sensitivity of a result to particu-
lar constants of nature will be hidden. By contrast, if constants are only evaluated
numerically at the end of the calculation, their role is transparent. More important,
I suspect, is the nature of the problems that chemists and biochemists address.
In complex chemical networks, the environmental conditions of temperature and
pressure can determine the chemical outcome, or in the situation of astrophysical
chemistry, by the external cosmic ray flux. The effect of changing a constant of
nature by a small amount can easily be totally dominated by the effects of small
environmental changes. Also, in a complex network it is very hard to evaluate
whether the effect of making a small change in a fundamental physical constant
will destroy the possibility of a similar nearby equilibrium. Extremely non-linear
systems are able to find new equilibria in a way that is not available to the situ-
ation, common in astrophysics, where a structure arises as a simple equilibrium
between gravity and another force of nature. A classical series of examples are
those displaying self-organized critical behavior, such as the sand-pile paradigm
of Per Bak [49]. For such reason, along with the entirely sensible viewpoint that
they have their hands full trying to understand this world without inventing others,
chemists have, in the main, resisted the temptation to create virtual chemistries
by changing dimensionless constants of nature. However, another type of study is
available to them that gives definite information about the consequences of changing
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fundamental bonds and constants of nature. This is the process of element substi-
tution. Thus, for example, the sensitivity of the properties of water (H,O) can be
studied by comparing it with the structure of heavy water (D,0) formed by replac-
ing hydrogen with its isotopes, deuterium or tritium, to make HDO, D, 0O, and T,O0,
or by changing the oxygen isotope from '°0 to 7O or 80 to form, say, H,'"0O,
H,'80, or D,'30. The detailed properties of these hybrid forms of water can be
found listed at the Water Structure and Behavior website maintained by Martin
Chaplin [50]. Similar strategies can be observed in physics where muonic atoms
(with muons substituted for electrons) or states of positronium show what happens
if the proton-to-electron-mass ratio is changed in conventional atoms.

It is clear from these considerations that the complex problems faced in biochem-
istry require an approach different from the early-universe studies of cosmologists.
The latter are used to clear-cut consequences of possible changes in the values
of constants of nature or the dimensions of spacetime. The sciences of complex-
ity, while open to investigations of this sort in many areas, also challenge us to
understand the stability of complex networks and the couplings to their wider envi-
ronments.
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Fitness of the cosmos for the origin and evolution of life:
from biochemical fine-tuning to the Anthropic Principle

Julian Chela-Flores

The boundaries of philosophy, science, and theology

Some of the deeper questions that humans have raised are not always answer-
able within the boundaries of science. Instead, philosophers and theologians have
approached such questions within their own domains of competence. One such
example is provided by the question of purpose in evolution (see the discussion
below). Indeed, the concept of purpose in a general sense may be understood as
something that one sets before oneself as an object to be attained, an aim to be kept,
a plan to be formulated. In attempting to give an answer to the question of “purpose
in nature,” we should discuss the main components of human knowledge in an
integrated way, so as to ask the right questions in the right field of knowledge. This
approach should encourage us to provide appropriate answers that are reasonable
within philosophy, science, or theology. At this juncture, it may also be argued that
the task of a scientist should be independent of those of the other areas of human
culture (Russell, 1991, p. 13). On the other hand, it is surely useful to be aware that
this view of the role of science that is “divorced” from both philosophy and natural
theology can also be seen from a different point of view (Townes, 1995, p. 166):
because science and religion are evolving and are similar in their search for truth,
convergence of these independent searches for truth may occur in the future.

I wish to address some questions in philosophy and theology that are pertinent
to the main subject of this chapter. In order not to go beyond the natural boundaries
of either science or theology, I will discuss contemporary attempts to encompass
Darwinian evolution in a natural theological context. To meet this objective, we
need some definitions to make this chapter self-contained.

First, teleology may be considered in two separate ways: either it is a doctrine
according to which everything in the cosmos has been designed with humans in
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mind, or it can be interpreted as a theory of purposiveness in the cosmos (namely,
phenomena that are to be explained in terms of its purpose, rather than by initial
causes). This latter concept is intimately related to the Anthropic Principle, as
employed either in physics or in biochemistry. Teleology is also related to various
interpretations of fine-tuning in phenomena such as the nuclear reaction of beryllium
atoms in the production of carbon, as originally pointed out by Fred Hoyle (Hoyle,
1975, pp. 401-2).

Second, the notion of process dominates the work of three philosophers of the
last century: Henri-Louis Bergson (1859—-1941), Samuel Alexander (1859-1938),
and Alfred North Whitehead (1861-1947) (see Ayer, 1982, pp. 208-9). In passing,
it is perhaps worth noting that process theology is based on the metaphysics of
Whitehead, who rejected Divine Action in terms of causality, proposing that God
acts persuasively in all events, but not necessarily in determining their character.
Specifically, Whitehead pointed out the incoherence of belief in a lifeless universe.

Elsewhere in this book, Haught (Chapter 3) has emphasized God as the sole
ground for the world’s being (see also Haught, 1998). This approach to natu-
ral theology leads him to explain the world in terms of evolution, as understood
within the Darwinian tradition (Russell, 1996). Russell focuses on features of pro-
cess thought. This philosophical system is considered to be particularly helpful
in the task of constructing an evolutionary theology that may throw some further
light on Darwinism.

A far-reaching implication of the possibility of interpreting the evolutionary
aspects of Darwinism within theology is that the evolutionary process begins at
the molecular level of biochemistry. In fact, such “chemical” evolution is a time-
honored discipline that has been studied extensively in the past, particularly during
the last decade of the twentieth century (see, for example, Ponnamperuma and
Chela-Flores, 1993; Chela-Flores et al., 2001). In this chapter, I endeavor to show
that fine-tuning in biochemistry is a well-defined problem. Its evolutionary aspects
should, in principle, be able to be integrated into a framework of natural theology,
for instance in approaches such as kenotic process theology.

Process philosophy, or “process thought,” attempted to provide a common meta-
physical basis for discussions of science and religion. Some criticisms have been
raised in the past (Polkinghorne, 1996, p. 28): if physics is to be appropriate for
process thought, this school of philosophy has to face an ongoing debate. In par-
ticular, continuity seems to be intrinsic to quantum mechanics (for example, the
Schrédinger equation is a differential equation). For Polkinghorne, at least, the
mathematics of process thought should be that of “difference” equations, instead
of “differential” equations (with their implied underlying continuity).

On the other hand, we should keep in mind deeper issues that are currently
under debate as quantum gravity aims to provide a coherent theory of spacetime.
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Spacetime is a dynamic entity, and as such it would have quantum properties (Rov-
elli, 2000). Both current and future developments in theoretical physics have to
investigate the concept of discrete excitations of space itself. Thus, process thought,
as a philosophical system, cannot be ruled out at present, because of an unfinished
debate in theoretical physics.

To complete our discussion of contemporary attempts to encompass Darwinism
in a natural theological context, we ask whether there is evidence of purpose in
the cosmos. If we allow the simultaneous approaches of philosophy, theology, and
science, it seems possible to reconsider the question that has been raised in the past:
Is there evidence of purpose in the cosmos? And, in particular, is there any evidence
of purpose in biochemistry?

We can consider how the cosmos itself is well fitted for the origin and evolution
of life. I will discuss how the combined approaches of philosophy, science, and
ultimately natural theology can help us to begin to discuss the intelligibility of the
universe in a rational way. Care is needed in addressing the right questions within
their corresponding cultural domains.

First, we consider the origin and evolution of intelligent behavior in the cosmos,
examining the case of life on earth. As already pointed out above, investigations of
the evolution of life on earth (Darwinism) can be incorporated in natural theology
(process theology), at least in principle. The subsequent arguments in this chapter,
within the boundaries of science, should, I hope, be useful for their interpretation
in terms of theological issues.

Biochemical fine-tuning and fitness of the cosmos for life

Our starting point for studying the fitness of the cosmos for the origin and evolution
of life is Lawrence J. Henderson’s influential The Fitness of the Environment (1913).
As a graduate of and professor at Harvard University, Henderson’s main interests
ranged widely, and he became a physiologist, chemist, biologist, philosopher, and
sociologist. He discussed the question of teleology in biochemistry to give some
rationale to the question of the fitness of the environment for the evolution of life.
For many chemical compounds, he discussed the difficulties that the evolution of
life would have encountered had these compounds not been freely available in
the environment. One obvious example used by Henderson was water, the search
for which even today is a main objective of our explorations of the solar system,
especially Mars, Europa, Titan, and Enceladus (the tiny Saturn moon).

Today, we need to search the roots of Henderson’s biocentrism at the molecular
level. In fact, fine-tuning in biochemistry is represented by the strength of the
chemical bonds that makes the universal genetic code possible. Neither transcription
nor translation of the messages encoded in RNA and DNA would be possible if the
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strength of the bonds had different values. Hence, life, as we understand it today,
would not have arisen.

In this chapter, I will argue in favor of the fitness of the cosmos for the origin
and evolution of life without touching on the question of teleology. Instead, I
approach the subject by considering biological evolution in the universe, as well
as the evolution of the structure of the cosmos itself. I will touch on the evolution
of solar systems, interstellar matter, and finally various aspects of the cosmos — all
in relation to the emergence of life. However, I hasten to point out that arguments
based on science can nevertheless be a source of inspiration for reconsidering
the bases of natural theology. I will argue that the fitness of the universe for the
origin and evolution of life can be best understood not only through convergence
in biochemistry, but also through a range of convergences based on observations of
phenomena in the space sciences.

The Weak Anthropic Principle in cosmology and biochemistry

In cosmology or biology, we may inquire whether general mechanisms (for instance,
natural selection and adaptive radiation), as well as special values of some physical
constants, could be interpreted together in natural theology as indications of pur-
pose. The example of “fine-tuning” in physics has led to a weaker and a stronger
version of the Anthropic Principle, which is concerned with the question of the bases
of life, particularly intelligent life, in the cosmos. I have no difficulty in accepting
what has come to be known as the “Weak Anthropic Principle” in physics:

Change the laws (and constants of nature), and the universe that would emerge most likely
would not be compatible with life.

Biochemistry offers a clearly analogous statement:

First omit the observed cosmic abundance of the biogenic elements that are favorable to
life. Then omit the environments (earth-like planets or Europa-like satellites) that favor
evolution and adaptive radiation. The consequence of omitting both factors is that life most
likely would not arise.

However, difficulties certainly would arise, both in cosmology as well as in biology,
if we allowed some degree of teleology to be brought into the argument. Here, of
course, I am referring to formulation of the “Strong Anthropic Principle”:

® The laws of nature and the physical constants were established so that human beings
would arise in the universe.

® The distribution of earth-like environments and Europa-like satellites was laid out so that
not only life, but at least in certain circumstances human beings, would also arise in the
universe.
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The general mechanisms of nature, according to the evidence that we can infer
from the biota of earth, which by now is at least 3 billion years old, imply that
the evolution of intelligent behavior seems inevitable. What is not evident is the
inevitability of the emergence of human beings.

The intimately related concepts of the Anthropic Principle and fine-tuning in
living systems (Carr and Rees, 2003) are topics that would be simpler to under-
stand with knowledge of more than a single instance of emergence of life on earth.
On the other hand, the West’s religious traditions go back to Jewish theology: a
sole omnipotent God created heaven and earth, and subsequently life on earth. This
view of our origins has traditionally been referred to as the “First Genesis.” With
the emergence of astrobiology (Chela-Flores, 2001), we can start to explore the
possibility of the occurrence of a “Second Genesis” — namely, whether the evolu-
tion of intelligent behavior is inevitable in an evolving cosmos, given the present
laws of cosmology (general relativity) and the general mechanisms of biological
evolution (natural selection and adaptive radiation). If we were to change these
laws and mechanisms, the arguments supporting the inevitability of the evolution
of intelligent behavior would not stand, and thus the evolution of intelligent beings
would not necessarily take place. This aspect of evolution has clear implications
for the Weak Anthropic Principle.

A first aspect of convergence: cultural convergence

In the search for answers that go beyond the boundaries of a given area of human
culture, we should first consider whether the various approaches would ever con-
verge. The concept of convergence enters our discussion in three different contexts.
In this section, I consider convergence in different cultural areas (Townes, 1995,
p. 166). The other two aspects that are discussed in the following two sections are
(1) convergence at a cosmic level, a subject that is essentially based in the space
sciences, and (2) convergence in biology, a topic that is central to understanding
Darwinian evolution.

Both science and religion are concerned with the common understanding of life
in the universe. Because they largely address the same questions, we would expect
that both aspects of human culture should at some point converge. With subse-
quent progress in philosophy, science, and theology, convergence seems unavoid-
able, although human culture does not seem to show any evidence of convergence
at present. The status of the relationship between these three disciplines — phi-
losophy, science, and theology — has been discussed in the past (John Paul II,
1992). In this chapter, an integrated approach to the questions regarding the fit-
ness of the universe for the origin and evolution of life aims to avoid a splintered
culture.
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A second aspect of convergence: convergence at the cosmic level

Inthis section, I will discuss five cases of convergence at the cosmic level. First, from
organic chemistry we know that nuclear synthesis is relevant for the generation of the
elements of the periodic table beyond hydrogen and helium and, eventually, for the
first appearance of life in solar systems. The elements synthesized in stellar interiors
are required for making the organic compounds that have been observed in the
circumstellar, as well as the interstellar, medium in comets and other small bodies.
The same biogenic elements are also needed for synthesis of the biomolecules
of life. Moreover, the spontaneous generation of amino acids in the interstellar
medium is suggested by general arguments based on biochemical experimentation:
the study of amino acids in the room-temperature residue of an interstellar ice
analog has yielded 16 amino acids, some of which are also found in meteorites
(Muioz Caro et al., 2002; see also Bernstein et al., 2002). These factors help us to
understand the first steps in the eventual habitability of planets.

On the other hand, the concept of cosmic convergence has a second aspect that
may be inferred from what we know about the small bodies, such as the Murchison
meteorite. These bodies may even play a role in the origin of life: according to
chemical analyses in this particular meteorite, we find basic molecules that are
needed for the origin of life such as lipids, nucleotides, and more than 70 amino
acids (Cronin and Chang, 1993). Most of the amino acids are not relevant to life on
earth and may be unique to meteorites.

This demonstrates that those amino acids present in the Murchison meteorite,
which also play the role of protein monomers, are indeed of extraterrestrial origin.
In addition, chemical analysis has demonstrated the presence of a variety of amino
acids in the Ivuna and Orgueil meteorites (Ehrenfreund et al., 2001). If the presence
of biomolecules on the early earth is due in part to the bombardment of interplanetary
dust particles, comets, and meteorites, then the same phenomenon could be taking
place in any other solar system.

Interstellar gas provides yet another illustration of the convergent phenomenon
that occurs at a cosmic level. Indeed, solar systems, many of which are now known,
originate from interstellar dust that is constituted mainly of the fundamental ele-
ments of life, such as C, N, O, S, P, and a few others. When a star explodes into
a supernova, all the elements that have originated in its interior as a result of ther-
monuclear reactions are expelled, thus contributing to the interstellar dust. The star
itself collapses under its own gravity, compressing its matter to a degenerate state;
the laws of microscopic physics eventually stabilize its collapse into a white dwarf.
Stellar evolution of stars more massive than the sun is far more interesting. After
the star has burnt out its nuclear fuel, a catastrophic explosion follows in which an
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enormous amount of energy and matter is released. These supernova explosions are
the source of enrichment of the chemical composition of the interstellar medium.
This chemical phenomenon, in turn, provides new raw material for subsequent
generations of star formation, which leads to the formation of planets. Late in their
evolution, stars are still poor in some of the heavier biogenic elements (for instance,
magnesium and phosphorus). Such elements are the product of nucleosynthesis trig-
gered in the extreme physical conditions that occur in the supernova event itself.
By this means, the newly synthesized elements are disseminated into interstellar
space, becoming dust particles after a few generations of star births and deaths.

An additional case that argues in favor of convergence at a cosmic level is emerg-
ing from what we are beginning to learn about the origin of planetary systems around
stars. Our solar system formed in the midst of a dense interstellar cloud of dust and
gas, essentially a circumstellar disk around the early sun. Some evidence suggests
that this event was triggered by the shock wave of a nearby supernova explosion
more than five billion years ago. Indeed, some evidence indicates the presence
of silicon carbide (carborundum, SiC) grains in the Murchison meteorite, a fact
demonstrating that they are matter from a type II supernova (Hoppe et al., 1997).
We may now be observing an extrasolar circumstellar disk around a young, three-
million-year-old, sun-like star in the constellation Monoceros (Kerr, 2002). Several
earlier examples of circumstellar disks are known, including a significantly narrow
one around an eight-million-year-old star. The narrowness of this disk suggests the
presence of planets constraining the disk (Schneider et al., 1999). The following
additional information further supports the arguments in favor of universal mecha-
nisms of convergence in the formation of solar systems. The matter of the original
collapsing interstellar cloud does not coalesce into the star itself, but collapses into
the spinning circumstellar disk, where planets are thought to be formed by a process
of accretion. Some planetesimals collide and stay together because of the gravita-
tional force. In addition, a variety of small bodies are formed in the disk, prominent
among which are comets, asteroids, and meteorites, completing the components
that make up a solar system.

Finally, the fifth example of what I have called “cosmic convergence” is provided
by the convergent origin of hydrospheres and atmospheres. The earliest preserved
geologic period (the lower Archaean) may be considered as representing the tail end
of the “heavy bombardment period.” During that time, various small bodies, includ-
ing comets, collided frequently with the early precursors of the biomolecules that
eventually ignited the evolutionary process on earth and in its oceans. In addition,
comets may be the source of other volatile substances significant to the biosphere,
as well as the biochemical elements that were precursors of the biomolecules. Col-
lisions with comets, therefore, are thought to have played a significant role in the
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formation of the hydrosphere and atmosphere of habitable planets, including earth.
The sources of comets are the Oort cloud and Kuiper belt. These two components
of the outer solar system seem to be common in other solar systems. Hence, in this
cosmic sense, we recognize evolutionary convergence.

A third aspect of convergence: the case for convergence in biology

The question of evolutionary convergence in the context of the life sciences has
been discussed extensively (Conway Morris, 2003; Chapter 1 1, this volume; Chela-
Flores, 2001, pp. 149-62; 2003; 2006; Akindahunsi and Chela-Flores, 2004).
We are assuming that natural selection is the main driving force of evolution in
the universe, a hypothesis made earlier elsewhere (Dawkins, 1983). For these
reasons, it is relevant to question whether local environments that were favor-
able for the emergence of life on the early earth were at all unique, occurring
exclusively in our own solar system. Another view on the universal validity of
biology in the cosmos has been advanced in the context of the basic building
blocks (Pace, 2001): it seems likely that the basic building blocks of life any-
where will be similar to our own. Amino acids are readily formed from simple
organic compounds and occur in extraterrestrial bodies, such as meteorites. Func-
tions that are suggested as being common to life elsewhere in the cosmos serve
to capture adequate energy from physical and chemical processes to conduct the
chemical transformations that are necessary for life: lithotropy, photosynthesis, and
chemosynthesis. Other factors that argue in favor of the universality of biochem-
istry are physical (temperature, pressure, and volume) and genetic constraints (see
below).

In general, we may say that features that become more, rather than less, similar
through independent evolution will be called “convergent.” In fact, convergence
in biology is often associated with similarity of function, as in the evolution of
wings in birds and bats. New World cacti and the African spurge family provide
an example. Some other examples are the euphorbs, such as Euphorbia stapfii, and
some members of the Madagascar Didieraceae (Didiera madagascariensis). These
plants are similar in appearance, being succulent, spiny, water-storing, and adapted
to desert conditions (Tudge, 1991, p. 67; Nigel-Hepper, 1982, p. 81). However,
they are classified in separate and distinct families, sharing characteristics that have
evolved independently in response to similar environmental challenges. Hence, we
may say that this is a typical case of convergence.

When we look at convergence at the biochemical level, we can further document
the general question of evolution in the life sciences. Convergent evolution is man-
ifest at the active sites of enzymes and in whole proteins, as well as in the genome
itself, as the following examples show.
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® The northern sea cod (Boreogadus saida) is an economically important marine fish of
the family Gadidae found on both sides of the North Atlantic. The distantly related order
Perciformes with its suborder Percoidei contains the sea basses, sunfishes, perches, and,
more relevant to our interest, the notothenioid fishes from the Antarctic (Dissotichus
mawsoni). In spite of their distant relationship with cods, they have evolved the same
type of antifreeze proteins, in which the amino acids threonine, alanine, and proline
repeat (Chen et al., 1997). These proteins are active in the fish’s blood and avoid freezing
by preventing the ice crystals from growing. The Antarctic fish protein arose over seven
million years ago, whereas the Arctic cod first appeared about three million years ago
(both species arose in different episodes of genetic shuffling).

® The blind cavefish Astyanax fasciatus are sensitive in two long-wavelength visual pig-
ments. In humans, the long-wavelength green and red visual pigments diverged about
thirty million years ago. The mammalian lineage diverged from fishes about four hun-
dred million years ago, but a recent episode in evolution has provided fish multiple-
wavelength-sensitive green and red pigments. Genetic analysis demonstrates that the red
pigment in humans and fish evolved independently from the green pigment by a few
identical amino acid substitutions (Yokoyama and Yokoyama, 1990), a clear case of
evolutionary convergence at the molecular level.

® Convergence may also occur when the sequence and structure of molecules are very
different, but the mechanisms by which they act are similar. Serine proteases have evolved
independently in bacteria (e.g. subtilisin) and vertebrates (e.g. trypsin). Despite their very
different sequences and three-dimensional structures, in each the same set of three amino
acids form the active site. The catalytic triads are His57, Asp102, and Ser195 (trypsin)
and Asp32, His64, and Ser221 (subtilisin) (Doolittle, 1994; A. Tramontano, personal
communication).

Evolutionary convergence in biology has been best documented at the level of ani-
mals. The evolutionary biology of the Bivalvia, at the level of both zoology and
paleontology, provides multiple examples of convergence and parallel evolution, a
fact that makes the interpretation of their evolutionary history difficult (Harper et al.,
2000). Specific examples of convergence in mollusks have been pointed out in vari-
ous families of the gastropods (camaenid, helminthoglyptid, and helcid snails). The
shells of the camaenid snails from the Philippines and the helminthoglyptid snails
from Central America resemble each other and also members of European helcid
snails. These distant species, in spite of having quite different internal anatomies,
have grown to resemble each other morphologically in response to their environ-
ment. In other words, in spite of considerable anatomical diversity, mollusks from
these distant families have come to resemble one another in terms of their external
calcareous shell (Tucker Abbott, 1989, pp. 7-8).

In addition, we should recall that among birds the Passeriformes (including swal-
lows) may be confused with Apodiformes (including swifts), but are not related to
them. Swallows and swifts provide a classical example of evolutionary convergence.
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Although unrelated, swallows are generally similar to swifts in size, proportion, and
aerial habits (Clench and Austin, 1983). Members of these two orders differ widely
in anatomy, and their similarities are the result of convergent evolution on different
stocks that have become adapted to the same lifestyles in similar ecosystems for
both species.

Can convergent pathways of evolution in the cosmos be foreseen?

Above I have argued that fine-tuning in biochemistry is represented in molecular
biological terms by the strength of chemical bonds that make the universal genetic
code possible. The messages coded in RNA and DNA would not be possible if
the strengths of the bonds had different values. Hence, life, as we understand it
today, would not have arisen. Subsequent evolutionary stages beyond molecular
evolution in biochemistry (i.e. beyond chemical evolution of the building blocks of
life) will depend on certain factors that can be documented with further research in
the geologic record of hydrothermal vent communities and with the exploration of
the solar system. I will review some of them, beginning with the geologic record.
Some evidence indicates that once life originates, provided sufficient (geologic)
time is available, evolution will provide living organisms with the opportunity to
occupy every conceivable environment. This notion further favors the hypothesis
that once life appears at a microscopic level on a given planet or satellite, the
eventual evolution of intelligent behavior is just a matter of time.

The inevitability of some of the earliest stages of the evolution of life on earth
can be illustrated with careful analysis of the geologic record. For instance, Cam-
brian fauna, such as lamp-shells (inarticulate brachiopods) and primitive mollusks
(Monoplacophora), were maintained during Silurian times by microorganisms that
lived in hydrothermal vents (Little et al., 1997). Many examples of such fossils have
been retrieved from the Silurian Yaman Kasy sulfide deposit. This volcanogenic
site is located in the Orenburg district (southern Urals, Russia). In modern vent
communities, monoplacophorans have been recovered at the Mid-Atlantic Ridge
(37° 50’ N), and brachiopods from mid-ocean ridges are also recorded. However,
taxonomic analysis of Cenozoic fossils suggests that shelly vent taxa are not ances-
tors of modern vent mollusks or brachiopods (Little ez al., 1998). We may conclude
that modern vent taxa support the hypothesis that the vent environment is not a
refuge for evolution.

In fact, evidence exists that since the Paleozoic and through the Mesozoic era,
taxonomic groups have moved in and out of vent ecosystems through time: no
single taxon has been able to escape evolutionary pressures. Some independent
support for deep-water extinction has also been presented (Jacobs and Lindberg,
1998). These findings rule out the possibility that deep-sea environments are refuges
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against evolutionary pressures. In other words, the evidence so far does not sup-
port the idea that there could be environments where ecosystems might escape
biological evolution, even in the apparently unassailable depths of the oceans. This
gives considerable support to the hypothesis that any microorganism, in whatever
environment on earth or elsewhere, would be inexorably subject to evolutionary
pressures.

As I have shown above, fossils from Silurian hydrothermal vent fauna demonst-
rate that species have become extinct in locations that at first sight seem to be far
removed from the pressures of evolutionary forces. Given that there are no refuges
against evolution, we can raise the question whether over geologic time it was
inevitable that the most primitive cellular blueprint bloomed into full eukaryogen-
esis and beyond, along convergent evolutionary pathways, ultimately to organisms
displaying intelligent behavior (Chela-Flores, 1998).

To investigate beyond the geologic record whether subsequent evolutionary
stages lead to the evolution of intelligent behavior, we turn to the exploration of
our solar system. In order to investigate, in the short term, whether the evolution
of life is subject to convergence throughout the cosmos, we have at least two pos-
sibilities. First, we can directly test whether evolution of intelligent behavior has
followed a convergent evolutionary pathway elsewhere in the universe by means
of the Search for Extraterrestrial Intelligence (SETI) project (Ekers et al., 2002).
Unfortunately, no signal that could definitely be interpreted as originating from an
advanced civilization has ever been detected.

A second alternative, although much more restricted in scope, is currently in
progress. We can test for the possible existence of the lowest stages of the evolu-
tionary pathway within the solar system, namely at the level of microorganisms.
One approach is currently being carried out in terms of the search for life on Mars.
Another approach, still within the solar system, is to search in due course for life
on the Jovian satellite Europa (Chela-Flores, 2003, 2006). Even beyond our solar
system, scientific research may help us to decide whether environments exist that
fulfill conditions favorable to life’s origin and evolution. This is due in part to
the fact that we are aware of multiple examples of solar systems. In addition, we
suppose that stable conditions persist in extrasolar planets. By stable conditions, it
should be understood that the planet (or satellite), where life may evolve, is bound
to a long-lived star. In other words, the time available for the origin and evolution
of life should be sufficient to allow life itself to evolve, before the solar system of
the host planet or satellite reaches the final stages of stellar evolution, such as at the
red-giant and supernova phases.

It is also assumed that major collisions of large meteorites with a habitable world
are infrequent after the solar system has passed through its early period of formation.
Under such stable conditions, the gradual action of natural selection would be
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expected to be the dominant mechanism in evolution. Fortunately, the existence of
stable earth-like planetary conditions is an empirical question for which we will
be able to give partial answers in the foreseeable future. Reliable observational
techniques are currently being provided to image Jupiter-like planets orbiting at
several astronomical units from their corresponding stars. Hence, we may conclude
that in the not-too-distant future we will be able to address the following question
on the evolution of intelligent behavior: is the evolution of the cosmos “fine-tuned”
for the inevitable emergence of intelligent behavior throughout the cosmos? The
assumed universality of biological evolution suggests a positive answer to this
question, provided that stable planetary conditions are maintained in a given planet,
or satellite, over geologic time.

A third factor in favor of the inevitability of the evolution of intelligent behavior
in the cosmos is natural selection, which seems to be powerful enough to shape
terrestrial organisms to similar ends, independent of historical contingency. Like-
wise, in view of the assumed universality of biology, we would expect evolutionary
processes to take place in the cosmos that are mechanistically similar to those that
have driven the evolution of life on earth. I will discuss some examples that support
this view. Before approaching the question of convergent evolution, however, we
should first recall that the set of factors influencing the relative degree to which
earth’s biota has been shaped is still a debatable topic. According to the hypothe-
sis of universal Darwinism, life on earth, and possibly elsewhere, may have been
shaped either by contingency or by the gradual action of natural selection. It may be
possible to document convincingly whether, independent of historical contingency,
natural selection is powerful enough for organisms living in similar environments
to be shaped to similar ends. For this reason, I highlight the following examples,
which suggest that, to a certain extent and in certain conditions, natural selection
may be stronger than chance.

¢ Black European fruit flies (Drosophila subobscura) were transported to California more
than twenty years ago. This event has provided the possibility of testing the role of natural
selection in two different continental environments. Pacific coast D. subobscura (from
Santa Barbara to Vancouver) were compared in wing-length with European specimens
(from Southern Spain to the middle of Denmark). After half a dozen generations living in
similar conditions, the increase in wing length was almost identical (four percent). This is
a compelling case in favor of the key role played by natural selection in evolution (Huey
et al., 2000).

® Anole lizards from some Caribbean islands (Anolis spp.) provide another example of evo-
lutionary convergence. In Cuba, Hispaniola (shared by Haiti and the Dominican Repub-
lic), Jamaica, and Puerto Rico (the so-called Greater Antilles), the observed phenomenon
suggests that in similar environments adaptive radiation can overcome historical con-
tingencies to produce strikingly similar evolutionary outcomes. We could even say that
replicated adaptive radiation has occurred in the various islands. In fact, it has been
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shown that although many species were known to thrive on these islands, some groups
of lizards from different islands living in similar environments also look similar (Losos
et al., 1998). Genetic analysis has shown that similar traits have evolved in distantly
related species for coping with similar environments (such as living in treetops or on the
ground): anoles that live on the ground have long, strong hind legs, whereas those living
in treetops have large toe-pads and short legs. Repeated evolution of similar groups of
species (both morphologically and ecologically) suggests that adaptation is responsible
for the predictable evolutionary responses of the anole lizards of the Caribbean. Indeed,
we can speak in this case of evolutionary history repeating itself (Vogel, 1998).

Finally, in order to decide whether the standard laws of physics and biology imply
the evolution of intelligent behavior, it is instructive to appreciate the implications of
the existence of several constraints on chance. These constraints are relevant to the
question of whether life elsewhere might follow pathways analogous to the ones it
has already followed in terrestrial evolution. Christian de Duve has enumerated vari-
ous examples of constraints on chance (de Duve, 1995, pp. 296-7; 2002; Chapter 10,
this volume).

* Notall genes are equally significant targets for evolution. The genes involved in significant
evolutionary steps are few in number; these are the so-called regulatory genes. In these
cases, mutations may be deleterious and consequently are not fixed.

* Once a given evolutionary change has been retained by natural selection, future changes
are severely constrained; for example, once a multicellular body plan has been introduced,
future changes are not totally random, as the viability of the organisms narrows down the
possibilities. For instance, once the body plan of mammals has been adopted, mutations
such as those that are observed in Drosophila, which exchange major parts of their body,
are excluded. Such fruit-fly mutations are impossible in the more advanced, mammalian
body plan.

* Not every genetic change retained by natural selection is equally decisive. Some may
tend to increase biodiversity rather than contribute to a significant change in the course
of evolution.

Implicit in Darwin’s work is chance represented by the randomness of mutations in
the genetic patrimony and their necessary filtering by natural selection. However,
the novel point of view that astrobiology forces on us is to accept that randomness
is built into the fabric of the living process. Yet, contingency, which is represented
by the large number of possibilities for evolutionary pathways, is limited by a series
of constraints.

Natural selection necessarily seeks solutions for the adaptation of evolving organ-
isms to arelatively limited number of possible environments. From cosmochemistry
we know that the elements used by the macromolecules of life are ubiquitous in
the cosmos.
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To sum up, a finite number of environments force a limited number of options on
natural selection for the evolution of organisms. We expect convergent evolution to
occur repeatedly, wherever life arises. Consequently, it makes sense to search for
the analogs of the attributes that we have learned to recognize on earth, especially
the evolution of intelligent behavior.

Conclusion

Data from the current fleet of space probes that are capable of searching for signs of
life in the solar system suggest that extraterrestrial life could be identified sometime
in the near future. Thus, if we can settle the question of the occurrence of a Second
Genesis elsewhere in the universe, additional information would be available to
discuss the question of fine-tuning in biochemistry. Earlier, I extended the meaning
of convergence from biology to the space sciences in an effort to provide a solid sci-
entific basis for the concept that the universe is fit for the origin and evolution of life.

Closely related to the issue of extending convergence from the life to the space
sciences is the subject of the intelligibility of life in the universe, a significant topic
that requires an explanation. In this chapter, two aspects of the intelligibility of
life in the universe were discussed in scientific terms, namely, the origin and the
evolution of intelligent behavior in the universe. The arguments were centered on
whether evolution is dominated by contingency, or by the gradual action of natural
selection. Random gene changes accumulating over time may imply that the course
of evolution is generally unpredictable, but constraints on chance, as argued above,
put some powerful bounds on the degree of uncertainty.

Other contingent factors are the extinction of species due to asteroid collisions or
other calamities, although these uncertainties may affect only the evolution of single
lineages. However, such questions are of lesser interest to the larger issues that are
relevant either to natural theology, or to science. This is particularly true when
the question of fine-tuning is raised in physics, or biochemistry — that is, whether
the appearance of biological features such as vision, locomotion, nervous systems,
brains, and intelligent behavior is inevitable, rather than the preservation of a given
species. I have further argued throughout this chapter that contingency does not
contradict a certain repetition of natural history. Evolution allows a certain degree of
predictability of the eventual biological properties that are likely to evolve, mainly
because of convergence in the life sciences, but especially, as we have stressed
repeatedly, because of the useful new concept of convergence in the space sciences.
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How biofriendly is the universe?

Christian de Duve

Introduction

We live in a biofriendly world. Were it otherwise, we wouldn’t be around. The
question is, therefore, how biofriendly is it? Physicists have addressed this question
and have come to the conclusion that if any of the fundamental physical constants
were a little smaller or a little larger than they are, the universe would be very
different from what it is and unable to produce or harbor living organisms. Not
everyone, however, subscribes to the concept of “fine-tuning” embodied in the so-
called Anthropic Principle, some preferring instead the notion of a “multiverse,”
in which our universe is only one in trillions of trillions, perhaps the only one that,
by mere chance, happened to have the right combination of constants to enable it
to serve as our birthplace and abode.

In contrast, biologists and other scientists interested in biology generally take
the universe for granted and ask instead to what extent the manifestations of life,
including humankind, fit within the existing physical and cosmic framework. Noth-
ing could better illustrate the depth of their ignorance on this subject than the
diversity of answers they have given, which cover virtually the whole array of pos-
sibilities. Many agree with the late Jacques Monod, who, in his best-seller Chance
and Necessity (1971), expressed his skepticism in the oft-quoted sentence: “The
Universe was not pregnant with life, nor the biosphere with man.” In my Vital Dust
(1995), I defended the diametrically opposed view, also shared by many scientists,
that life and mind are “cosmic imperatives,” likely to exist in many areas of the uni-
verse. The recent interest in astrobiology and the SETI (Search for Extra-Terrestrial
Intelligence) project rest on this assumption. Some scientists make a distinction
between life and mind, but once again in two diametrically opposed versions. In
Rare Earth (2000), the geologist Peter Ward and the astronomer Donald Brownlee

Fitness of the Cosmos for Life: Biochemistry and Fine-Tuning, ed. J. D. Barrow et al.
Published by Cambridge University Press. © Cambridge University Press 2007.

169



170 Christian de Duve

have claimed that life is likely to develop very frequently, but that the probability of
its giving rise to mind through evolution is exceedingly small, so that we may well
be the only conscious, intelligent beings in the universe, even though simpler liv-
ing organisms may abound. In contrast, the paleontologist Simon Conway Morris,
one of the editors of this book, argues in Life’s Solution (2003) that life may be
very rare, perhaps unique, but that, once arisen, it was bound to give rise to human
beings. Humans, he states, are “inevitable in a lonely universe.” Both views make
us exceptional, but for totally different reasons.

In this chapter, I propose to look at the problem through the eyes of a biochemist.
I will first consider the main features that define life as we know it and then ask
how such features could have arisen and what environmental conditions would have
been necessary for them to appear. Finally, in trying to put these notions within a
cosmic perspective, I hope to derive some assessment of the probability of life’s
origin, a sort of quantitative estimate of the universe’s “biofriendliness.”

The hallmarks of life

What Is Life? This question, the title of a famous book by Erwin Schrodinger
(1944), has been answered in many different ways, most often stressing the ability of
living organisms to maintain improbable structures with the help of outside energy,
reproduce themselves, and undergo evolution. My own answer to the question is
simple — many would call it simplistic, even tautological: Life is all that is common
to all known living organisms. This definition, based on concrete facts that are
beginning to be well understood, allows a number of key properties to be singled
out as characteristic of life. I will briefly review these properties in the following
pages. For additional information, the reader can refer to my previously published
books (1984, 1991, 1995, 2002, 2005) and to standard biochemistry textbooks.

Water and minerals

All living organisms contain abundant water and a number of mineral constituents,
mostly Na, K, CI, Ca, and Mg, together with various trace elements, such as Fe,
Cu, Mn, Zn, Ni, Co, Mo, Si, F, I, and Se, which, although present in very small
amounts, often play functional roles of central importance.

Organic building blocks

The bulk of all living matter is constructed with little more than fifty different organic
building blocks, mostly sugars, amino acids, nitrogenous bases, fatty acids, and a
few more specialized substances, made with only six elements, represented, not
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very euphonically, by the acronym CHNOPS (carbon, hydrogen, nitrogen, oxygen,
phosphorus, sulfur). These building blocks are joined together in different ways to
form a number of metabolic intermediates, coenzymes, and other relatively small
molecules that are found in many different organisms, sometimes in all. What
accounts for the main differences between the great variety of life forms — whether
microbes, plants, fungi, animals, or humans — is the ways in which the building
blocks are assembled into macromolecules, such as polysaccharides, lipids, and,
especially, nucleic acids and proteins.

Catalysis

Of the thousands of chemical reactions that make up metabolism, virtually none
would occur without an appropriate catalyst, or enzyme. Even a reaction such as
the combination of carbon dioxide with water to form carbonic acid, which has
the rare distinction of taking place spontaneously at a significant rate, is catalyzed
by an enzyme (carbonic anhydrase), which accelerates the reaction more than a
million-fold.

Protein enzymes

Most enzymes are proteins, which owe their unique functional versatility to the
number and diversity of their building blocks. The distinctive side chains that
characterize the various proteinogenic amino acids include aliphatic and aromatic
molecules, which either are unsubstituted and hydrophobic or bear one of a number
of different hydrophilic groups exhibiting a great diversity of physical properties,
thus allowing a wide variety of possible interactions. In proteins, the amino acids
are linked into long polypeptide chains that usually contain several hundred amino
acids.

With the exception of structural proteins, which often remain linear, the polypep-
tide chains of proteins usually fold into complex, three-dimensional conforma-
tions. In enzymes, these conformations bring together certain functional groups of
amino acids that are distantly located in the chain, so as to delimit specific binding
sites and catalytic centers, disposed in such a manner that reaction substrates are
fished out from the surrounding medium, immobilized in a particular configuration,
and caused to interact. In addition, many enzymes also bear separate sites, called
allosteric, which bind regulatory substances that modify the enzyme’s functional
properties.

More than ninety percent of the chemical reactions catalyzed by enzymes are
either group transfers (including hydrolyses, in which water serves as acceptor of
the transferred group) or electron transfers. These two types of reaction, as will be
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seen, both play major roles in energy transactions. Other enzymatic reactions are
mostly isomerizations or reversible molecular splittings.

Cofactors

Protein enzymes frequently operate with the help of metal ions and with that of
organic cofactors, which either are covalently bound to the enzyme molecule (pros-
thetic groups) or act in free, soluble form (coenzymes). As is to be expected,
these cofactors serve mostly as carriers in transfer reactions. Several are nucleotide
derivatives or have a nucleotide-like structure, thus being related to nucleic acid
components. Many contain a vitamin in their molecule.

Ribozymes

A few biological catalysts are RNA molecules. Known as ribozymes, these catalytic
RNAs are involved in RNA splicing and other forms of RNA processing. A special
ribozyme of central importance is the ribosomal peptidyl transferase, the catalyst
in ribosomes responsible for peptidyl transfer in protein synthesis.

Energy
The central role of ATP

Throughout the living world, energy is derived from the environment and used to
support life by mechanisms that almost invariably end up depending, directly or
indirectly, on the hydrolysis of the terminal pyrophosphate bond of ATP, giving
ADP and inorganic phosphate (P;):

ATP + H,O0 —> ADP + P, (10.1)

This reaction, in which ATP is sometimes replaced by another NTP, which in turn
is subsequently regenerated at the expense of ATP, is exergonic. It releases free
energy (that is, energy convertible into work, henceforth to be referred to simply as
energy) in an amount that, under physiological conditions, is on the order of 14 kcal,
or 59 kJ, per gram molecule of ATP split. This value defines the size of the energy
packages used in biological energy transactions, what may be seen as the standard
bioenergetic currency unit. If ATP hydrolysis takes place freely, the energy released
by the reaction is dissipated as heat. Living systems contain a number of transducers
that convert this energy into some form of work, including the mechanical work
performed in animal motility; the osmotic work of forcing substances into cells, or
out of them, against a concentration gradient; the electric work dependent on the
active transport of ions and the resulting membrane potentials; the emission of light
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in bioluminescence; and, especially, the many forms of chemical work involved in
the synthesis of natural compounds.

Biosynthetic processes are as varied as their products, but share some key fea-
tures. One property they have in common is that they rely, in most cases, on the
linking together of small molecules with removal of water (dehydrating condensa-
tions). Thus, sugars join into polysaccharides; amino acids into proteins; fatty acids
and alcohols into lipid esters; bases, pentoses, and phosphate into nucleic acids;
and so on. In an aqueous medium, such reactions are always strongly endergonic.
They are almost invariably supported by ATP, or by some other ATP-related NTP,
by way of sequential group transfer mechanisms. In these mechanisms, one of the
reactants accepts a piece of the ATP molecule — inorganic phosphate, AMP, or inor-
ganic pyrophosphate — forming a complex from which the reactant thus activated is
transferred to the other reactant. I have detailed these mechanisms elsewhere (1984,
1991, 2000, 2005).

Besides fueling biosynthetic processes, ATP hydrolysis also serves to spark many
metabolic reactions. Thus, phosphorylation of substrates — sugars, for example —
often initiates their metabolic transformation. In addition, a number of receptor-
mediated, regulatory mechanisms depend on the splitting of ATP (or GTP).

Living cells can function only a few seconds on their content of ATP and other
NTPs, which need to be continually regenerated at the expense of their split products
for life to be maintained. Exceptionally, this regeneration may take place at the
expense of stored, high-energy phosphate compounds, including the phosphagens of
animal cells and, especially, a phosphate polymer, or polyphosphate, found in some
bacterial cells. These reservoirs, however, can serve only as a buffer and need to be
replenished with the help of ATP. Therefore, all the energy expenditures of a cell
are ultimately dependent on the regeneration of ATP by energy-yielding metabolic
processes. These processes consist almost exclusively of electron transfers.

Electron transfers

In these transactions, electrons — often combined with protons into hydrogen atoms —
are transferred from a donor to an acceptor down a difference in energy level, which
is measured by the difference between the redox potentials of the two reactants. A
very large number of such reactions participate in metabolism. To be able to serve
for ATP regeneration, electron transfers must satisfy two conditions: (1) they must
release enough energy to power the reversal of Reaction 10.1; and (2) they must be
coupled to the reversal of this reaction — that is, constrained in such a way that they
can take place only if ADP and inorganic phosphate condense to ATP at the same
time.

The energy condition requires the donor and acceptor to be separated by a dif-
ference in redox potential of at least (600/n) mV, n being the number of electrons
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transferred. This value represents the minimum needed to provide 14 kcal, or 59
kJ, per gram molecule, which we have seen is the energy released by Reaction 10.1
and, therefore, the minimum amount of energy required for its reversal. There are
essentially two ways in which this difference is created, depending on whether or
not light energy is involved. When it is, an electron in the chlorophyll molecule is
displaced to a higher energy level with the help of light and allowed to fall back to
a lower energy level through a phosphorylating system, to be either similarly recy-
cled (cyclic photophosphorylation) or used for biosynthetic reductions (see below).
In all other cases, electrons are provided from the outside at an appropriately high
energy level, most often by organic foodstuffs, as in all heterotrophic organisms, but
sometimes also by mineral donors, as in chemotrophic prokaryotes. After powering
ATP assembly, the electrons are taken up at a lower level of energy by an outside
acceptor. Most often (oxidative phosphorylation), this acceptor is molecular oxy-
gen, which combines with four electrons and four protons to give two molecules
of water. In certain prokaryotes, the acceptor is a mineral oxidized substance, for
example nitrate or sulfate. Exceptionally, no outside electron acceptor is required;
the final acceptor arises metabolically. Such is the case in alcoholic or lactic fermen-
tation. In addition, all organisms can, when deprived of their external energy supply
(either light or electron donors), use their stored reserves, of fat or carbohydrate,
for example, or even their own substance as a source of high-energy electrons.

Coupling mechanisms

Throughout the living world, the coupling between electron transfer and ATP assem-
bly is mediated predominantly by electrochemical mechanisms dependent on pro-
tonmotive force. In these mechanisms, known as carrier-level phosphorylations,
electrons travel along complex chains of membrane-embedded carriers organized
in such a way that the electrons can move only if protons are translocated at the
same time from one side of the membrane to the other, from which they can return
only by way of a proton-dependent, ATP-assembling system. In some cases, this
machinery may function in reverse, lifting electrons from a lower to a higher energy
level with the help of ATP generated at some other site.

A second coupling mechanism, of minor quantitative but immense qualitative
importance, involves soluble enzyme systems and intermediates. It concerns the
oxidation of a few selected aldehydes and a-keto-acids, with NAD™ serving as
electron acceptor. The substrates are oxidized jointly with a thiol (R’-SH) in such
a manner that a thioester of the acid is formed:

O O

[l [l
R—C—(COO)H + NAD" + R'—SH ¢ R—C—S—R’ + NADH + H*(+CO,)
(10.2)
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This type of reaction is almost unique in that it couples the donation of electrons to
the closure of a chemical bond, the thioester bond. This bond, which is energetically
equivalent to the pyrophosphate bonds of ATP, can be used to power ATP assembly
by sequential group transfer:

O O
Il [l
R—C—-S-R’ + ADP + P; & R—C—OH + R'—SH + ATP (10.3)

Adding up the two reactions, one finds that the aldehyde is oxidized to the corre-
sponding acid, or that the a-keto-acid is oxidatively decarboxylated to the corre-
sponding acid and CO,, while ATP is assembled, with the thiol playing a catalytic
role. This thiol may be a cysteine residue in the enzyme protein; or an enzyme-linked
phosphopantetheine molecule; or coenzyme A, a soluble coenzyme in which phos-
phopantetheine is linked to 3’-phospho-AMP; or lipoic acid, also known as thioctic
acid, a molecule that can serve at the same time as electron carrier and as group
carrier, a unique distinction.

Reactions of this kind are called substrate-level phosphorylations, as opposed to
the protonmotive force-dependent carrier-level phosphorylations mentioned earl-
ier. Substrate-level phosphorylations are involved in only a few processes; but these
belong to the most central metabolic systems, the glycolytic chain and the Krebs
cycle, making substrate-level phosphorylations both universal and indispensable.
In addition, the reactions are readily reversible (especially with aldehydes as sub-
strates). They can serve in the reduction of a carboxyl group (—COOH) to a carbonyl
group (=CO) with the help of energy provided by the splitting of ATP. As we will
see, this process is of key importance in biosynthetic reductions.

It should be further noted that thioesters, with coenzyme A as carrier, play a key
role as donors of acyl groups in the synthesis of lipids and other esters from free
acids and alcohols. In such cases, the acid is activated to the corresponding thioester
by Reaction 10.3, running from right to left or, more frequently, by the analogous
reaction in which ATP is split to AMP and inorganic pyrophosphate.

Biosynthetic reductions

All living organisms carry out some reductive reactions. The conversion of sugars
to fatty acids and the formation of deoxyribose from ribose are important examples
of such reactions. In heterotrophic organisms, these processes are supplied with
electrons by foodstuffs and, if needed, with energy by ATP. The importance of
biosynthetic reductions is much greater in autotrophic organisms because these
organisms manufacture their substance with very simple, oxidized building blocks,
mostly H,O, CO,,NO3 , and SOZ‘. They thus need a considerable additional supply
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of electrons, as well as of energy, as environmental electrons are usually provided
at a low energy level.

Chemotrophic autotrophs derive the required electrons from mineral donors, for
example hydrogen sulfide (H,S). They lift these electrons to the high energy level
needed for the reductions with the help of ATP (or protonmotive force) generated by
the downhill transfer of electrons from the same donors to an outside acceptor (most
often oxygen). Primitive phototrophic bacteria likewise obtain electrons from min-
eral donors, but depend largely on light energy for lifting the electrons to a higher
energy level. This process is catalyzed by a chlorophyll-dependent system known
as photosystem I. The more advanced phototrophs, which include cyanobacteria,
eukaryotic algae, and plants, have a second chlorophyll-dependent system, pho-
tosystem II, which withdraws electrons from water, releasing molecular oxygen,
and lifts them to an intermediate energy level, with the help of light energy. From
this level, the electrons are transferred to photosystem I for further energization
and utilization for biosynthetic reductions. In their passage from photosystem II to
photosystem I, the electrons suffer a partial energy fall coupled with ATP assembly
(non-cyclic photophosphorylation).

Interestingly, in the majority of autotrophic organisms, whether chemotrophic
or phototrophic, the top energy boost whereby electrons are lifted to the level
from which they can serve to reduce carboxyl to carbonyl groups — mostly
3-phosphoglycerate to 3-phosphoglyceraldehyde, as in reverse glycolysis — is
accomplished by a thioester-mediated mechanism (reversal of Reactions 10.3 and
10.2), confirming the central importance of this mechanism.

Information

Biological information circulates universally by means of three processes: replica-
tion of DNA, transcription of DNA into RNA, and translation of RNA into protein.
In addition, viruses with an RNA genome possess an enzyme that catalyzes one
of two processes that are not carried out by cells: replication of RNA and reverse
transcription of RNA into DNA. These five processes are shown schematically in
Figure 10.1.

These processes have two aspects, one involving energy, the other information.
I will treat these two aspects separately.

Biosynthetic mechanisms

In essence, biological information-transfer processes all rely on syntheses and, as
such, operate by the same kind of ATP-fueled mechanisms that carry out biosyn-
theses in general. The synthesis of nucleic acids, which underlies all forms of
replication and transcription, is special in that a single transfer reaction completes
the process. Mononucleotide groups (either AINMPs or NMPs) are transferred to the
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Figure 10.1. Biological information transfers.

3’ end of the growing polynucleotide chain from the corresponding ANTPs or NTPs,
with release of inorganic pyrophosphate, which is hydrolyzed, thereby ensuring the
irreversibility of the process.

Protein assembly involves reactants carried by transfer RNAs (tRNAs). The bond
linking amino acids to tRNAs is created by a sequential group-transfer process
in which ATP is split into AMP and inorganic pyrophosphate, which is further
hydrolyzed, driving the reaction, as above. The two transfer steps of this process
are catalyzed by a single enzyme, called aminoacyl-tRNA synthetase. The peptide
bond itself is formed at the expense of the ATP-derived aminoacyl-tRNA bond by
transfer of the growing peptide chain from its tRNA carrier to the amino group of
a tRNA-borne amino acid, yielding a peptide chain lengthened by one amino-acid
unit and attached to the tRNA bearing the new amino acid. This reaction takes
place on the surface of ribosomes, which are small particles consisting of about
fifty percent protein and fifty percent RNA (rRNAs). Interestingly, the peptidyl
transferase that catalyzes the reaction is not a protein, but an rRNA. This is one of
the rare known instances of involvement of a catalytic RNA, the only one in which
the substrate is not an RNA molecule.

Templates

The biosynthetic mechanisms mentioned differ from all others in being guided by a
template molecule that dictates which building block is to be added at each step. This
template molecule is invariably a nucleic acid, and the mechanism by which it exerts
its control relies universally on base pairing, the phenomenon whereby adenine joins
specifically with thymine or with uracil, and guanine joins likewise with cytosine.
These relationships are summarized by the following cardinal relationships:

AeTorU G&C (10.4)
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In the synthesis of nucleic acids, the template is a nucleic acid — of the same kind
in replication, of opposite kind in transcription (see Figure 10.1, above) — which
imposes, by base pairing, the nature of the mononucleotide to be added at each
step. In protein assembly, the template is a messenger RNA molecule (mRNA),
derived by transcription (eventually followed by splicing) from the DNA gene in
which the sequence of the protein is encoded. The mRNA dictates, by successive
base triplets, or codons, the choice of the amino acid to be added at each step. This
phenomenon is mediated by base pairing between the mRNA codons and com-
plementary base triplets, or anticodons, present in the amino-acid-bearing tRNAs.
Translation itself is carried out earlier by the aminoacyl-tRNA synthetases, which
ensure, by their specificities, that amino acids and tRNAs are correctly matched.
Exactly twenty varieties of such enzymes exist, one for each proteinogenic amino
acid.

Base pairing also has an important structural function. It is responsible for the
joining of two complementary DNA chains (or, exceptionally, RNA, in certain
viruses) into the celebrated double helix. It also causes single polynucleotide chains
(mostly RNA) to bundle up into complex, three-dimensional arrangements. This
property accounts for the many functions accomplished by RNA molecules, as
opposed to DNA, which is essentially inert chemically and has as its sole functions
to serve as a repository of genetic information and as a template for the transfer of
this information in replication and transcription.

The genetic code

The genetic code is the set of correspondences between amino acids and codons.
Init, 61 of the 64 codons represent amino acids, with up to six codons standing for
the same amino acid; the remaining three codons serve as stop signals. With very
rare exceptions (in some mitochondria, for example, and in a few microorganisms),
which arose late in evolution, the genetic code is the same for all living organ-
isms. Workers have long puzzled about the relationships that underlie the code,
which have been attributed to anything between a “frozen accident” and a set of
strict, chemical complementarities between amino acids and codons or anticodons.
The latest answer is that the genetic code is most likely the product of selective
optimization. The structure of the code is such that it minimizes the adverse con-
sequences of mutations leading to the replacement of one base by another in a
codon. As has long been pointed out, such changes often either do not alter the
nature of the coded amino acid or replace it with an amino acid of similar phys-
ical properties so that the mutant protein remains functional. Modeling experi-
ments have shown the code to be close to optimal in this respect (Freeland et al.,
2003).
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Homochirality

The amino acids used for protein synthesis are all, with the exception of glycine,
which is not optically active, chiral molecules of L configuration. Similarly, DNA
and RNA are made exclusively with the D isomers of their constitutive pentoses,
deoxyribose and ribose, which happen to be levorotatory, like the L-amino acids.
This peculiarity has been the object of much discussion and speculation. It is viewed
by many as one of the most mysterious hallmarks of life.

It should be noted first that the fact that only enantiomers of the same optical
rotation sign are found in proteins and nucleic acids — the “homo” part of homochi-
rality — may be viewed as a necessity, most probably a consequence of natural
selection. Protein molecules containing both D- and L-amino acids, nucleic acid
constructed with the two enantiomers of the pentoses, would lack some of their key
biological properties. Life as we know it could not exist with heterochiral proteins
or nucleic acids. The alleged mystery thus concerns the chirality part, the actual
nature of the enantiomers used: L- rather than D-amino acids, and D- rather than
L-pentoses.

Much has been written on this topic. Relevant to the subject of this chapter is
the fact that there seems to be no compelling cosmic reason — there may be a local
one — why life should use one or the other enantiomer. The possibility of life forms
similar to those we know, but functioning with proteins made of D-amino acids
and with nucleic acids constructed with L-pentoses, is not ruled out in the present
state of our knowledge. Whether D-amino acids could be used with D-pentoses, or
the opposite, seems less likely if, as may well have been the case, steric interac-
tions between the two kinds of molecule played an important role in the origin of
life.

Membranes

Membranes are indispensable biological constituents. No living cell can exist
without at least a peripheral membrane. In addition, many cells contain internal,
membrane-bounded structures. Biological membranes consist universally of a lipid
fabric within which a number of proteins are embedded.

The fabric of membranes

The basic fabric of all membranes is the lipid bilayer, a bimolecular layer consisting
of amphiphilic molecules typically made of a three-carbon core or skeleton to which
are attached, on one side, two long, hydrophobic chains made exclusively of carbon
and hydrogen and, on the other, a hydrophilic head containing a variety of chemical
substances that share the property of being electrically charged or polarized:
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CH, C

CH, ¢ (10.5)

¢

The three-carbon core of such molecules most often consists of glycerol, with the
hydrophobic tails being made of long-chain fatty acids linked to glycerol by ester
bonds — except in archaebacteria, where they are formed by isoprenoid alcohols
linked to glycerol (in the chiral configuration opposite to that shown in Scheme
10.5 by ether bonds. Sphingolipids differ from this general scheme in that the long-
chain aminoalcohol sphingosine provides both the core and the top hydrophobic
chain, the second hydrophobic chain belonging to a long-chain fatty acid attached
to sphingosine by an amide bond.

In phospholipids, which are the most important membrane lipids, the hydrophilic
head consists of a negatively charged phosphate ester group, often esterified by
some positively charged nitrogenous, hydroxylated substance, such as choline,
ethanolamine, or serine (which also carries an extra negative group). In glycolipids,
a variety of carbohydrate compounds, occasionally associated with a negatively
charged acidic group (sialate or sulfate), make up the hydrophilic head.

When mixed with water under certain conditions, molecules with the above
configuration spontaneously organize into closed lipid bilayers. In this structure,
two monomolecular layers join by their hydrophobic faces, creating an inner, oily
film, lined on both sides by the hydrophilic heads in contact with water inside and
outside the vesicle:

water

I
i

water

Biological membranes owe a number of distinctive properties to the physical char-
acteristics of the lipid bilayers with which they are constructed. One such property is
flexibility. Because their constituent molecules can readily slide along one another
in semi-fluid fashion, the films can adopt a wide variety of shapes, thus allowing
membranes to fold and mold themselves around almost any object.

Another important property is self-sealing. Lipid bilayers and the membranes
arising from them invariably exist in the form of closed sacs, or vesicles, with
a strong, inherent tendency to adopt this shape. This ability accounts for the
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spontaneous repair of pierced or injured membranes and for the various reorga-
nization phenomena involved in the fission and fusion of vesicles that underlie
many fundamental cellular processes, such as endocytosis, exocytosis, and vesicu-
lar transport.

In most membranes, the basic lipid bilayer fabric is enriched in various ways.
The inner, fatty film of the bilayer often provides shelter for a number of hydropho-
bic molecules, for example cholesterol, which is an obligatory constituent of the
outer membrane of all eukaryotic cells. Most importantly, all biological membranes
contain a variety of specialized proteins of crucial importance.

Membrane proteins

Proteins are able to associate with lipid bilayers because several of the amino
acids used for protein synthesis have hydrophobic groups. When a large enough
number of such amino acids are present close together in a given stretch of the
protein chain, they form a short, rod-shaped segment sufficiently hydrophobic to
be accommodated by the bilayer. If such a segment ends the chain, it serves as
anchor, with the bulk of the molecule hanging from one or the other face of the
bilayer. If a hydrophobic segment is situated inside a protein chain, it can form a
transmembrane bridge, with the two parts of the molecule separated by the segment
protruding on opposite faces of the bilayer. Finally, if, as is often the case, other
such segments follow one another along the protein chain, the molecule will snake
in and out across the bilayer, with both ends coming out on the same face or on
opposite faces of the bilayer, depending on whether the number of hydrophobic
segments is even or odd.

Membrane proteins have multiple functions. They comprise enzymes acting on
locally concentrated substrates; transport systems of various kinds, including the
ionic pumps responsible for bioelectric manifestations; translocators serving in the
specific delivery of proteins and other macromolecules across membranes; electron-
transfer chains and other components of protonmotive machineries; photosystems
and their ancillary cofactors; and a variety of receptors involved in transmembrane
signaling.

Cells

Life cannot exist without cells. The minimal cell contains, within a surrounding
membrane, a DNA genome, a complete machinery for replicating this genome and
expressing it by way of RNA and protein molecules, and a set of enzymes and
cofactors capable of building the cell’s constituents from surrounding materials
and of deriving energy from the outside in a form suitable for the support of all
these activities.
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Present in the simplest prokaryotes, these attributes are complemented by a vari-
ety of additional properties in higher prokaryotes and, especially, in eukaryotic cells,
which are distinguished by a fenced-off nucleus and by complex cytomembrane
structures, cytoskeletal and motor elements, and endosymbiont-derived organelles.

A key feature of cells is the ability to multiply by division. Initiated by DNA
replication — and held in check as long as this process has not taken place — cell
division involves a number of steps, different in prokaryotic and eukaryotic cells, but
leading in both to the splitting of the surrounding membrane into two distinct, closed
membranes, each enveloping a full copy of the genome and enough of all other cell
components to endow each daughter cell with autonomy. Relatively unchecked
in prokaryotes, which tend to multiply exponentially as long as enough usable
matter and energy are available, cell division is subject to complex regulations in
eukaryotic cells, especially those of multicellular organisms, in keeping with the
individual requirements and mutual relationships of tissues and organs. Cancer, as
is known, is a major harmful consequence of a defect in this control.

The requisites of life

Having reviewed the key features of life on earth, we are now ready to examine
the universe’s fitness for life. In addressing this question, I will limit myself to
life as we know it, ignoring the frequently evoked possibility of other life forms,
differing from extant ones by the nature of their organic constituents and/or by the
mechanisms whereby they build their own substance, exploit environmental energy
sources, or handle information — and perhaps even constructed from elements other
than CHNOPS. Such open-minded conjectures, which satisfy the commendable
principle of “leaving no stone unturned,” have stimulated many valuable, theoretical
reflections on the nature of life and the kind of chemistry needed to support it. In
practice, however, these conjectures have drawn attention mostly to the unique
fitness of present-day biochemistry as underpinning the main properties of life. I
will not consider them further.

Regarding fitness, an important distinction must be made between fitness to
harbor life and fitness to generate life. The former question is to some extent trivial.
We know from experience that life, once it has taken hold, can adapt to almost
any kind of milieu, from freezing polar waters to superheated volcanic jets; from
swamps, lakes, and oceans to the deepest of rocks and the driest of deserts; from
almost salt-free freshwaters to saturated brine; from pristine springs to the most
polluted canals and other sites created by human technology; and across a wide
pH range, from biting acids to caustic alkalis. Considering the diversity and, in
some cases, simplicity of the environments in which certain forms of life manage
to thrive, one is tempted to believe that the universe has countless spots where some
kind of living organism would be able to survive.
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Fitness to generate life, however, raises an entirely different question, which
could be answered only if we knew how life actually originated. Although we
don’t know this, I will nevertheless attempt to address the question on the basis
of what is known of the nature of life and what is suspected of its origin. My
account will be brief, and I again refer the reader to my previous publications for
additional information and bibliography (1991, 1995, 2002, 2005). In discussing
these requisites of life, I will follow the same order as in the first part of this chapter.

Water and minerals

Liquid water is indispensable for life and must have been so for its origin as well.
As far as is known, the universe contains plenty of water. The liquid state carries
with it a more stringent condition in that its temperature range, although it varies
with pressure, remains relatively narrow. Considering the number and diversity of
planets, moons, and other celestial bodies that presumably exist in the universe, this
condition can hardly be forbidding. It seems most likely that many sites capable of
holding liquid water exist, in our galaxy and in others, and that at least a fraction
of those actually do contain it. Even in our solar system, earth is probably not the
only such site. Liquid water may lie under the permafrost believed to cover parts
of Mars and under the ice plates detected on the surface of Jupiter’s moon Europa.

As to the various minerals associated with life, they are likely to be present in
sufficient amounts in many of the water-containing celestial bodies. It is signifi-
cant, in this respect, that no element of atomic number higher than 34 is found in
living organisms, even in trace amounts. Up to that limit, elements are all relatively
abundant in many stars.

Organic building blocks

When, in 1953, Stanley Miller announced that he had observed the formation of
amino acids and other biological molecules “under possible primitive Earth con-
ditions,” the scientific world (including the media) was thrilled by the possibil-
ity, evoked by Miller’s historic experiments, that some of the building blocks of
life could have arisen spontaneously on our planet. Surprisingly, nothing like the
excitement generated by Miller’s results or by those of his co-workers and follow-
ers greeted the much more astonishing discovery that the building blocks of life
actually do arise spontaneously in many parts of the cosmos.

This is the startlingly significant message that extraterrestrial objects of various
kinds —interstellar dust particles, neighboring planets and their moons, comets, and,
especially, meteorites —have divulged to high-resolution spectroscopic explorations
and to direct analyses using instruments borne by spacecraft or applied to materials
that have fallen to earth. It is now known that a great variety of organic radicals and
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molecules exist in many extraterrestrial sites never visited by any living organism
(for reviews, see Botta and Bada, 2002; Ehrenfreund et al., 2002)

Because of the extremely rarefied and cold conditions under which it operates,
cosmic chemistry is nothing like the kind of chemistry we know. But it obeys the
same laws and, like organic chemistry on earth, exploits the unique associative
properties of the carbon atom. Dominant among its products are small molecules
and radicals consisting of only a few atoms, short aliphatic hydrocarbons believed,
for example, to form the seas observed on the surface of the Saturn moon Titan,
the ubiquitous polyaromatic hydrocarbons (PAHs), and fullerene-like polycarbon
associations. In addition, cosmic chemistry seems indiscriminately to make, in
amounts that decrease with molecular size, most of the combinations that can arise
from the radicals. These combinations include amino acids, nitrogenous bases,
sugars, and other moderately sized molecules that are found in living organisms,
but with no obvious bias in favor of those that serve as biological building blocks
over those that do not. Chirality could be an exception, revealed by slight excesses
of L- over D-amino acids in some meteoritic material. This matter is, however,
still the object of much debate. The bias, to the extent that it exists, is most likely
secondary and due to asymmetric destruction rather than to synthesis.

Much is still expected from this fruitful research field. Particularly encouraging
is the possibility of reproducing in the laboratory some of the events that take place
in outer space. Two distinct groups, one American (Bernstein et al., 2002) and the
other European (Muiioz Caro et al., 2002), have investigated the effects of ultraviolet
irradiation, under about the lowest temperature and highest vacuum conditions
attainable, on simulated interstellar ice analogs containing water, methanol, and
ammonia as the main components with the addition of cyanide in the first research
project and carbon monoxide and carbon dioxide in the other. Both groups have
observed the formation of a variety of organic compounds, including a number of
amino acids.

It is generally accepted that products of cosmic chemistry were showered on
the nascent earth and could likewise fall on many other celestial bodies, brought
down by comets, meteorites, and cosmic dust. But there is no agreement on the
contribution of such products to the origin of life. Some researchers believe that the
bulk of the building blocks of life came from outer space, others that they arose in
the primitive terrestrial atmosphere by the kinds of process Miller and others have
tried to reproduce in the laboratory. Most likely, both sources contributed, but in
proportions that remain to be evaluated.

Faced with these facts, one is obviously tempted to assume that the products
of cosmic/terrestrial chemistry did, in reality, serve as the building blocks from
which life first arose. This view is not unanimously accepted. At least two promi-
nent investigators, the German Giinter Wéchtershiuser (1998) and the American
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Harold Morowitz (1999; Chapter 18, this volume), have vigorously defended the
theory that life started from scratch in autotrophic fashion. Their proposed schemes
differ, but have in common that they attribute a central role to a reverse, reductive
Krebs cycle, from which the first amino acids would have arisen by amination of
certain intermediates. A recent cladistic analysis has, however, led to the opposite
conclusion that Krebs-cycle intermediates arose from amino acids by deamination
(Cunchillos and Lecointre, 2002).

On the whole, it would be very surprising if cosmic chemistry had nothing to do
with the development of biochemistry. Attributing the many similarities between the
two chemistries to a meaningless coincidence strains the boundaries of credibility.
If we accept the more plausible view, then the main message of all these discoveries,
from the point of view of our discussions, is that the chemical “seeds” of life are
present throughout the cosmos. This, as far as [ know, is the strongest argument yet
uncovered in favor of a “biofriendly” universe.

Catalysis

Chemical “seeds” are a necessary, but not a sufficient, condition for the development
of life. For the seeds to “germinate,” that is, for the building blocks to join into
proteins, nucleic acids, and other key biological constituents, suitable catalysts are
indispensable. What is true of present-day life no doubt also applies to emerging
life, which, however, could not have had available the enzymes, ribozymes, and
coenzymes that are at work today.

Many investigators have searched the mineral world for possible catalysts of
biogenic reactions. Suggestive results have been obtained with metal ions, zinc
for example (Lohrmann et al., 1980), clays (Cairns-Smith, 1982; Ferris, 1998),
double-layer metal hydroxide minerals (Pitsch et al., 1995), pyrite (Wichtershiuser,
1998), and iron—sulfur complexes (Cammack, 1983; Wichtershiuser, 1998). To
what extent such materials may have been crucial to the origin of life on earth is,
however, not known. In addition, doubts have often been expressed that mineral
catalysts could, alone, have sufficed to launch life.

Much attention has therefore been given to the suggestion that ribozymes may
have played akey role in the origin of life in the so-called RNA world (Gilbert, 1986).
There are, indeed, strong reasons that favor this possibility. Protein synthesis, for
example, almost certainly was developed by interacting RNA molecules. But RNA
itself can obviously not have catalyzed its own synthesis nor all the protometabolic
reactions that came before it.

For anumber of years, I have advocated the view that the first catalysts were short
peptides and related compounds that I have called “multimers” (1991). Different
from proteins, which they are supposed to have preceded, these substances could
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have contained D- as well as L-amino acids, some not found in proteins, together
with other components, such as hydroxyacids, resembling in this respect a vast
group of natural substances of bacterial and fungal origin. Known as non-ribosomal
peptides and polyketides, these substances include a number of antibiotics and other
biologically active molecules and have in common that they are synthesized by way
of the thioesters of their precursor acids (Cane, 1997; Walsh, 2004).

As I have pointed out, substances of this kind would be most likely, because
of chemical similarities, to mimic, be it only in rudimentary fashion, some of the
catalytic properties of protein enzymes. Such properties have not been described
in natural substances, but they could be looked for, both in natural and in artifi-
cial compounds (de Duve, 2003). Furthermore, the possibility that such substances
could have arisen spontaneously in a prebiotic setting is plausible. Made of build-
ing blocks that are abundant among the primary products of cosmic chemistry,
the posited multimers could have formed by fairly simple assembly mechanisms,
which could even, like their natural counterparts, have involved thioester precur-
sors. As discovered by Wieland even before the biological role of thioesters came
to be known, peptides can form spontaneously from the thioesters of amino acids
(see survey by Wieland, 1988). Several other investigators have described the syn-
thesis of peptides under plausible prebiotic conditions (see, for example, Huber
and Wichtershéuser, 1998). Particularly interesting are the experiments by a group
of Japanese workers that have observed amino acid oligomerization in a hot—cold
flow reactor designed to simulate a hydrothermal vent (Imai et al., 1999; Ogata
et al., 2000; Yokoyama et al., 2003). This point, together with the hypothetical
involvement of thioesters, is of interest with respect to the possibility that life may
have started in a volcanic setting (see below).

Substances resembling my multimers could even be formed by cosmic chemistry.
There is evidence of the presence of peptides in meteorites, although apparently
limited to the simple dipeptide glycyl—glycine (Shimoyama and Ogasawara, 2002).
In the simulation experiments reported above (Bernstein et al., 2002; Mufioz Caro
etal.,2002), free amino acids were obtained in substantial amounts in the products
of UV-irradiated interstellar ice analogs only if the material had first been subjected
to acid hydrolysis. The possibility that the amino acids may be present in the
form of peptides is explicitly raised by the investigators. It is thus conceivable
that peptides and analogous substances accompanied basic building blocks in the
cometary showers that are suspected of having delivered chemical seeds of life to
the prebiotic earth.

Energy

Any consideration of the energetic underpinning of emerging life must allow a
crucial role to ATP and the other NTPs, especially since these compounds also



10 How biofriendly is the universe? 187

serve to make RNA, most likely the first biological information-bearing substance
(see below). It is interesting and possibly significant that inorganic pyrophosphate
substitutes for ATP in a few metabolic reactions today. These reactions have been
studied in particular detail by the Swedish couple Margaret and Herrick Baltscheff-
sky (1992), who believe them to go back to a “pyrophosphate world,” a hypotheti-
cal early stage in the origin of life in which inorganic pyrophosphate was the first
bearer of high-energy phosphate bonds. As mentioned above, another inorganic
pyrophosphate derivative, polyphosphate, serves as a reservoir of such bonds in
certain bacteria.

If inorganic pyrophosphates were essential to the development of life, this fact
would put a severe constraint on the type of site where life could start, as pyrophos-
phates are very rare in the mineral world. Almost the only place where they might
be expected to be present is a hot, volcanic setting (pyr means fire in Greek), where
they could arise from inorganic phosphates and have indeed been detected in one
instance (Yamagata et al., 1991).

Whatever the role of inorganic pyrophosphate, an early development of the
organic moieties of NTPs is mandated by the participation of these molecules in
RNA synthesis. This problem is still largely unsolved, even though it has engaged
a considerable amount of research. Ribose and the various purine and pyrimidine
bases that make up