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Preface

In 2007 I published a volume entitled Human Nature: the Categorial
Framework. It belonged to the genre the Germans call ‘philoso-
phische Anthropologie’ — a broader domain than philosophy of mind.
In it, T investigated the nature of substance, causation, power and
agency, as well as teleological and rational forms of explanation of
behaviour. The book concluded with an examination of the nature
of the mind and the body, and an elucidation of the concept of a
person. This set the stage for further investigations. I announced in
the Preface my intention of continuing the study with a book entitled
Human Nature: the Cognitive and Cogitative Powers. This is that
book, although the title has changed due to the exigencies of com-
puter cataloguing. The Intellectual Powers: a Study of Human Nature
pays homage to, and deliberately echoes the title of, Thomas Reid’s
great work. My aim was to map the landscape of cognitive and cogi-
tative concepts, and thereby to illuminate the nature of our cognitive
and cogitative powers. I hope that others will find my maps helpful
in finding their way around this unruly and intellectually perilous
terrain. I have tried to plot not only the safe routes, but also the many
inviting pathways that lead to quicksands, chasms and seas of non-
sense. Including sensation and perception among the intellectual
powers is perhaps eccentric, and would be disapproved by Aristote-
lians and scholastics. Nevertheless, human sensibility is not only
a primary source of knowledge — it is also concept-saturated and
thought-ridden. These features of our sensible powers are the warrant
for including two chapters on these themes.

This book presupposes the conclusions of the previous investiga-
tion, but has been designed to be read independently of it. Conse-
quently, there is occasional overlap between the two books. Sometimes
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I recapitulate conclusions previously reached. Sometimes I pick up
threads left dangling there, and weave them into the larger tapestry.
Human Nature: the Categorial Framework investigated the most
general categories in terms of which we think about ourselves. The
present book examines our sensory and perceptual powers, our ability
to attain and retain knowledge, our doxastic propensities, the rela-
tions of knowledge and belief, our cogitative powers and the gift of
imagination with which we are endowed. I hope to complete these
studies with a third volume entitled The Moral Powers: a Study of
Human Nature. Collectively they will constitute a comprehensive
essay in philosophical anthropology.

As in Human Nature: the Categorial Framework, each chapter is
accompanied by tree diagrams, tables and lists. These are often no
more than illustrations to the text, sometimes oversimplifying for the
sake of surveyability. As I noted in the Preface to that book, they are
meant to illuminate the argument as a picture illustrates a story, not
to be a substitute for it. I have also introduced marginalia (as in
Philosophical Foundations of Neuroscience) to facilitate surveyabil-
ity, to make it easier to follow the argument, and to assist in locating
topics.

Writing this volume took longer and was more laborious than 1
had anticipated. I am grateful to the friends and colleagues who
encouraged me in my endeavours, gave me invaluable advice, and
saved me from so many errors. Erich Ammereller, George Barton,
Jonathan Beale, Terence Cave, Gerhard Ernst, Eugen Fischer, Anthony
Kenny, Rick Peels, Dennis Patterson, Dan Robinson and David
Wiggins all read and commented upon one or more (and sometimes
many more) chapters. I owe a special debt to Hanoch Ben-Yami,
Hans Oberdiek and Herman Philipse, who read the whole draft and
gave me detailed comments, powerful criticisms and illuminating
suggestions. I am grateful to my college, St John’s, for the support
and assistance it has given me.

P. M. S. Hacker
St John’s College, Oxford
September 2012






For any man with half an eye
What stands before him may espy;
But optics sharp it needs I ween,
To see what is not to be seen.

John Trumball



Introduction:
The Project

We are substances — animate spatio-temporal continuants, consisting
of matter, with active and passive causal powers. We are sentient,
self-moving agents, with the ability to act or refrain from acting at
will. Being language-using creatures with rational capacities, we
adopt and pursue goals for reasons. We have projects and interests,
we make choices and decisions, act voluntarily and intentionally, and
are responsible for what we do. So we are persons. Our deeds are
explained teleologically by reference to our goals and purposes, and
by the reasons and motives for which we act. We have a mind and a
body. The body we have consists of the somatic features of the body
(the animate material substance) that we are. The mind we have is
not a substance (a res cogitans) or a part of a substance (the brain).
To have a mind is to have and exercise an array of first- and second-
order intellectual and volitional abilities. The conceptual network
that underlies these categorial observations was described in detail in
Human Nature: the Categorial Framework (2007).

That book provided, as it were, the mis-en-scéne for the play
that will begin to unfold here. But the lighting still had to be put
in place. This is the role of the three chapters of the Prolegomena:
‘Consciousness’, ‘Intentionality’ and ‘Mastery of a Language’. Both
consciousness and intentionality have been invoked to explain what
it is to have a mind, and to characterize the mental. Both concepts
are sources of ramifying confusions. Eradicating these confusions is

The Intellectual Powers: A Study of Human Nature, First Edition. P. M. S. Hacker.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.



2 Introduction

necessary before investigating the nature of our cognitive and cogita-
tive powers. What is distinctive of humanity, what above all distin-
guishes us from other animals, is that we are language-using creatures.
Hence, the nature of language and of linguistic abilities need to be
clarified before moving on to the main themes of the investigation.

The subject of consciousness was introduced into philosophy by
Descartes, who held (against the Aristotelians) that consciousness is
the mark of the mind. Consciousness assumed even greater impor-
tance in the writings of Locke, who held it to be the glue binding our
past to our present experience, which makes each of us a person. It
was assigned supreme importance by Kant, who held it to be the
source of the transcendental unity of experience. Over the last decades,
consciousness has been variously presented — as the last remaining
obstacle to a satisfactory ‘scientific conception of the world’, as a
mystery that is beyond the powers of the human mind to resolve, and
as the feature (the ‘what-it’s-likeness of experience’) that distinguishes
us from automata. I shall show that the early modern discussion of
the subject from Descartes to Kant was enmired in confusion. There
is no mystery about consciousness, and current debates on the subject
are no more than the excited buzzing of flies in a fly-bottle. In place
of these misconceptions, I shall advance a comprehensive connective
analysis of this multi-focal concept. Connective analysis (see Appen-
dix) consists in describing the manifold logical connections between
a given expression (and its cognates) and other expressions with
which it is associated, or with which it is likely to be confounded. A
focal concept (exemplified by Aristotle’s analysis of health) is one
with a focal point (e.g. the health of a being) around which are clus-
tered a variety of logically related extensions of the concept (e.g.
healthy exercise, healthy food, healthy environment). A multi-focal
concept is a concept with multiple centres of variation. A centre of
variation need not have a focal point. It is more commonly a focus
of points.

Brentano revived the medieval concept of intentionality and argued
that intentionality is the mark of the mental. This too is mistaken.
What is true is that the intentionality of some mental or psychological
concepts that characterize our nature is a source of widespread mis-
understanding. Intentionality and intentional in-existence require elu-
cidation, and intentional phenomena and their grammar need to be
characterized. This I shall try to do. What it is that we believe when
we believe falsely is a persistent source of confusion. Do we believe
facts, states of affairs, propositions or sentences? How are our beliefs
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related to what makes them true? And how are they related to what
makes them false? How do we know what we believe? The problems
of intentionality ramify. How can we believe what is not the case?
For if it is not the case, there is nothing to believe. This tangle of
problems will be unravelled.

The final chapter of the Prolegomena brings us to the source of all
that is distinctive about us and that differentiates us from the rest of
the animal kingdom. We are unigue in nature in being language-using
creatures. In Human Nature: the Categorial Framework 1 argued that
it is because we have a developed language that we are capable of
self-consciousness, that we can reason — and think, feel and act for
reasons, that we can apprehend truths of mathematics and logic, that
we know good and evil and can have a moral conscience, that we
have autobiographies and a socio-historical sense of identity.
Our nature is the product of our animality qua hominidae, of our
mastery of a developed language that endows us with rational powers,
and of our histories qua social and cultural beings. Much confusion
surrounds the ideas of language and linguistic skills, of speaking
and understanding language and of meaning something by words and
utterances. The debates on these matters over the last century are
polarized between two conceptions of language: (i) as a meaning
calculus (e.g. Frege, Russell in Principia, Wittgenstein in the Tracta-
tus, Carnap, Davidson, Dummett), and (ii) conceptions of language
as a form of human behaviour (Wittgenstein in the Investigations,
Austin, Grice, Strawson). The former conception gives primacy to
assertion, truth, truth-conditions of sentences, and to understanding
conceived as a computational process or its resultant state. The latter
conception gives primacy to the use of words in the stream of life, to
the practice of communication conceived intentionally and contextu-
ally, and to understanding conceived as akin to an ability rather than
to a process or state. We shall investigate the questions that lead to
these different conceptions.

With the discussion of these three great themes, the lighting for the
stage is prepared, and the play can begin. At stage centre stand
knowledge and belief. Neither is a mental state. They are not brain
states either. Nor are they attitudes towards propositions. Knowing-
how and knowing-that are two different forms knowledge may take.
The former is not in general reducible to the latter. Practical knowl-
edge is an essential and irreducible element of our agential nature.
Both forms of knowledge have a kinship with ability — hence with
potentiality rather than actuality. Knowing things to be so is distinct
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from knowing things to be true. In so far as knowledge can be said
to aim at anything, it aims at reality — at how things are, and only
secondarily at what is true. Received analyses of knowledge in terms
of truth, belief and justification (or certainty, or a right to be sure)
are defective. What is needed is not such a definitional analysis of
knowledge, but a connective analysis that displays the place of knowl-
edge in the network of epistemic concepts. An examination of the
needs met and purposes satisfied by the uses of ‘know’ and ‘believe’
reinforces the connective analysis. Not only is belief not a mental
state, it is not a feeling or a disposition either. Once the doxastic map
is drawn, the complex relationship between knowledge and belief
falls into place. Although belief is the default position when knowl-
edge fails, knowledge — the possession of information — is not a
species or form of belief at all. Since believing is neither an act nor
an activity, the question of voluntariness of belief must be addressed
and the fact that we are responsible for our beliefs explained. Finally,
the epistemology of belief and the nature of self-deception demand
clarification.

Without sensibility, there would be no knowledge. With us, but
not with other animals, sensation and perception are concept-laden.
Concepts (unlike ideas) are creatures of the intellect (or, on Kant’s
account, of the understanding), and our perceptual experience is
unavoidably run through with concepts and judgement. We see the
world around us in terms of the concepts we employ in describing it.
Both sensation and perception are primary sources of knowledge.
Their logical geography needs to be mapped, their relations clarified,
their voluntariness investigated and their cognitive potentialities
described. The causal theory of perception has long seemed irresist-
ible, or, if resistible, then only at the price of idealism. The familiar
flaws of the classical representational causal theory and of its current
neuroscientific variants are sketched. The modern Grice/Strawson
analytic form of the causal theory is examined and shown to be
untenable. That concepts of perception are not causal concepts, and
that perceiving something is not an experience caused by what one
sensibly seems to perceive, do not imply that scientific investigations
into the causal processes that endow us with our perceptual powers
and that occur when we perceive things are faulty. The analytic causal
theory of perception is a mistaken account of concepts of perception;
the neuroscientific theory of perception is an empirical theory of the
neural processes involved in perceiving. The latter does not imply
the former. However, it is important to avoid the common neurosci-
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entific mistake of reverting to the seventeenth-century representa-
tional causal theory of perception, and the equally common
neuroscientific incoherence of ascribing perception to the brain. It is
the living being as a whole that perceives. It is likewise important to
deconstruct the idea of the necessity of a general sense (sensus com-
munis) and its modern neuroscientific equivalent, the binding problem.

Memory is knowledge retained. In the absence of the power to
retain knowledge, the horizon of possibilities for thought, affection
and action would be very near — as it is with non-language-using
animals. Without personal memory, human beings would not enjoy
the moral status of persons, and would not be responsible for their
deeds. Without the ability to recollect our past, we would lack any
sense of our own identity over time. We would have no autobiogra-
phy. Without personal memory, our social bonds, our loves and
friendships, would be reduced to the inchoate forms of affection
exhibited by other bonding animals. Without memory of the tradi-
tions and subjective history of our social group, we should have no
sense of social identity.

The final part of the book deals with our cogitative powers. A
connective analysis of thinking clarifies this multi-focal concept.
We are naturally inclined to conceive of thinking as an activity of
the mind — but that conception obliterates important distinctions. We
are equally inclined to suppose that we think i#z some medium or
other — in images, concepts or words. Representations do indeed
require a medium. But thoughts are not representations — they are all
message and no medium. A cousin of the misconceived idea that we
must think iz something is the doctrine that there must be a language
of thought. That idea, which goes back at least as far as Ockham,
was resurrected from its mouldy grave by Chomsky and Fodor. It
needs, and will be given, decent burial. The question of whether non-
human animals can think has much preoccupied scientists and phi-
losophers in recent years. We shall give this due scrutiny. Finally, the
connection between our cogitative powers and the idea of an ‘inner
life’ must be explored. For human beings, unlike all other animals,
have an inner life of thought and reflection, of daydreaming and
recollecting, of hoping and fearing, and of deciding, forming inten-
tions and planning.

Imagination too is a cogitative power. Philosophical reflection on
the imagination is marred by the assimilation of our ability to think
of novel possibilities to our ability to conjure up mental images. The
latter is logically inessential to the creative imagination, but is a rich
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source of confusion. The relationship between images (drawings,
paintings, photographs) and mental images must be clarified; other-
wise, we shall wrongly suppose that mental images are a species of
image. We must note the intelligibility of imagining something rotat-
ing and the unintelligibility of rotating something in the imagination;
otherwise, we may be gulled into supposing (as psychologists and
cognitive scientists do) that there is such a thing as rotating mental
images in mental space. We must investigate the relationship between
perceiving and imagining, lest we assign to the imagination impos-
sible and unnecessary synthesizing tasks, as Hume and Kant did.
Mental images are not faint perceptions. They may or may not be
vivid, but they are not distinguishable from perceptions by their rela-
tive vivacity. Rather, the vivacity of mental images and the vivacity
of perceptions are categorially different. Finally, the relationship
between the imaginable, the conceivable and the possible require
investigation.

It has in recent years become fashionable to conceive of ourselves
as the helpless products of our genes; free will and responsibility
are commonly thought an illusion, to be displaced by genetic and
neural determinism; and the theory of evolution is invoked to explain
morality and altruism in terms of natural selection. Our affinity with
other hominidae has become a subject of extensive research, often
aimed at cutting us down to size. The prowess of the great apes is
exaggerated, often in order to narrow the perceived gap between
animals and us. This development in the Zeitgeist is sadly under-
standable, but unwarranted. We are, of course, animals — but the only
rational ones. We are, to be sure, hominidae — but the only language-
using ones. No other creature has eaten of the fruit of the Tree of
Knowledge of Good and Evil. We are animals, but the only animals
who can aspire to live under the rule of law, and who can achieve
happiness (as opposed to mere contentment). It is well that we should
bear in mind our rational nature and what is distinctive about us —
what makes us ‘darkly wise and rudely great’, ‘a pendulum betwixt
smile and tear’, ‘the glory and the shame of the universe’. Accord-
ingly, I have paid considerable attention throughout this book to
comparisons between man and beast, to the applicability and reasons
for the applicability of many cognitive and cogitative concepts to
human beings, and to their inapplicability to all other animals that
are neither blessed with, nor cursed by possession of, the powers of
reason, thought and understanding.
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Such is the project of the current book. Its completion prepares the
way for a further study — of the affective life of man, of the place of
value in human life and of the moral powers with which we are
endowed and the exercise of which gives meaning to our lives.

The methodology of these essays on human nature was explained
and defended in Human Nature: the Categorial Framework, chapter
1. Further detailed explanation of the methods here used and a
general defence of the venerable Way of Words is to be found in the
Appendix. Those who have qualms about the Way of Words, those
who cannot see that scrutiny of linguistic usage can clarify concepts
and those who cannot grasp how conceptual clarification could shed
light upon the nature of things are advised to read the Appendix
before proceeding further. Others are invited to eat the pudding
before investigating the cooking.
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1

Consciousness as the
Mark of the Mental

1. Consciousness as a mark of modernity

' _ Although the ancients raised questions about
The ancients did not .
characterize the mind in OUF OWI knoyvledge of our perceptions and
terms of consciousness  thought, and introduced the idea of an inner
sense, they had no word for consciousness and
they did not characterize the mind as the domain of consciousness.
Aristotelians conceived of the mind as the array of powers that dis-
tinguish humanity from the rest of animate nature. The powers of
self-movement, of perception and sensation and of appetite are shared
with other animals. What is distinctive of humanity, and what char-
acterizes the mind, are the powers of the intellect — of reason and of
the rational will. Knowledge of these powers is not obtained by ‘con-
sciousness’ or ‘introspection’, but by observing their exercise in our
engagement with the world around us. The medievals followed suit.
They too lacked a term for consciousness, but they likewise indulged
in reflection upon ‘inner senses’, arguably — in the wake of Avicenna’s
distinguishing five such senses — to excess.
Descartes’s innovations with regard to the uses
in philosophy of the Latin ‘conscientia’ (which
had not hitherto signified consciousness at all),
as well as the French ‘la conscience’, were of

Descartes’s introduction
of the term and
redefinition of the mind

The Intellectual Powers: A Study of Human Nature, First Edition. P. M. S. Hacker.
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12 Consciousness as the Mark of the Mental

capital importance.' For it was he who introduced the novel use of
the term into the philosophical vocabulary. He invoked it in order to
account for the indubitable and infallible knowledge which he held
we have of our Thoughts (cogitationes) or Operations of the Mind.
His reflections reshaped our conception of the mind and redrew the
boundaries of the mental. Thenceforth consciousness, as opposed to
intellect and sensitivity to reasons in thought, affection, intention and
action, was treated as the mark of the mental and the characteristic
of the mind.

The expressions ‘conscius’ and the French ‘conscient’, and the

attendant conception of consciousness, caught on among his corre-
spondents and successors (Gassendi, Arnauld, La Forge, Male-
branche). So too ‘consciousness’ and ‘conscious’ caught on among
English philosophers, churchmen and scientists (Stanley, Tillotson,
Cumberland, Cudworth and Boyle). But it is to Locke that we must
turn to find the most influential, fully fledged, philosophical concep-
tion of consciousness that, with some variations, was to dominate
reflection on the nature of the human mind thenceforth. This concep-
tion was to come to its baroque culmination in the writings of
Kant. In the Lockean tradition, consciousness is an inner sense.
Unlike outer sense, it is indubitable and infallible. It is limited in its
objects to the operations of the mind. The objects of consciousness
are private to each subject of experience and thought. What one is
thus conscious of in inner sense constitutes the subjective foundation
of empirical knowledge. Because consciousness is thus confined to
one’s own mental operations, it was conceived to be equivalent to
self-consciousness — understood as knowledge of how things are
‘subjectively’ (‘privately’, in foro interno) with one’s self.
The ordinary use of the English noun ‘consciousness’
and its cognates originates in the early seventeenth
century, a mere three or four decades prior to the
Cartesian introduction of a novel sense of ‘conscius’ and ‘conscient’
into philosophy in the 1640s. So it evolved side by side with the
philosophical use — but, on the whole, in fortunate independence of
it. For the ordinary use developed, over the next three centuries, into
a valuable if specialized instrument in our toolkit of cognitive con-
cepts. By contrast, as we shall see, philosophical usage sank deeper
and deeper into quagmires of confusion and incoherence from which
it has not recovered to this day.

Development of
the ordinary use

! French to this day has only ‘la conscience’ to do the work of the distinct English
nouns ‘consciousness’ and ‘conscience’.
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The ordinary use of ‘conscious’ evolved a number of
related centres of variation: being conscious as opposed
to unconscious; being perceptually conscious of some-
thing, or of some aspect of something, in one’s environment; being
conscious of one’s feelings and inclinations; being conscious that as
well as being conscious of; conscious, as opposed to unconscious
mental attributes (such as belief or desire); consciously doing some-
thing qua agent, as well as being conscious of doing something qua
spectator; and being self-conscious. These are not related as species
to a genus. Nor are they different senses of ‘consciousness’, if that
suggests that they are mere homonyms. Nor is consciousness an
Aristotelian ‘focal concept’ (like healthy). Rather, there are multiple
centres of variation, with various forms of connection between them
(see fig. 1.1).

Multiple centres
of variation

waking
/sleeping %
Intransitive
consciousness 1
conscious
things in one’s /unconscious
perceptual field
Perceptual consciousness
(attention caught and held by:)
E S perceived
features of things states of affairs qua spectator
in one’s perceptual
field Consciousness of
: — actions
occupying one’s mind %
* qua agent
colouring one’s Consciousness
thoughts and of facts
actions o .
weighing with one P o
in one's deliberations )
of emotions
appeliie. ConSC}ousness
of feelings
Self-consciousness % of inclinations
| ) object of of intimations
dellbgrgtlve scrutiny
creativity

Figure 1.1  Centres of variation in the normal use of ‘consciousness’
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The most important of these centres of variation are far removed
from the early modern philosophical idea of an inner sense that dis-
cerns ‘operations of the mind’. They are equally far removed from
the contemporary philosophical conception of conscious experience
as possessing a unique qualitative character, of there being ‘something
that it is like’ to enjoy such experience. Being perceptually conscious
of something is actually a form of cognitive receptivity (see fig. 1.2).
It is not to achieve knowledge, but to receive it (and hence is a cousin
of noticing). The concept of being conscious of something belongs to
the same family of concepts as being aware of, noticing and realizing,
and is bound up with taking cognizance of something known. To
become, and then to be, conscious of something or conscious that
something is so, is either to receive knowledge as a result of one’s
attention being caught and held by something, or it is for knowledge
already possessed to weigh with one, or on one, in one’s deliberations,
or for it to colour one’s thought and manner of acting. It is not to
attain knowledge by one’s endeavours (as are discovering, discerning
or detecting), but to be given it; or it is for knowledge already pos-
sessed to colour one’s thoughts, enter into one’s deliberations and
modulate one’s manner of acting. Self-consciousness, as ordinarily
used, is far removed from both apperception and consciousness of
one’s self. ‘Consciousness’ and its cognates, far from signifying the
general form, or ubiquitous accompaniment, of the mental, are highly
specialized instruments of our language the focus of which is but
rarely, and selectively, the operations of the mind.

RECEPTIVE
KNOWLEDGE

Figure 1.2  Forms of cognitive receptivity
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The purpose of this chapter is to clarify the ordinary
concept of consciousness, and to show that conscious-
ness is not the mark of the mind. Further, I shall show
that both the early modern philosophical account of consciousness
as an inner sense whereby we know what passes in our minds,? and
the contemporary conception of consciousness conceived as a prop-
erty of experience, namely that there is something which it is like for
the subject to have it, are equally incoherent. These philosophical
conceptions of consciousness, far from identifying the defining mark
of the mental, are themselves a mark of deep and ramifying concep-
tual confusions.

Purpose of this
chapter

2. The genealogy of the concept of consciousness

The ancients had no word that can be translated as
‘consciousness’. The closest the Greeks came to our
abstract noun ‘consciousness’ is suneidesis. The corre-
sponding verb derives from conjoining oida (I know) with sun or xun
(with) to yield sunoida: ‘1 know together with’, ‘I share the knowledge
that’ or, if the prefix sun functions merely as an intensifier, ‘I know
well’, or ‘T am well aware’.’ Of course, this does not mean that they
did not struggle with the same philosophical phantasms as the early
moderns did and as we do. Whether that implies that they had our
philosophical concept of consciousness, despite lacking a word for it,

History of the
concept: Greek

2 Leibniz modified the Lockean conception of consciousness. He invented the
French term ‘apperception’ as a substitute for Piere Coste’s ‘s’apercevoir de’ as a
translation of Locke’s ‘perceiving one’s perceptions’. Where Locke had argued that
one cannot perceive without perceiving that one perceived, Leibniz held that there
are innumerable petites apperceptions of which we are not conscious. Kant in turn
modified Leibniz’s conception of consciousness (apperception). He distinguished
empirical from transcendental apperception, and held the Lockean/Leibnizean account
of consciousness to be confined to empirical apperception. He agreed with Leibniz as
against Locke that we can have unconscious representations, but insisted against
Leibniz that it must be possible for us to be conscious of them. As he put it, the I
think’ need not accompany all my representations, but it must be capable of so doing.
Nevertheless, it is arguable that Kant remained a prisoner of the incoherences of the
philosophical notion of consciousness that originates with Descartes (see P. M. S.
Hacker, ‘Kant’s Transcendental Deduction: a Wittgensteinian Critique’, repr. in P. M.
S. Hacker, Wittgenstein: Comparisons and Context (Clarendon Press, Oxford, 2013)).

3 See C. S. Lewis, ‘Conscience and Conscious’, in his Studies in Words (Cambridge
University Press, Cambridge, 1960), pp. 181-213.
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depends upon whether, after careful analysis, it can be shown that
we do have a coherent philosophical concept — or whether it will
become clear that we are merely floundering about in incoherent
conceptual confusion.
The Greek pattern is also exhibited by Latin, where
the combination of scio (I know) and cum (with)
yielded the verb conscio, the noun conscientia, and the
adjective conscius. These too could be used in the sense of shared
knowledge, or of being privy to information about something or
someone (including oneself), as well as in the thin sense of knowing
well or awareness. The idea of shared knowledge, or knowledge to
which one is privy, drifted into the different idea of unshared knowl-
edge to which one is privy — a drift from being a joint witness to
being a single ‘internal’ witness, in particular, a witness against oneself
inasmuch as one possesses knowledge of a guilty secret about oneself.
Here is the origin of our idea of a guilty conscience. And it is from
the idea of an internal witness that the idea of conscience as an inter-
nal law-giver was later to evolve. Note, however, that neither sunei-
desis nor conscientia was employed to signify the manner in which
one is (according to the Cartesian and early modern conception)
held to know of whatever is ‘passing in one’s mind’ or to know
(according to the contemporary conception) what it is like to have a
given experience. Nor was what one was sunoida or conscius of
restricted to operations or states of one’s mind.

The emergence of the English expressions ‘conscious-
, ness’, ‘being conscious of’ and ‘self-conscious’ is

surprisingly late.* ‘Conscious’ and its cognates occur
nowhere in the writings of Shakespeare. Their earliest occurrences,

History of the
concept: Latin

History of the
concept: Englis

* The French la conscience (in the sense of ‘consciousness’) evolved from the second
sense of conscientia, namely knowing well or awareness. Leibniz, writing about Locke
in French in his Nouveaux Essaies, coined the term ‘consciosité’ (to avoid the ambigu-
ity of la conscience), but it did not catch on. The German Bewusstsein is of even later
coinage, and first appears in the early eighteenth century as ‘bewust seyn’ in the writ-
ings of Christian Wolff, as a rendering of the Cartesian use of ‘la conscience’ (and so
quite distinct from ‘Gewissen’, i.e. conscience). ‘Bewust’ was derived from ‘bewissen’,
an Early High German compound of ‘wissen’. It is curious that Notker Teutonicus,
in the eleventh century, used the Old High German ‘wizzantheit’ (derived from
‘wizzan’ — to know, to be aware of) as a translation of the epistemic sense of the Latin
‘conscientia’ (i.e. knowing well or being aware of) and used ‘giwizzani’ to signify
conscience. But while giwizzani survived as Gewissen, wizzantheit was lost by the
fourteenth century. (I am indebted to Joachim Adler for this philological history.)
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according to the Oxford English Dictionary, are at the beginning of
the seventeenth century, when ‘to be conscious’, like conscius, signi-
fied being privy to something or to some secret. It could be applied
poetically to inanimate things or abstractions as sharing knowledge
of, or being witness to, human actions — as in ‘the conscious time’
(Jonson, 1601), ‘the conscious groves, the scenes of his past triumphs
and his loves’ (Denham, 1643), and ‘under conscious Night, Secret
they finish’d’ (Milton, 1667). ‘Being conscious’, ascribed to a person,
was used in the classical sense to signify sharing a secret, being privy
to something with another person, as in Hobbes (Leviathan, 1651):
“Where two, or more men, know of one and the same fact, they are
said to be Conscious of it one to another’, or in South’s discussion
of friendship (Sermons, 1664): ‘Nothing is to be concealed from the
other self. To be a friend and to be conscious are terms equivalent.’

Sharing a secret, however, easily mutated into no more than being

privy to or witness to something. This usage is evident already in the
1610s. The objects of being conscious to oneself could be facts about
other people or states of affairs, or they could be facts about oneself,
for example, one’s weakness (1620). One was said to be conscious
to the patience and wisdom of another (1649), or conscious to a
murder (1658). Gradually the suffix ‘to oneself’ was dropped, and
consciousness to something was transformed into consciousness of
something. Already in the 1630s we find Massinger writing ‘I am
conscious of an offence’, and in the 1660s Milton was writing of
‘consciousness of highest worth’.
In blissful independence of philosophical entangle-
ments from the 1650s onwards, the common
notion of consciousness continued to evolve in the
public domain. The classical sense of being privy
to a secret, of being ‘in the know’, continued into the early nineteenth
century. Hence we find Jane Austen writing of Mrs Morland’s ‘con-
scious daughter’, that is, the daughter who shared secret knowledge
with another (Northanger Abbey, ch. 30), and of someone who
‘looked conscious’, that is, someone who, being privy to certain
information, looked as if he was ‘in the know’ (ch. 18). But by the
twentieth century this use had lapsed.

Outside philosophy, one use of ‘to be conscious of’ evolved in the
late seventeenth and early eighteenth centuries into a first cousin
of ‘to be aware of’. So, unlike the simultaneously evolving philosophi-
cal conception of consciousness, that of which one might be said to
be conscious was not confined to one’s states of mind or mental

Ordinary use evolve
independently of
philosophical use
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operations. One could be said to be conscious of the rain clouds on
the horizon, of the lateness of the hour, of the merits of a case, of the
importance of the issue under consideration. Indeed, one could be
said to be conscious of the mental state of another person, as when
one is conscious of the irritability of another, or of their rising anger.
Even where the object of consciousness was restricted to oneself,
what one could be said to be conscious of did not have to be one’s
mental operations or mental states. It might well be past or present
facts about oneself of which one felt ashamed or guilty, hence that
one kept privy to oneself, or of which one felt proud and hence was
‘conscious of one’s worth’. But even when the objects of conscious-
ness were one’s own current mental operations, the range of mental
operations of which one could be said to be conscious was, on the
whole, limited to things that one could be said to feel — as when one
is conscious of butterflies in one’s stomach, of one’s rising anxiety or
of the increasing severity of one’s pain. No one (other than philoso-
phers) would have spoken of being conscious of thinking whatever
one is thinking, or of perceiving (= being conscious of) one’s perceiv-
ing (as opposed to sometimes becoming and being conscious of what
one perceives), or of being conscious of intending to do whatever one
intends to do.

The old link with being privy to something, and the phrases ‘con-
scious to oneself’ and ‘conscious to something’, slowly faded away.
Since one could be said to be conscious of something, one could also
be said to become conscious of something. This had important logico-
grammatical ramifications with respect to the possible objects of
consciousness (by contrast with the possible objects of noticing, real-
izing and being aware of ). These will be examined later.

According to the Oxford English Dictionary, it was not until
the middle of the nineteenth century that the term ‘consciousness’
came to be used to signify wakefulness, as when one speaks of
regaining consciousness or losing consciousness (rather than of
regaining (or losing) one’s senses). Similarly, the common conceptions
(as opposed to the philosophical notion) of being self-conscious,
that is, being overly concerned with one’s appearance and dress,
or being aware that the eyes of others are upon one, and being
affected thereby, seem likewise to be a nineteenth-century addition.
Categories of dispositional consciousness, such as class-consciousness
(1903), dress-consciousness (1918), money-consciousness (1933), are
twentieth-century innovations.
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The most striking feature of the genealogy of con-
sciousness is the extent to which philosophical use
deviated from common usage from its inception. This
barely noticed fact should make us examine both with
care. The autonomy of the philosophical use bodes ill. For it is not
impossible that the philosophical use belongs to the same category
of conceptual disasters as seventeenth-century ideas and twentieth-
century sense-data. In 1707 Clarke wrote: ‘Consciousness, in the
most strict and exact Sense of the Word, signifies . . . the Reflex Act
by which I know that I think and that my Thoughts and Actions are
my own and not Another’s’ (emphasis added). In 1785 Reid felt
confident in writing: ‘Consciousness is a word used by Philosophers,
to signify that immediate knowledge we have of our present thoughts
and purposes, and, in general, of all the present operations of our
minds.” What philosophers held to be a special philosophical sense
of the word may be no more than a special philosophical muddle.

Deviation of
ordinary from

philosophical use

3. The analytic of consciousness

We must distinguish first between intransitive and tran-
sitive consciousness.® Being intransitively conscious is
contrasted with various forms of being unconscious, for
example, being comatose or anaesthetized. Consciousness is some-
thing one may lose (on fainting, when having a high fever, or being
knocked out) and regain (on recovering consciousness). Being awake
differs from being conscious in so far as it is contrasted with being
asleep rather than with being unconscious. ‘Is A unconscious?’ and
‘Has A recovered consciousness?’ belong typically in the hospital,
whereas ‘Is A asleep?’ and ‘Has A woken up?’ are more appropriate
at home. Responsiveness during sleep is far greater than respon-
siveness during periods of unconsciousness. There are, of course,
borderline cases intermediate between intransitive consciousness and

Intransitive
consciousness

> Thomas Reid, Essays on the Intellectual Powers of Man [1785] (Edinburgh
University Press, Edinburgh, 2002), p. 24.

¢ The grammatical nomenclature is Norman Malcolm’s, in his ‘Consciousness and
Causality’, in D. M. Armstrong and N. Malcolm, Consciousness and Causality
(Blackwell, Oxford, 1984), p. 3.
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unconsciousness for which there is appropriate non-technical termi-
nology (e.g. semi-conscious, barely conscious, groggy, dazed, sleep-
walking) as well as technical nomenclature (e.g. hypnotic trance,
fugue, epileptic automatism).
Unconsciousness is a state of a creature, though
not a mental one. Consciousness is a condition for
being in any occurrent mental state. A conscious
state (or state of consciousness) is not a state that
is conscious, any more than a happy outcome is an outcome that is
happy (as opposed to an outcome that makes someone happy) or a
passionate belief is a belief that is passionate (as opposed to some-
one’s believing passionately). Nor is it necessarily a mental state of
which one is conscious — a state of intense concentration is a state
of consciousness, but not one of which one is conscious (although
one may later realize how intensely one had been concentrating, since
one did not notice the clock striking twelve). Rather, it is a mental
state one is in while one is conscious (e.g. concentrating on one’s
work, feeling excited or elated) as opposed to a dispositional mental
state (e.g. being in a depression, being cheerful, or being anxious
about something, for many weeks).

The criteria for another person’s regaining
Criteria for intransitive  copsciousness and then being comnscious are
CONSCIOUSTESS behavioural — namely appropriate forms of
responsiveness to perceptual stimuli. We can normally see that a
person is conscious (someone can pretend to be unconscious, but not
to be conscious). However, there are and could be no criteria for
saying ‘T am conscious’ or even ‘I have regained consciousness’. That
one is conscious is not evident to one by ‘introspection’. Nor is it
information one might acquire by having ‘access’ to one’s conscious-
ness (a misuse of the term ‘access’). I may become and then be con-
scious of your regaining consciousness, but I cannot become and then
be conscious of my regaining consciousness. There is no such thing
as being conscious of one’s consciousness. This is a form of words
without sense. My own intransitive consciousness is not an object of
possible experience for me, but a precondition for my having any
experiences at all.

Unconsciousness is a
state, consciousness a
condition

Transitive consciousness is consciousness of
something. It may be dispositional or occur-
rent. A person can be said to be class-conscious,
that is, conscious of his own and others’ social

Transitive consciousness:
dispositional and
occurrent
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class (or money-conscious, or safety-conscious), if he is disposed to
pay attention to the social class of others and frequently adverts
to it and to his own (like Jane Austen’s Sir Walter Elliot). Someone
can be said to be conscious of their ignorance (like Harriet Smith) or
superiority (like Mr Darcy) if they are prone to be preoccupied with
their ignorance or superiority, if they tend to dwell on it and manifest
this in what they do and say.

Occurrent transitive QCCUrTent transitive consciousness is not a disposi-
consciousness tion. It has different modes (see fig. 1.4 on p. 27):

) having one’s attention caught and held by something;
(i) giving one’s attention to one’s own deliberate action;

i) something’s weighing with one in one’s current deliberation;

) something’s occupying one’s mind and knowingly colouring
one’s thoughts, feelings and manner of behaving.

It is these aspects of transitive consciousness that are our concern.
Let us first identify the categorial post at which this concept is
stationed.”

To become and then to be conscious of something
conscious of is not to perform an act of any kind. There is no
something are not  Such thing as an act of consciousness or an act of
acts or activities becoming conscious of something. So to become
conscious of something is not to pay attention to
it or to give one’s attention to it. For one cannot voluntarily, delib-
erately or on purpose become conscious of something — whereas one
can voluntarily, deliberately or on purpose pay attention to some-
thing. Hence, one cannot decide, or refuse, to be or become conscious
of something, and one cannot have a reason for becoming or being
conscious of something — whereas one can decide to give one’s atten-
tion to something and one may have reasons for doing so. That is
why, contrary to received philosophical misconceptions, thinking
about one’s Mental Operations or Thoughts is not to be conscious
(or not conscious) of them, since one can voluntarily, intentionally
and deliberately think about one’s state of mind, and one can be asked
or ordered to think about and reflect on one’s mental operations. To
become conscious of something is an occurrence at a given time, but
it is not something one does — it is something that happens to one.

Becoming and being

7 The following analysis is indebted to, and is an elaboration of, A. R. White’s
Attention (Blackwell, Oxford, 1964), ch. 4.
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Neither to become nor to be conscious of something is an activity.
One cannot be engaged in becoming conscious of something, and one
cannot be interrupted in the middle of, and later resume, being con-
scious of it. One cannot hurry up in being conscious of something
and there are no means and methods of becoming conscious of
anything.

_ , To be conscious of something is not to be in a
Being conscious of . .
something is not a mental state, although what one is conscious of
mental state may, sometimes, be a mental state, as when one

is conscious of one’s anxiety. The reason for this is
perhaps the conceptual link between being conscious of something
and knowing something. For to know something to be so is not to
be in a mental state of any kind, but to be able to do various things
in the light of what one knows, that is, of information one possesses
(see chapter 4). To be in receipt of knowledge, or for knowledge
already possessed to weigh with one or affect one, is not in itself to
be in any particular mental state.
This gives us a distinct idea of consciousness.
But it does not yet give us a clear one. For that
we must locate the idea in the web of our con-
ceptual scheme, and examine its reticulations.
The concept of transitive consciousness lies at the confluence of the
concepts of knowledge, receptivity, realization, awareness, attention
caught and held, taking cognizance of and being affected by knowl-
edge already possessed.
As remarked, ‘to be conscious of’ belongs to the
same family of cognitive verbs as ‘notice’, ‘be aware
of’, ‘realize’, which are verbs of cognitive receptivity.
These stand in contrast to the family of verbs of cognitive achieve-
ment, such as ‘discover’, ‘discern’, ‘detect’, which may signify the
successful upshot of an intentional activity, often (but not always) an
actual quest for knowledge. One may try to discover, detect and
discern, and if one does so successfully, one has achieved knowledge.
By contrast, verbs of cognitive receptivity, in particular in their appli-
cation to modes of perception, signify not forms of achieving knowl-
edge, but the manner in which knowledge is given one — by something’s
striking one, dawning on one, or catching and holding one’s atten-
tion. So one can neither try to become conscious of something, nor
endeavour to realize or to notice (as opposed to taking note of)
something. For these verbs of cognitive receptivity do not signify acts

Locus of the concept
of consciousness in
our conceptual scheme

Verbs of cognitive
receptivity
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that might be done voluntarily, intentionally or on purpose, since they
do not signify acts at all (see fig. 1.3).

knowledge received knowledge possessed

awareness realization

TRANSITIVE CONSCIOUSNESS

attention captured taking cognizance of colouring thought,
feeling and behaviour

Figure 1.3 The locus of the concept of transitive consciousness in the
web of cognitive concepts

Each of these verbs has a special role, even though they may some-
times overlap. For example, whatever one is conscious of, one is also
aware of, but there is much one is perfectly aware of (since, say, one
has been reliably informed) that one is not conscious of (since it is
not ‘before one’s mind’, and does not occupy one). Roughly speaking,
to notice something is to be struck by it, to be aware of something
is for it to sink in, to realize something is for it to dawn on one, and
to be conscious of something is for it to be before one’s mind. Each
of these metaphorical characterizations needs to be (and can be)
unpacked.

One may notice or realize something, but one may become aware
or conscious of something. “To be conscious of’ is a result verb, not
a success verb. It may signify the cognitive result of becoming per-
ceptually conscious of something, or, in cases of non-perceptual con-
sciousness of facts, the result of something of which one is already
aware coming before one’s mind.

The idea of becoming conscious of something has immediate logical
consequences marking perceptual consciousness off from noticing
and realizing something. For one may notice something instantaneous
(a flash or a bang), but what one is perceptually conscious of must
be something that lasts some time. Otherwise one could not be per-
ceptually conscious of it. Moreover, it must pre-exist one’s being
conscious of it, otherwise one could not have become conscious of it.
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Realizing is exclusively of facts, since it is the
upshot of putting two and two together. Con-
sciousness is also of things (as well as of features,
events and states of affairs). We may apprehend
and become, and then be, conscious of Jack standing in the corner,
of the ticking of the clock, of the smell of cooking, of the heat and
humidity. Immediate apprehension is the normal representational
form (even when it is not the matter) of transitive consciousness.®
That is, we have a marked preference for ‘consciousness of’, as
opposed to ‘consciousness that’. This is no coincidence. We speak of
being conscious of our ignorance, our weariness or our irritability;
we may be conscious of the grief of others, of their vulnerability or
of their peril; and we are conscious of impending danger, of the
honour being done to us, of the importance of the situation. All these
phrases can be transformed into consciousness that phrases: to be
conscious of one’s ignorance is to be conscious (of the fact) that one
is ignorant, to be conscious of the grief of another is to be conscious
(of the fact) that they are grieving, and to be conscious of the impend-
ing danger is to be conscious (of the fact) that danger is impending.
Why then the preference for the abstract objectual form, rather than
for the factual or propositional form? Precisely because the objectual
abstraction emphasizes the affinity of consciousness of with immedi-
ate apprehension. For what one is conscious of is necessarily some-
thing ‘present to the mind’, something that holds one’s attention,
something that currently weighs with one in one’s deliberation, or
something that colours one’s thoughts, feelings and behaviour.
You may have to remind me of what I am already aware of, but you
cannot remind me of what I am conscious of. Although consciousness
is primarily of what is present, one can be conscious of things past
too, as when one is conscious of yesterday’s victory or of the good
luck one had, if these past facts are now ‘present to one’s mind’ and
are affecting one’s thoughts, behaviour and manner of behaving.
Moreover, one may be conscious of one’s own enduring characteris-
tics — as when one is conscious of one’s strength or weakness, of one’s
knowledge or ignorance. In such cases, one feels strong or weak,
knowledgeable or ignorant, and one’s feeling is right. One typically

The representational
form of transitive
consciousness

8 In the sense in which one may say that the representational form of knowledge
is possession, that is, we represent knowledge as something we have, own, possess,
can give away — this is the picture we use.
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feels so when one is exhibiting or is about to exhibit the trait in ques-
tion and realizes one is, or realizes one should refrain from, so doing.
Consciousness is polymorphous (like obeying, work-
ing, practising).” What it is to become conscious
of something depends upon what it is that one has
become conscious of — a sight, sound or smell, danger, weariness or
a feeling of irritation. Being conscious of something may take the
various forms of perceiving something — if what one perceives catches
and holds one’s attention; or it may take the form of dwelling on
what one is conscious of — if one is occupied with it and it colours
one’s thoughts and behaviour. With some exceptions, contrary to the
philosophical tradition, what one is conscious of may occur or obtain
without one’s being conscious of it, that is, without its catching and
holding one’s attention, and without one’s dwelling on it. Of course,
perceptual verbs are not polymorphous, and consciousness is not a
form of perception. Consciousness can be of objects of sensible per-
ception, but it is not an outer sense. And it is not an inner sense either.
This will be made clear below.

Consciousness of something is generally a form
Transitive of knowledge of what one is conscious of. It
COTSCIOUSTIESS 15 may be knowledge of the presence of someone
generally a form of . . .
knowledge of its object OF something, as when one is conscious of Jack

standing in the corner, or of the rain clouds on
the horizon. Or it may be knowledge that something is so, as when
one is conscious of the boredom of one’s audience, that is, conscious
that they are bored, or conscious of the honour being done to
one, that is, conscious that one is being honoured. Because it is
a form of knowledge, what one is conscious of is so — that is,
like ‘to know’, ‘to be conscious of” is factive. One cannot be conscious
of what is not the case. So consciousness, unlike belief, expectation,
hope and fear, is not intentional, and its objects do not enjoy
intentional in-existence.'® However, ironically, it is precisely when
the object of consciousness is a ‘mental operation’ — in particular

Consciousness is
polymorphous

 The terminology is Ryle’s: see ‘Thinking and Language’, repr. in his Collected
Papers (Hutchinson, London, 1971).

19 That is, one may believe that things are so, even though they are not — so this
use of ‘believe’ is intentional. But one cannot be conscious that things are so if they
are not — so ‘to be conscious that’ is not intentional and its objects do not enjoy
‘intentional in-existence’. See chapter 2.
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something one feels — that, contrary to the whole philosophical tradi-
tion, consciousness, though factive, is not a form of knowledge at all,
any more than forgetting one’s troubles is a form of mnemonic defi-
ciency. This singularity will be clarified below.

Differences between ~ Although consciousness, unlike mere attention,
knowing and being is generally a form of knowledge, it is a very
conscious of something specific one. Whereas one can know something
well, thoroughly, intimately or in detail, one cannot be conscious of
something well, thoroughly, intimately or in detail. And while one
can be acutely, agreeably or uncomfortably conscious of certain
things, one cannot acutely, agreeably or uncomfortably know things.
The reason for this is because one form knowledge may take is skill
or competence — as when one knows Latin well. Another form of
knowledge is expertise — as when one has a thorough and detailed
knowledge of Tudor England. A further form knowledge possessed
may take is acquaintance — as when one knows Jack or Jill intimately.
But to be conscious of something is neither to possess a skill, nor to
be an expert in a given domain of knowledge, nor yet to be acquainted
with something or someone. One cannot be trained to become con-
scious of things — only trained in greater receptivity. There is no such
thing as being skilful at being conscious of things — only being more
sensitive. One can be good at learning, discovering, detecting or
finding out that things are thus-and-so, but one cannot be good at
becoming or being conscious of things. One can be conscious of
someone without being acquainted with him, and acquainted with
someone without being conscious of him. One can find out that one
knows something (e.g. the dates of the monarchs of England), but
one cannot find out that one is conscious of something, because one
cannot find out that one’s attention is caught by something (as
opposed to finding out what has caught one’s attention). One may
ask ‘How do you know?’ but not ‘How are you conscious of . . . ?’
Rather one asks “What made you conscious of . . . ?” For there are
sources of knowledge (e.g. perception, reason, testimony), but no
sources of what one is conscious of.

Objects of transitive ' 1ransitive consciousness may take many different
consciousness kinds of objects (see fig. 1.4). What one is con-
scious of may be:

(i)  What one sees, hears, smells, tastes or feels — both objectually
and factually (i.e. both objects (properties and relations of
objects) perceived, and things being perceived to be so (as well
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as events being perceived to occur and processes being perceived
to go on)). This I have called ‘perceptual consciousness’.

(ii) Facts that one has previously learnt and that are currently occu-
pying one’s mind, weighing with one in one’s deliberations, or
colouring one’s thoughts, behaviour or manner of behaving.

(iii) 'What one is doing.

(iv) What one is feeling, that is, a subset of traditional Mental
Operations, which may be sensations, inclinations, felt disposi-
tions to behave and, in certain circumstances, intimations (as
when one feels it would be wrong to . . .).

Doubtless this crude classification can be refined. But for present
purposes these distinctions suffice. Investigating them will bear fruit.

Occurrent transitive consciousness

Attentional Cognizance of facts
non-voluntary riveted intentional (giving knowledge knowledge knowledge
(attention attention  one’s attention to occupying  weighing colouring
caught and held) one’s actions) one’s with one in one’s thoughts,
thoughts one’s feelings and

deliberations  behaviour

Figure 1.4 Modes of occurrent transitive consciousness

The most prominent form of ‘consciousness of some-
, thing’ in natural language is perceptual consciousness.
CONSCIOUSNess: . . .
attention To become and then be conscious of something in one’s
caught and held field of perception is to have one’s attention caught and
held by something one perceives. Just as one may per-
ceive something or perceive that something is so, so too one may be
conscious of someone or something (e.g. of Jack) or conscious that
something is so (e.g. that Jack is standing in the corner). That of
which one is conscious is what caught one’s attention (a creature, a
material thing, a sound or smell, an event or process). Its features are
typically what hold one’s attention (that it is located there, its move-
ment or manner of movement, its striking appearance and so forth).
, . The nexus with attention determines the con-
The incompatibility of .
intentional attention  tours of the concept of perceptual consciousness.
and perceptual One cannot be conscious of many things at the
consciousness same time, because one cannot attend to many

Perceptual
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things at the same time."' One cannot remain conscious of something
that no longer holds one’s attention (although one may be perfectly
aware that things are as one was conscious of them as being). One
cannot become and be conscious of something if one is intentionally
attending to it, any more than one can involuntarily lie, discover
something one already knows or detect something one has already
found out. Of course, the fact that one cannot be said to become and
be conscious of what one is intentionally attending to (since it has
not caught and held one’s attention) does not imply that one is not
conscious of it, any more than the fact that one cannot be said to
recognize one’s wife every time one looks at her in the course of a
conversation over the breakfast table means that one fails to recog-
nize her. It means that the question of whether one is or is not con-
scious of what one is intentionally attending to anyway cannot arise.
This is obvious once one realizes that perceptual
consciousness is commonly a matter of peripheral
attention. I cannot be said to be either conscious or
not conscious of what you are saying if I am listen-
ing attentively to you, but I may become conscious of a buzzing noise
in the background. (But not all perceptual consciousness is of what
one peripherally perceives. For one may become and remain con-
scious of a hitherto unnoticed feature of something one is intention-
ally attending to.)

Perceptual consciousness is not merely a matter of
attention being caught and held. It is also a matter
of reception of knowledge. Merely to have one’s
attention caught by something does not suffice for
being conscious of that thing. For one must also realize what it is
that has caught one’ attention. One may perceive something and
have one’s attention caught by what one perceives, without being
conscious of it — as when one perceives a shadow in the bushes and
takes it to be a cat. Here one is neither conscious of a cat nor con-
scious of a shadow.

Of course, one may perceive something without its catching and
holding one’s attention at all — and in such cases one cannot be said
to be conscious of what one perceives, although one may or may not
have noticed it.

Perceptual
consciousness and
peripheral attention

Perceptual
consciousness and
cognitive receptivity

"' But one can be aware of many things at the same time, since awareness of facts
is not a form of attention, but of being well informed and adverting from time to
time to what one knows.
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To be perceptually conscious of something is not to be conscious

of perceiving it, that is, it is not what Locke called ‘perceiving one’s
perceptions’, nor is it what Leibniz and later Kant called ‘appercep-
tion’. It is, rather, to have one’s attention caught and held by what
one perceives. Hence one cannot remain perceptually conscious of
what one no longer perceives, just as one cannot remain conscious
of something that no longer holds one’s attention. But in both cases,
one may remain aware of what one was previously conscious. One
can become and then be conscious of the boredom of one’s audience,
of the friendliness of the company and of the spectators’ eyes upon
one. These are cases of becoming conscious (because one comes to
perceive) that something is so.
Self-consciousness, in one of the senses of the English
phrase, is a form of thought or awareness. It is a
matter of thinking (rightly or wrongly) that others
are looking at one or of being aware that they are, of this causing
one to feel embarrassed and affecting the naturalness of one’s behav-
iour and manner. People who are self-conscious before a camera
freeze, and cannot assume their normal expression. People who are
self-conscious in company exaggerate their behaviour, their laughter
is shrill or forced, or their shyness gets the better of them and so
forth. In another sense of the phrase, to be self-conscious about one’s
appearance is to be excessively concerned with how one will look to
others, especially with regard to dress.

Self-consciousness:
1st sense

The cognitive receptivity of perceptual conscious-

Consciousness ness includes consciousness of perceived fact. As
that is knowledge ked ¢ all . £ fact i 1
possessed remarked, not all consciousness of fact involves per-

ceiving things to be thus-and-so. Nor, indeed, is it
always a case of cognitive receptivity. For it can equally well be a
matter of knowledge already possessed coming to mind, occupying
one and affecting one’s thoughts, deliberations and feelings, as well
as one’s behaviour and manner of behaving. If one visits a recently
widowed friend, well aware that her husband died and that she is
grieving, one’s consciousness of her grief and of her recent loss does
not consist in one’s attention being caught and held by something one
perceives. Rather, it consists of knowledge one already possesses
(things of which one is already well aware) being before one’s mind,
colouring one’s thoughts and feelings, and affecting one’s manner of
behaving. That of which one is acutely conscious in one’s delibera-
tions is something that weighs with one and is a factor one may take
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into account in one’s decision. As noted, it is the immediacy of the
influence of antecedently acquired knowledge that inclines us here
towards the nominalized form ‘I was conscious of her grief’, rather
than the more laboured ‘I was conscious of the fact that she was
grieving’, or ‘I was conscious of the honour being done to me’ rather
than ‘T was conscious of the fact that T was being honoured’. Note
that consciousness of facts incorporates realization or recollection of
facts and reflection on things being as one realizes or remembers them
to be. It includes a further form of self-consciousness, namely one’s
consciousness of one’s own character traits, virtues and vices, folly
or erudition, precisely to the extent that these tend to come to mind
and one is prone to reflect on them.

One may be conscious of what one is doing — and
this in two ways: gua spectator and gua agent.
Qua spectator what one becomes and then is
conscious of is typically not something one is
intentionally doing. When one realizes with dismay that one is repeat-
ing last week’s lecture, or boring one’s audience, or telling a joke one
has already told before, one may become embarrassingly conscious
of the fact. One’s attention is drawn to what one is unintentionally
doing, or to an unintended consequence or side effect of what one is
doing. The affinities of this form of consciousness with perceptual
consciousness are patent.

One may also be conscious of what one is doing qua agent. One
may consciously do something, for example, crack a carefully
rehearsed joke at one’s lecture. Here the agent knows what he
is doing, and is attending to the doing of it. The agent is acting in
execution of his intention, and is occupied and absorbed in carrying
out his intention — as is made vivid by the common conjunction
‘consciously and deliberately’. Agential consciousness is therefore
altogether different from perceptual consciousness. It is not a matter
of having one’s attention caught and held by something — indeed,
it is deliberately giving one’s attention to something. It is an off-
shoot of the web of concepts of consciousness, called into being in
contrast to spectatorial consciousness of one’s action, which is a
matter of one’s attention being caught by a feature of whatever one
is doing.

Consciousness of one’s
action, qua spectator
and qua agent

A further strand is interwoven into the concept of
agential consciousness, a strand that connects it with
yet another aspect of the ordinary notion of self-

Self-consciousness:
2nd sense
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consciousness. For we say of a painter or writer that they are highly
self-conscious — that they deliberate at length over their work (like
Leonardo), reflect deeply upon what they are doing (like Flaubert),
that what they do is not spontaneous (as Picasso often was) and
intuitive (like Jackson Pollock), but carefully thought through. This
notion of a self-conscious writer or artist is evidently a dispositional
cousin of the concept of agential consciousness of action.

, The final class of objects of transitive consciousness
Consciousness of . . . s .
operations of the  CONSISS of ‘mental operations’. It was this that
mind obsessed post-Cartesian philosophers to the exclu-

sion of all else. La Forge (1666) already declared
that ‘conscience, ou connaissance intérieure que chacun de nous
ressent immédiatement par soi-méme quand il s’apercoit de ce qu’il
fait ou de ce que se passe en lui’.'* Malebranche (1674) identified
conscience with ‘internal sentiment’. Indeed, as we saw above, Samuel
Clarke (1707) and Thomas Reid (1785) declared that strictly speak-
ing consciousness is only of the operations of the mind. Conscious-
ness thus conceived was ‘apperception’. We shall examine this tangle
of confusions below.

In the natural use of ‘conscious of’, the operations of the
mind of which one can intelligibly be said to be con-
scious are primarily feelings, in the broad sense of the
term which incorporates sensations, moods, attitudes, emotions,
motives and intimations. No one other than a philosopher would ever
speak of being conscious of seeing, hearing, tasting or smelling some-
thing, as opposed to being conscious of what one saw, heard, tasted
or smelled. No one outside philosophy would speak of being con-
scious of thinking, believing, knowing or remembering anything —
being able to say that one is thinking or what one thinks is not a
matter of being conscious of anything. If one were to say ‘I think that
such-and-such’, and were asked whether one was conscious of think-
ing this — one would be bewildered. One might say ‘yes’, but only
because if one said ‘no’, it might seem that one was claiming that one
thought such-and-such, but was not conscious of so doing, that is,
was ignorant of so doing — and #hat one would not want to say. To
be sure, what one would probably say is, “‘What do you mean?’

Its restriction
to feelings

12 Louis de La Forge, Traité de I'esprit de 'homme (1666), repr. in (Buvres philo-
sophiques, ed. Pierre Clair (Paris, 1974), p. 112.
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By contrast, one may well say that one is conscious or aware of
the increasing pain in one’s tooth, of the tickling sensation between
one’s shoulder blades, of the itch in one’s neck. Sensations are not
objects, let alone objects we perceive. But they do catch and hold our
attention. One may be conscious or aware of one’s posture and of
the disposition or movements of one’s limbs. And so too, one may
be conscious of one’s overall bodily condition, of one’s feeling of
exhaustion or of well-being — if one’s exhaustion or sense of well-
being impress themselves upon one. We may also become conscious
or aware of our affections. For we may become conscious of our
increasing irritation as the speaker drones on, of our feeling of jeal-
ousy as our spouse flirts with another and of our excitement as the
race we are watching reaches its climax. We can, but need not, be
conscious of our moods and their changes — as when we become
conscious of the deepening of our depression, or of feeling exception-
ally cheerful or unusually irritable. Affective consciousness usually
takes the form of realization, rather than captured attention. For it
often dawns on us that we are feeling jealous or irritable, and we
may then dwell on it. Consciousness of the attitudes we feel, of our
likes and dislikes, our approvals and disapprovals, are likewise typi-
cally the upshot of realization, the object of which then occupies us.
We can become conscious of the misgivings we feel, of our feeling
that it is time to go, or of our inclination to take another drink — if
these cross our mind and we dwell on them prior to resolving what
to do. It is interesting that ‘to be aware of’ sits more comfortably
here than ‘to be conscious of’ (see fig. 1.5 for an overview of occur-
rent transitive consciousness).

Occurrent transitive

consciousness
Perceptual  Somatic Affective Reflective Actions Self-consciousness

AN SN

sensations kinaesthetic ~ overall emotions agitations attitudes moods facts agential spectatorial
consciousness bodily
condition

Figure 1.5 Objects of occurrent transitive consciousness
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This aspect of the concept of transitive consciousness is a potent
source of conceptual entanglement — for it is here above all that we
confuse the ability to say how things are with us with the ability zo
see, by consciousness, apperception, introspection, or inner sense.
This confusion lay at the heart of the novel early modern philosophi-
cal conception of consciousness.

4. The early modern philosophical conception
of consciousness

Aristotle’s questions S noted, the ancients lacked any term for ‘con-
on apperception and scious’ and its cognates, and they did not con-
the general sense ceive of consciousness as the mark of having a
mind. Nevertheless, it would be mistaken to suppose that none of
the confusions that give rise to our concern with consciousness
were familiar to them. Aristotle raised the question of how one per-
ceives (or apprehends) that one sees, hears or tastes (De Anima,
425°12-25). Is it by the use of the same sense-faculty as that with
which one respectively sees, hears or tastes, or is it by some other
sense-faculty? He queried how we distinguish white from sweet
if each is perceived by the use of a different sense organ (‘On Sleep’,
455*15-22). And he asked how we perceive a single thing as
being both white and sweet, given that each quality is perceived by
the use of a different sense organ (De Anima, 426°8-21). How, he
wondered, is the separate information all brought together to form
a unified perception of a white and sweet object? His answer to this
latter question was that it is by means of the koiné aisthésis (later
called the ‘sensus communis’), or the primary power of sense (to
proton aesthétikon), the organ of which is the common or general
sensorium (which Aristotle thought to be the heart and was later held
to be the brain). However, these puzzling questions themselves are
faulty.

Not surprisingly, physiological questions were here
conflated with conceptual ones. How neural impulses
from the separate sense organs are processed by the
brain to enable us to perceive as we do involves an
array of legitimate empirical questions on which neuroscientists
are still working. The question of how we perceive (or apprehend)
that we see, hear, smell, etc. presupposes that we do perceive that

The confusions
underlying the
questions
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we see, hear, smell, etc. whenever we do, or that our ability to
say that we see or hear this or that rests on apprehension or knowl-
edge that we are seeing or hearing. That is far from obvious. How
we discriminate white from sweet, how we take different special
sensibles to belong to one and the same object, and how we know
that we are seeing or hearing, are conceptual questions of even
more dubious legitimacy. Very briefly: what one cannot sensibly
confuse or conflate, one cannot be said sensibly to distinguish either.
Hence the question of what sense faculty is involved in distinguishing
white from sweet makes no sense. The question of how, when we
take and eat a lump of white sugar, we apprehend the same thing as
being white, sweet, granular and cuboid presupposes the intelligibil-
ity, in these same circumstances, of sensing them as not being qualities
of the same object, but as being qualities of different objects. But
these presuppositions are unintelligible. We shall revert to this below.
Aristotle had opened a Pandora’s box, releasing
conceptual puzzles that were to occupy his succes-
sors among the Stoics, Epicureans and later the
neo-Platonists for the next few centuries. Plotinus
wrote of an ‘inner perceptual ability’ by means of which we know
of our appetites (Plotinus 4.8.8.10-12). Augustine (Confessions vii,
§17; On Freedom of the Will 2.2.8) held that we perceive our
perception by means of an inner sense (sensus interior). It is the
general sense (sensus communis), in animals and man alike, that
synthesizes the information from the five external senses to form a
unified perception and that enables us to perceive that we perceive.
These questions were inherited from the medievals by the moderns.
Descartes accepted the legitimacy of the question of how the ‘infor-
mation’ from the different senses is synthesized to form a unified
apprehension of a multiply qualified object. Indeed, he accepted a
form of the Aristotelian solution that postulated a sensus communis
to fulfil the synthesizing role. Kant endeavoured to answer the
question in his account of transcendental psychology. He tried to
explain the mechanisms by reference to a threefold synthesis: of
apprehension, of reproduction in the imagination, and of recognition
under a concept in apperception. It is this that yields self-conscious
experience of unified phenomenal objects in a spatio-temporal frame-
work. The same conceptually suspect puzzle has now transmuted into
a neuroscientific question known as the ‘binding problem’ — namely:
how does the brain bring all the ‘information’ from the separate

The legacy: the
general sense and the
binding problem
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senses together to form a ‘single unified picture’? But this too is
incoherent."

The early modern philosophical notion of
Origins of the early  consciousness was introduced by Descartes.'*
modern philosophical The term does not appear in his work prior to the
EZZEZZ ;Zzeif . Medi:i?tions (164.1), and even there it occurs ju§t
Descartes once.” In the Third Meditation, it occurs not in

relation to knowledge of one’s ‘thoughts’ or ‘oper-
ations of the mind’, but in relation to lack of awareness of power to
perpetuate one’s own existence.'® It was only under pressure from
objectors to this single remark that Descartes was forced, in his
‘Replies to Objections’, to elaborate his ideas on knowing one’s own
‘thoughts’. He used the terms conscientia, conscius, and conscio to
signify a form of knowledge, namely the alleged direct knowledge we
have of what is passing in our minds. What we are conscious of,
according to Descartes, are Thoughts, a term which he stretched to
include thinking (as ordinarily understood), sensing or perceiving
(shorn of factive force), understanding, wanting and imagining.

13 See e.g. Francis Crick: ‘we can see how the visual parts of the brain take the
picture (the visual field) apart, but we do not yet know how the brain puts it all
together to provide our highly organized view of the world - that is, what we see. It
seems as if the brain needs to impose some global unity on certain activities in its
different parts so that the attributes of a single object — its shape, colour, movement,
location, and so on — are in some way brought together without at the same time
confusing them with the attributes of other objects in the visual field” (The Astonish-
ing Hypothesis (Touchstone, London, 1995), p. 22). But, of course, the brain doesn’t
take what we see apart, and what we see is no picture (unless we are looking at one).
The brain makes it possible for us to use our eyes in order to see. To do that it does
not, and could not, take a picture apart and put it together again. For detailed discus-
sion, see M. R. Bennett and P. M. S. Hacker, Philosophical Foundations of Neuro-
science (Blackwell, Oxford, 2003), pp. 137-43.

" The term was already used by Bacon, initially in the form ‘conscient’ (1612),
and then in the form ‘conscious’ (1625) to signify being privy to knowledge about
one’s faults. But the concept had no role in his philosophy.

5 T am indebted to Hanoch Ben-Yami’s scholarship for this surprising information
about Descartes.

16 René Descartes, Fourth Meditation, in The Philosophical Writings of Descartes,
trans. S. Cottingham, R. Stoothoff and D. Murdoch (Cambridge University Press,
Cambridge, 1985), vol. II, p. 34 (subsequent references ‘CSM’); (Euvres de Descartes,
ed. C. Adam and P. Tannery, rev. edn (Vrin, Paris, 1964-70), vol. VIL, p. 49 (subse-
quent references ‘AT’).
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Because he held thinking to be the sole essential attribute of immate-
rial substances, he claimed that we are thinking all the time, waking
or sleeping. He held that consciousness of operations of the mind is
indubitable and infallible, and argued that the mind is, as it were,
transparent. For, he wrote (CSM 11, 150; AT VII, 214), it is self-
evident that one cannot have a thought and no# be conscious of it.
Thinking is self-presenting — although the thoughts we have in sleep
are immediately forgotten.
. Descartes’s position was equivocal and indecisive.
Descartess epistemic 1y, o qyivocated between taking consciousness of a
conception of q . &
conscionsness thought to be reflective thought about a thought
(‘Conversation with Burman’, CSM III, 335), and
elsewhere holding it to be identical with thinking (‘Replies to Bourdin’,
CSM 11, 382)."7 A corollary of this was that he equivocated between
taking thoughts to be the objects of consciousness, that is, that of
which one is conscious (so consciousness is an accompaniment of
thought), and taking thoughts to be species (or forms) of conscious-
ness in the sense in which seeing, hearing, smelling are species (or
forms) of perceiving (‘Replies to Hobbes’, CSM 11, 124; AT VII, 176:
all acts of thought ‘fall under the common concept’ of consciousness).
Above all, he had no explanation of the possibility of this extraordi-
nary cognitive power, which, unlike all our other cognitive powers,
is allegedly necessarily exercised upon its objects,' and both infallible
and indubitable. Within the confines of one’s mind, this cognitive
power is, as it were, godlike — omniscient. How can this be? As
Thomas Reid later remarked, if one were to ask Descartes how he
knew that his consciousness cannot deceive him, he could answer
only that ‘the constitution of our nature forces this belief upon us

irresistibly’."”

7 The difficulty was inherited by his successors. Arnauld, sensitive to the issue,
distinguishes reflexion virtuelle from reflexion actuelle. The former, he averred,
‘accompanies all our perceptions’, but in addition ‘there is also something explicit,
which occurs when we examine our perceptions by means of another perception’ (On
True and False Ideas [1683] (Manchester University Press, Manchester, 1990), p. 71).
The latter, he said, is not consciousness, but voluntary reflection.

% Tt may seem that if acts of thought are species of consciousness, then it is obvious
that if one thinks one must be conscious that one thinks, just as if one sees, one neces-
sarily perceives. But that is a mistaken analogy. If one sees a tree, then what one
perceives is not one’s seeing it, but the tree. However, Descartes requires that the
object of consciousness be the act of thinking, not merely what one is thinking.

% Reid, Essays on the Intellectual Powers of Man, Essay VI, ch. 7.
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Locke’s psychological Locke, writing almost half a century later, charac-
conception of terized consciousness not epistemically, in terms
consciousness as of indubitability and incorrigibility, but psycho-
inner perception logically, comparing consciousness to an ‘internal
sense’*” whereby we perceive that we perceive (a move already made
by others, such as Arnauld, La Forge and Cudworth). ‘Conscious-
ness’, he explained, ‘is the perception of what passes in a Man’s own
Mind’.*! We attain knowledge of what passes in our minds by the
exercise of an inner sense. We cannot perceive without perceiving that
we perceive.”” He did not use the term ‘introspection’ to name this
alleged faculty of inner sense, but that should not be surprising, as
the term was barely yet in currency.

Like Descartes, Locke held that one ‘cannot think
at any time, waking or sleeping without being
sensible of it’. “To suppose the Soul to think, and
the Man not to perceive it is . . . to make two Persons in one
Man . . . For ’tis altogether as intelligible to say, that a body is
extended without parts, as that any thing thinks without being con-
scious of it, or perceiving that it does so.’*® Unlike Descartes, he did
not suppose that we must be thinking for the whole of our existence.
And unlike Descartes, he did not limit the objects of consciousness
to the present or to the operations of the mind. He held us to be
conscious of our past mental operations and of our present as well
as our past actions whenever we remember our doing and thinking
whatever we did and thought. Consciousness is the glue that binds
together the fleeting perceptions of the mind into one persisting self-
consciousness, and is a necessary condition for responsibility for our
actions. It is noteworthy that consciousness has by now been indi-
vidualized. One can now speak of a consciousness, of the same and
of different consciousnesses, and of the numerical identity of a single
consciousness over time. Consciousness, thus reified, has become the
mind! According to Locke, consciousness is constitutive of the dia-
chronic identity of a person. In a striking passage in which he repudi-
ates the need for the same person to be the same substance, Locke
invokes the novel expression self-consciousness:

Locke’s introduction
of self-consciousness

% Locke, An Essay concerning Human Understanding, 4th edn [1700], IL i. 4.
2 Ibid., I i. 19.

2 Ibid., IL. xxvi. 9.

2 Ibid., IL i. 105 IL i. 19).
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Had I the same consciousness, that I saw the Ark and Noah’s Flood,
as that I saw an overflowing of the Thames last Winter, or as that I
write now, I could no more doubt that I, that write this now, that saw
the Thames overflow’d last Winter, and that view’d the Flood at the
general Deluge, was the same self, than that I that write this am the
same my self now whilst I write . . . I being as much concern’d, and
as justly accountable for any Action was done a thousand Years since,
appropriated to me now by this self-consciousness, as I am for what I
did the last moment.**

Self-consciousness and consciousness are assimilated. Consciousness
evidently encompasses all ‘operations of the mind’. But because Locke
conceived of personal identity as a forensic concept, and because he
linked personal identity with consciousness, he included among its
objects one’s consciousness of one’s own actions while performing
them (‘consciousness . . . that I write now’).

Descartes held that thinking (in his broad sense of the term) is the
defining essence of mental substances (minds), so he argued that one
must think (engage in mental operations) all the time, otherwise
one would cease to exist. Locke disagreed, denying that substances
are defined by a single essential property. But he agreed that one could
not think without perceiving that one thinks. Leibniz in turn disa-
greed with Locke, holding that there are multitudinous petites percep-
tions which we do not perceive, of which we are not conscious. But
he agreed with Locke (against Arnauld) in holding consciousness to
be a form of reflection (for which Reid was later to criticize him).

It was from these foundations that the eighteenth-
of the early modern century deba.te deyeloped. One may.summarize,
philosophical in a Galtonian picture, the conception of con-
conception sciousness that Kant, to his misfortune, inherited,

via Wolff, from the Cartesian and empiricist

A Galtonian picture

tradition.”®

2 Ibid., II. xxvii. 16. The term ‘self-consciousness’ was initially a philosopher’s
term of art. Locke was not the first to use the expression to mean the capacity for
reflexive knowledge of one’s mental operations. Cudworth, in his Treatise on Freewill
(1688) wrote: “We are certain by inward sense that we can reflect upon ourselves and
consider ourselves, which is a reduplication of life in a higher degree; for all cogitative
beings as such are self-conscious’. It is interesting that Pierre Coste translated ‘self-
consciousness’ by conscience and added the English term — which is indicative of the
novelty of the usage.

% For detailed investigation of Kant’s conception of consciousness and self-
consciousness, see Hacker, ‘Kant’s Transcendental Deduction’.
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(vi)
(vii)
(vii)

Consciousness is the general form of Operations of the
Mind, that is, one cannot ‘think’ without being conscious
of one’s ‘thinking’.

Consciousness is an inner sense — by the use of which we
know how things are subjectively with us.

The deliverances of consciousness are indubitable — one
cannot doubt whatever one is conscious of.

The deliverances of consciousness are infallible — one
cannot make a mistake about what one is conscious of.

One can think things to be thus-and-so, and one is then
unavoidably conscious of so thinking. But one cannot in
turn think that one is conscious of thinking. It may sen-
sibly seem to one that things are thus-and-so, but it
cannot sensible seem to one that it sensibly seems to one
that things are thus-and-so.

Objects of consciousness are operations of the mind.
Objects of consciousness are confined to the present.

The objects of consciousness are privately ‘owned’ (no
one else can have my experiences — experiences are logi-
cally private, inalienable, property).

The objects of consciousness are epistemically private —
only I really know (because I have privileged access to)
the operations of my mind.

One’s consciousness of what passes in one’s mind requires
possession of ideas or concepts of mental operations.
These ideas or concepts have no logical relationship to
behaviour, since they are applied in inner sense without
reference to one’s behaviour. To possess them requires no
more than consciousness of the ideas (Descartes?), or a
private ostensive definition (Locke®).

Consciousness of the operations of the mind is self-
consciousness — consciousness of how things are with
one’s self in foro interno.

List 1.1 A Galtonian representation of the early modern philosophical

conception of consciousness
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So the mind is, as it were, transparent, and what is in the mind is, so
to speak, self-presenting. So mind is better known than matter. Con-
sequently, the private is better known than the public. Points (viii) to
(x) commit the early moderns and their followers to the intelligibility
of a logically private language. This fatal flaw will not be discussed
here. Disagreements, which continued well into the nineteenth
century, turned largely on the questions of (a) whether there are
unconscious operations of the mind; (b) whether inner sense is con-
temporaneous with, or subsequent to, its objects (Comte, Spencer,
Mill); and (c) whether consciousness is or is not infallible. In the
post-Kantian and German idealist debate, attention was focused on
the nature of transcendental self-consciousness and its ramifications.
This will not be discussed here.

5. The dialectic of consciousness |

Such was the conception of consciousness
3 presuppositions of the and self-consciousness that plagued philoso-
early modern philosophical phy in the Cartesian/Lockean tradition. The
conception .

whole structure turns on three simple and
correct thoughts.

First, the sincere first-person use of many psychological attributes
is indubitable. If one feels a pain, one cannot doubt that one is in
pain. If one thinks that it is time to go, one cannot doubt that one
does. If one is afraid of tomorrow’s examination, one cannot doubt

Notes a and b to List 1.1

*Descartes: “Thus it would be pointless trying to define, for someone totally blind,
what it is to be white: in order to know what that is, all that is needed is to have
one’s eyes open and to see white. In the same way, in order to know what doubt and
thought are, all one need do is to doubt or to think. That tells us all it is possible to
know about them, and explains more about them than even the most precise defini-
tions’ (The Search after Truth (CSM 11, 417f.; AT X, 524).

Locke: ‘Such precise, naked appearances in the mind, without considering how,
whence or with what others they came to be there, the understanding lays up (with
names commonly annexed to them) as standards to rank real existences into sorts,
as they agree with these patterns, and to denominate then accordingly’ (Essay, 1L
ix. 9).
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that one is. It makes no sense to say ‘I doubt whether I am in pain’,
or ‘I doubt whether I think that . . ..

Secondly, in many cases, one cannot be mistaken. So, for example,
one cannot be mistaken that one is in pain, any more than one can
mistake a pain for a tickle; nor can one be mistaken that one thinks
that 2 + 2 =4, any more than one can misidentify one’s thought that
2 + 2 = 4 as the thought that 2 + 2 = 22.

Thirdly, in those cases which Descartes held to be suitable as the

premise of a cogito proof of his existence, that is, all the cases that
seem to involve certainty and infallibility, #ruthfulness guarantees
truth.
It is all too easy to follow the Cartesian tradition in sup-
posing that if one cannot doubt things to be so with
oneself and cannot be mistaken, then one must know
with complete certainty that they are so. But this seemingly innocuous
move is precisely where one goes wrong. For we mistake the impos-
sibility of doubt for the presence of certainty, and the impossibility
of mistake for the presence of infallible knowledge. To clarify this we
must penetrate the logic of conceptual illusion — the dialectic of
consciousness.

The logic of
illusion

Doubt needs reasons. The possibility of doubting
an empirical truth such as ‘Jack is in pain” or ‘Jill
thinks that it is time to go’ may be excluded by
realization of the eliminability of all genuine
alternatives in the circumstances. Here possible doubt is excluded
by the available evidence. Here, it is quite certain (and one is quite
certain) that things are as one takes them to be. But doubt may also
be excluded by purely logical or conceptual considerations: by the
fact that it makes no sense to doubt the kind of thing in question, or
that it makes no sense to doubt in such circumstances. Here doubt
is not excluded de facto, but de jure. For no sense has been given to
the words ‘I doubt” as a prefix to the empirical proposition in ques-
tion, or in the circumstances in question. To give a few familiar
examples: it makes no sense to doubt whether one exists (if someone
said ‘I am not sure I exist’ or ‘I doubt whether I exist’ we should ask
him what on earth he meant). Similarly, it makes no sense, in normal
circumstances, as one walks through a wood of great oak trees, to
doubt whether #his is a tree or this is a tree, etc. If someone, as he
touched each great tree, said ‘I doubt whether this is a tree’, we would
think him deranged — or a philosopher. When doubt is excluded de

The logical exclusion
of doubt excludes
empirical certainty too
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facto, then it makes sense to speak of certainty, for certainty can be
established by excluding alternative possibilities. But when it is logi-
cally impossible to doubt an empirical proposition — when it makes
no sense to doubt, then it makes no sense to speak of certainty either.
The satisfaction of the conditions of subjective certainty does indeed
exclude all doubt, but if all doubt is logically excluded, there is
nothing for subjective certainty to exclude. There is no room for
certainty — the logical space, so to speak, has vanished. Similar con-
siderations apply to the exclusion of mistake with regard to an
empirical proposition. The logical impossibility of a mistake does not
imply infallible knowledge, but the exclusion of knowledge together
with error. This is precisely how things are with regard to first-person
uses of the subset of psychological verbs that satisfy Descartes’s
demands on cogitationes. It is precisely because it makes no sense
for someone to be in pain and doubt whether he is, or to mistake
his thinking that it is time to go for his thinking that Paris is the
capital of France, that it makes no sense to say that he is certain, or
knows infallibly and incorrigibly, how things are with him in such
respects.

It is perfectly correct that with regard to avow-
als of pain, confessions of one’s thoughts, asser-
tions of how things sensibly appear to one to be
(It visually seems to me . . .”), truthfulness in
general guarantees truth. In such cases, the speaker’s word goes
(although not always indefeasibly). It is all too easy to try explain
this by reference to the idea that the speaker knows how things are
with him because he has ‘privileged access’ to his mind by intro-
spection, and that is why truthfulness guarantees truth. That is mis-
taken. The speaker’s word goes, not because he is a witness to his
own consciousness, but because he is an articulate agent. I shall
elaborate.

That truthfulness
guarantees truth does
not imply knowledge

Why do we cleave so adamantly to the idea that
we know with certainty that things are so with us?
Because it is altogether natural to feel that if it is
not the case that we know, then we must be igno-
rant of what we are being said not to know. And for sure, when one
is in severe pain, one is not ignorant that one is in pain. But it does
not follow that one knows (with certainty) that one is. It follows
that one neither knows nor is ignorant. It is not that we don’t
know that things are thus-and-so with us — it is that there is no such
thing as not knowing in these cases. But by the same token, there is

Where knowledge is
logically excluded, so
is ignorance
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no such thing as knowing either. The truth of the matter is that being
mature language users, we can — in all the cases relevant to the early
modern debate on consciousness — say how things are with us. Our
saying so is constitutive (not inductive) evidence for others, for things
being so with us. And our sincere word therefore has a privileged
status for others (it is logically good evidence for them). Such consti-
tutive evidence is defeasible, but if not defeated, it stands firm. But
this does not show that we know that things are as we say they are
— for there is no work for the verb ‘know’ to do. It shows only that
ignorance, together with knowledge, are here logically excluded.

Of course, if we assume, with the early modern
The illusions of inner tradition, that we know with certainty how things
sense, apperception  are (‘subjectively’) with us, then it is all too natural
and introspection  to ask how we know. Then we are strongly tempted

to suppose that we do so by the exercise of a
cognitive faculty. Moreover, since we can say how things are thus
with us without any evidence, it is almost irresistible to suppose that
this cognitive faculty is a form of perception — since to learn how
things are by directly perceiving how they are involves no evidence
either. So too it seems that we know how things are with us ‘inwardly’
by means of an inner sense, which we then dub ‘apperception’ or
‘introspection’. As William James put it so wrongly in 1890, intro-
spection ‘means, of course, the looking into one’s own mind and
reporting there what we discover’.* It is by the use of this inner sense,
it seems, that we perceive, apperceive, introspect or become con-
scious, of how things are with us. This inner sense is just like an outer
sense, only

(i)  without a sense organ;

(i) its successful exercise is independent of observation condi-
tions (there is here no ‘more light, please’, no looking more
closely or using a telescope);

(iii) it never fails us, but always yields knowledge;

(iv) we know the mind better than the material world (cp.
Descartes, Brentano, Husserl).

But there is no such thing as a cognitive faculty that is miraculously
immune to error, and no such thing as a faculty of perception

that enables us to perceive without any organ of perception and the

26 W. James, The Principles of Psychology (Holt, New York, 1890), vol. 1, p. 185.
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successful exercise of which is independent of circumstances of obser-
vation. ‘To perceive’, as well as ‘to see’, ‘to hear’, etc. have a legiti-
mate use as success verbs — but there is no such thing as succeeding
if there is no logical possibility of failing. (As noted, ‘to be conscious
of’, although factive, is 7ot a success verb — one cannot try to become
or succeed in being conscious of something.)

There is indeed such a thing as introspection — but, pace James, it
is not a form of perception and involves no ‘looking into” one’s mind.
It is a form of self-reflection, at which some people, like Proust, are
better than others. It involves reflecting on one’s actions and character
traits, on one’s springs of action, likes and dislikes. It is a route to
self-knowledge, but also a high road to self-deception. It is not exer-
cised when one says that one has a headache or that one is thinking
of going to London tomorrow. That a child has learnt to say ‘Mummy,
my head aches’ does not show that he is becoming introspective. Nor
does it show an advance in self-knowledge.

What is true is that if we are asked whether we
Of the importance of are in pain, whether we want this or that, whether
ot confusing the we think things to be so, or are thinking of some-
ability to say with . . ..
the ability to see thing or other, we can say so. It is characteristic
of Locke and his successors down to James, Bren-
tano and Husserl, to confuse the ability to say how things are with
one with the ability to see (by introspection) how things are with one.
To be sure, when a human being, who has mastered the use of lan-
guage, has a pain, he can normally say so. If asked whether he is in
pain, he can reply. It is tempting to think that he can say that he has
a pain in his foot, because he feels, that is, perceives, the pain. But
to feel pain is not a form of perception. To feel a pain in one’s foot,
for one’s foot to hurt, just is to have a pain — not to have a pain and
in addition to perceive it. Truthfully to say ‘My foot hurts’ is no more
an expression of something one has perceived, learnt or come to
know than is a groan of pain. Of course, one is not ignorant of one’s
foot’s hurting either. Can one intelligibly say ‘I know I have a pain’?
In appropriate circumstances, of course. But all it means is that I
really do have a pain, that it is true that I have a pain. It does not
mean that I have evidence for it, nor does it mean that I perceive it
directly.
A language-user can say what he is thinking. If asked ‘A
Saying what penny for your thoughts?’ he can reply. So how does he
one thinks  know that he is thinking? Is it not by introspection? —
No. Let us first ask how he knows what he thinks. Well,
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he may have weighed the evidence, and decided that the weight of
evidence is in favour of things being thus-and-so; so he says that
things are so — that is what he has concluded is the case. If he takes
it to be a matter of opinion, or if he takes the evidence not to be
decisive, he will affix an ‘I think’ to the sentence to indicate just that.
So he says that he thinks things to be thus-and-so. ‘I think’ functions
here as a qualifier which does not signify a mental operation currently
taking place, but indicates (for others) the epistemic weight of the
proposition to which it is affixed.?’

Yes, but surely he knows that he thinks what he
thinks! After all, do we not sometimes say ‘I don’t
know what I think’? And if ‘I don’t know what I
think” makes sense, then surely its negation ‘I know
what I think” makes sense too! — It is true that we sometimes say ‘I
don’t know what 1 think’. But not to know what one thinks is not
to think something and not to know what it is. If I don’t know what
I think about something or other, what I do is n#o¢ ‘peer into my mind’
to find out. Rather, what I do is examine the evidence pertinent to
the matter at hand, and make up my mind on the balance of evidence.
‘T don’t know what I think’ is an expression of inability to judge (‘I
can’t make up my mind’, we say) — not of an introspective deficiency.
It is a confession of not knowing what to think, which can be rem-
edied only by looking again at the evidence.

All right; but still, we often proclaim that we don’t know what we
want. Here surely what we don’t know is an operation of the mind!
Don’t we then quickly introspect and then say ‘Now I know what I
want’? — No. On the contrary: ‘I don’t know what I want’ signifies
inability to decide between desiderata. And finding out what one
wants is not a matter of ‘introspectively running over one’s various
desires’, but rather of reflecting on the desirability characteristics of
the available alternatives and choosing the most preferable. ‘Now I
know what I want!” amounts to the same as ‘Now I have decided’.”®

Knowing and not
knowing what one
thinks or wants

¥ Of course, there are other uses of this verb (see chapter 10).

%8 One might, provocatively, say that these uses of ‘I know’ are non-epistemic, in
the sense in which “While you were with me, I forgot all my troubles’ is not an epis-
temic use of ‘forget’ — it does not signify a failure of memory and does not serve as
a confession of epistemic fault. So too, ‘I know I am in pain’ or ‘I know I intend to
go’ do not signify the upshot of a successful exercise of a cognitive faculty, and do
not serve to make a cognitive claim. They serve merely to emphasize that I am indeed
in pain, or to concede that I do indeed intend to go. “You’re in pain!” — ‘Yes, I know’
is a joke.
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So, to return to the questionable questions of the
ancients: When we see something or see something
to be so, how do we know that we do? Do we

To be able to say
that one perceives is
not to perceive that

one perceives perceive our seeing by sight? Or do we perceive
our seeing by a general sense (a sensus commu-
nis)? — Neither. There is no such thing as confusing seeing with

hearing or tasting. If someone were to say ‘I think there is a sound
coming from the bush, but I am not sure whether I see it or taste it’,
we would not know what he meant. We exercise our senses and use
our sense-organs in making judgements about things in our vicinity.
According to the sense-qualities we apprehend, and to the sense-
organs we employ, we can affix an ‘I see / I can see . . ., ‘I hear // I
can hear ..., T smell /T can smell . . . to the expression of one’s
perceptual judgement. These prefixes indicate the sense-faculty and
sense-organ by the use of which one takes oneself to have acquired
information. There is no such thing as mistaking sight for smell, or
hearing for tasting. And if there is no room for error, and if there are
no evidential grounds for saying ‘I see a so-and-so’ or ‘I heard a sound
from over there’, then the question ‘How do you know that you see
(rather than hear or taste) something or other?’ is, in the case of
proper sensibles, to be rejected, and in the case of common sensibles
to be answered by citing the sense-organ and sense-faculty used. But
even in the latter case (say, of feeling the shape of something with
one’s fingers), one does not perceive that one perceives. Rather, one
perceives with one’s fingers, one’s sense of touch, and can say so. Nor
is one conscious that one perceives, although one may be conscious
of what one perceives — if it catches and holds one’s attention. One
can say what one perceives — but to be able to say what one perceives
is not to perceive that one perceives.

It is not that the I think’ must accompany all my
It must be possible  representations, as Descartes and Locke supposed.
for the “I can say’to Nor i it even that it must be possible for the ‘I
accompany all my c 1 .
representations think’ to accompany al'l my representations, as

Kant suggested. Rather, it must be possible for the
‘I say’ to accompany all my representations. Or, more perspicuously,
it must be possible for me to say how things are with me. Therefore,
I can also reflect on things being so with me — which is something
non-language-using animals cannot do. But to reflect on things being
thus-and-so with me is not the same as being conscious of things
being thus-and-so, any more than reflecting on Julius Caesar’s assas-
sination is to be conscious of it. To reflect on things being thus-and-so
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with me is a mental act, which I may be asked or ordered to perform,
and may perform voluntarily, intentionally and deliberately. But I
cannot intelligibly be asked or ordered to be conscious of things being
thus-and-so with me, and to be conscious of things being thus-and-so
is not an act, a fortiori not a voluntary or intentional one.
In brief, consciousness conceived as an inner sense
is a fiction. Roughly speaking, anything that Des-
cartes might, with good reason, wish to cite as an
indubitably and infallibly known act of thought
(cogitatio), everything ‘inner’ for which truthfulness guarantees truth,
is something of which one cannot oneself be either ignorant or doubt-
ful. By the very token of the cannot, one cannot know or be certain
about it either. Consciousness, conceived as an inner sense with
operations of the mind as its objects, is not the mark of a mind, but
of thoroughgoing confusion.

Given this confusion, the idea that consciousness
Animal consciousness is the mark of the mind collapses. So it should.
contrasted with After all, consciousness, properly understood, is
human COMSCIoUusness « e .
and self-consciousness characteristic of other animals than humans. All

developed animals are sentient — they have the
powers of sensation and perception, and are susceptible to pleasure
and pain. They typically have a diurnal cycle of sleeping and waking,
hence enjoy intransitive consciousness. They can have their attention
caught and held by objects in their perceptual field, and so enjoy
perceptual consciousness. But, of course, they are not language-users.
Nor is there an ‘I can say’ that can accompany all their representa-
tions. They do not have an ‘inner life’ of reflection, recollection and
articulate feeling. They are conscious, but not, in this sense, self-
conscious beings. But it is precisely such features that characterize
having a mind. Furthermore, many further attributes distinctive of
creatures that do have a mind cannot be subsumed under the rubric
of Cartesian thoughts (definitive of Cartesian consciousness) since
these attributes are neither indubitable nor transparent. We have
wide-ranging cognitive powers, but sometimes think we know some-
thing and are mistaken. We have beliefs, but sometimes deceive
ourselves about what we really believe. We have mnemonic powers,
but sometimes think wrongly that we remember something. Our
powers of understanding are great, but we often mistakenly think we
understand something. It is evident that only conscious creatures
(properly so called) can be said to have a mind, but consciousness is
not sufficient for having a mind.

The illusion of
consciousness as an
inner sense
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6. The contemporary philosophical conception
of consciousness

The Cartesian/empiricist conception of conscious-
ness dominated philosophical thought concerning
the mind well into the twentieth century. But
among analytic philosophers of the Vienna Circle
in the interwar years, and among Oxford philoso-
phers of the postwar years, interest in consciousness waned. This was
due partly to the rise of behaviourism, partly to a shift of interest
away from philosophy of mind and towards philosophy of logic and
language in the 1920s and 1930s, and partly to the powerful criti-
cisms of the foundations of both Cartesianism and classical empiri-
cism launched by Wittgenstein and Ryle in mid-century. Interest was
reawakened by the emergence, first, of central state materialism in
the writings of Smart, Place and Armstrong,” which identified types
of mental states with types of brain states, and then by its successor,
namely functionalism.

Functionalism, advanced in the USA, eschewed the identification
of types of mental states with types of brain states. Philosophical
functionalists hoped to explain the nature of any mental state solely
by reference to its function in correlating causal inputs, behavioural
outputs and its causal relations to other mental states (just as a Turing
machine-table simultaneously defines the roles of all the machine
states in causal terms without circularity). To be sure, any such indi-
vidual mental state of a being is held to be contingently token-
identical with whatever cortical or electro-mechanical vehicle realizes
it. Functionalism seemed to offer the benefits of behaviourism (the
correlation of stimuli (inputs) with behaviour (outputs)), and of mate-
rialism (the token-identity thesis), without denying the existence of
internal mental states. But it construed internal mental states solely
in functional terms. A mental state was to be defined in terms of the
inputs and outputs it coordinates and its causal interaction with other
internal states. This, as critics pointed out, conspicuously omitted

The decline and
revival of interest in
consciousness in the
modern era

2 U. T. Place, ‘Is Consciousness a Brain Process?’, British Journal of Psychology,
47 (1956), and J. J. C. Smart, ‘Sensations and Brain Processes’, Philosophical Review,
48 (1959); see also H. Feigl, ‘The “Mental” and the “Physical”’, Minnesota Studies
in the Philosophy of Science, vol. Il (University of Minnesota Press, Minneapolis,
1958); D. M. Armstrong, A Materialist Theory of Mind (Routledge & Kegan Paul,
London, 1968).
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mention of the felt character of the experiences that sentient creatures
enjoy — experiences of pain or pleasure, hunger, thirst, seeing and
hearing, longing, expecting, being sad or joyful. Against the function-
alist background, it seemed that it was perfectly intelligible to suppose
that there might be creatures (‘zombies’), just like us in all behav-
ioural respects, subject to the same ‘inputs’ and yielding the same
‘outputs’, and having the same causal connections between internal,
non-conscious ‘machine-states’ — but without enjoying any experi-
ences whatsoever. It was in reaction to this illusion that the new wave
of interest in consciousness emerged in the 1970s with a seminal
paper by Thomas Nagel.”® To save us from the fear that all others
might be ‘zombies’, to save our humanity from reductive physicalism
and soulless functionalism, consciousness was appealed to as the
defining feature of the mind and the characteristic mark of the mental.
For, it was now argued, what was irremediably missing from func-
tionalism was conscious experience (see fig. 1.6).

Figure 1.6 Zombies and us. It is striking how readily the metaphor of ‘light
inside our heads’ comes to be used here. But, if there is any light, it is
certainly not inside our heads

An experience, it was averred, is conscious if there is something
which it is like for the subject of the experience to have it. For is there
not something it is like to be in pain, to feel joy, to see and hear?
And a subject of experience is conscious if there is something that it
is like for it to be that subject. For while there is nothing it is like for
a brick to be a brick, or for an ink-jet printer to be an ink-jet printer,
there is surely something it is like for a cat to be a cat, for a bat to
be a bat, for us to be human and indeed for me to be me. That is the
essence of consciousness and of conscious experience. What began as
a ripple in the USA in the 1970s had acquired tsunami proportions
by the 2010s, when ‘consciousness studies” were all the rage and ‘the
what-it’s-likeness of experience’ the slogan.

30 T. Nagel, ‘What is It Like to be a Bat?’, Philosophical Review, 83 (1974).
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The contemporary philosophical conception of consciousness is no
less incoherent than the early modern conception. If our humanity
needs saving in the face of modernity, it is from far more serious
things than functionalism — which is no more than a house of cards
that will collapse under the weight of conceptual criticism.

3 pivotal theses of Three salient theses determine the concept of con-
current philosophical Sciousness advanced by contemporary philoso-
misconceptions phers and cognitive scientists:

1. An experience is a conscious experience if and only if there
is something it is like for the subject of the experience to
have that very experience.

What it is like for an organism to have a given experience is denomi-
nated ‘the subjective character (or quality) of experience’. Knowing
what it is like is dubbed ‘phenomenal consciousness’.

2. A creature is conscious or has conscious experience if and
only if there is something it is like for the creature to be the
creature it is.

So, we all know that there is something which it is like for us to be
human beings — although it is very difficult to say what it is like. On
the other hand, no one (other than a bat) can even imagine what it
is like to be a bat.

3. The subjective character of the mental can be apprebended
only from the point of view of the subject.

Some clarification and elaboration is needed.

(a) Just as Descartes (and his successors) misguidedly extended the
notion of Thought to include perceiving and wanting something (etc.)
so the new conception of Conscious Experience is misguidedly
extended to include thinking, knowing, believing and understanding
(which are no more ‘experiences’ than perceiving and wanting are
species or forms of thought).

(b) Each conscious experience is argued to have its own qualitative
character — its distinctive phenomenal feel.>* The individual feel of an

1 The notion of ‘raw feels’, subservient to a very similar muddled thought, was
introduced much earlier by the behaviourist psychologist E. C. Tolman in his Purpo-
sive Behaviour in Animals and Men (Appleton-Century-Crofts, New York, 1932).
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experience was dubbed a quale.’* The problem of explaining these
phenomenal qualities, it is held, is the problem of explaining con-
sciousness. For what characterizes any conscious experience are the
distinctive gqualia that accompany it.

(c) It is important to realize that the claim that ‘there is something

which it is like to have a given conscious experience’ is not a state-
ment of similarity. That is, to ask ‘“What is it like to walk fast?’ is
not a variant upon ‘What is walking fast like, what does it resemble?’
It is not to be answered by a comparison, such as ‘Rather like
running, only one foot is always on the ground’. The question is not
‘What does it resemble?” but rather “What is it like for you?’ It con-
cerns the subjective qualitative feel of the experience — what it feels
like for the subject.
This conception of consciousness and of conscious
experience captured the imagination of philoso-
phers, psychologists and even cognitive neurosci-
entists in the USA. In due course, the confusions
spread to Britain and continental Europe. It appeared to raise a whole
battery of enticing and mysterious new questions for cognitive science
and evolutionary theory to grapple with. What, it was wondered, is
consciousness for? What is its evolutionary advantage? Could one
not have creatures who behave just like us, only without any ‘inner
light’ of consciousness — that is, without there being anything that it
is like to be them? How could anything so mysterious as conscious-
ness emerge from mere matter? Is consciousness compatible with our
scientific understanding of the universe? And so forth. These are all
either trivial questions or pseudo-questions.’* But if one accepts this
tempting account of the uniqueness and peculiarity of consciousness,
then they seem anything but trivial or absurd — they seem deep ques-
tions at the frontiers of knowledge.

The depth of mystery
or the depth of

illusion

7. The dialectic of consciousness II

The 4 temptations on Why is it evidently so tempting to agree to this
the road to illusion  analysis of consciousness? Four factors are in play.

32 The term was borrowed from C. I. Lewis, Mind and the World Order (Scribner’s,
New York, 1929).

33 See Bennett and Hacker, Philosophical Foundations of Neuroscience, ch. 11, for
detailed deconstruction of these confused questions.
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First is the persuasiveness of the claim that there isn’t anything
which it is like to be a brick or an ink-jet printer, but there is some-
thing it is like to be a bat or a dolphin and there is certainly something
it is like to be a human being. Initially one is inclined to agree to this
misconceived rhetorical statement. After all, you can ask someone
what it was like for him to be a soldier, and you cannot ask an ink-jet
printer what it is like for it to print a page.

The second factor to benumb our linguistic sensibility is the relative
unfamiliarity of the phrase ‘there is something which it is like to’,
which involves second-level quantification over properties coupled
with an unrecognized misuse of the interrogative phrase ‘what is it
like’. T shall explain this below.

The third operative factor is the appeal of the idea of ‘saving our
humanity’ - of providing a bulwark against the rising tides of reduc-
tionism and functionalism.

Finally, the appeal of mysteries, of facing the deepest and most
difficult problem known to man, of being at the last frontier of
knowledge, is well-nigh irresistible. In philosophy, there are no mys-
teries — only mystifications and mystery-mongering.

The temptations must be resisted, and sober analysis

3 antidotes to the g o41d take their place. I shall briefly defend three
4 temptations . 34
antitheses.

(1) Experiences are not in general individuated by reference to
what it feels like to have them but by reference to what they are
experiences of. Most experiences have no qualitative character
whatsoever — they are qualitatively neutral.

(2) There is not something which it is like to have an experience.

(3) There is not something which it is like to be a human being
or, for that matter, a bat.

Let me explain.
(1a) It is true that being in severe pain is awful, that
The qualitative gmelling the scent of roses is pleasant, that the sight of
ZZZZZZ;’( mutilated bodies is horrifying. These are the qualitative
characteristics of certain experiences.

3* For more detailed treatment, see P. M. S. Hacker ‘Is There Anything It is Like
to be a Bat?’ in Philosophy, 77 (2002), pp. 157-74. I shall use the term ‘experience’
in the broad and ill-defined sense in which it is currently employed by students of
consciousness.
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(1b) Every experience is a possible grammatical subject of attitu-
dinal predicates, for example, of being pleasant or unpleasant, inter-
esting or boring, attractive or repulsive. But it is false that every
experience is an actual subject of such an attitudinal predicate. Hence
it is mistaken to hold that every experience has a qualitative character.
With respect to most experiences the question “What did it feel like
to ... ?  or ‘What was it like to . . . ? is correctly answered by ‘It
did not feel like anything in particular’ and ‘It was altogether indif-
ferent’. To see the lamp-posts in the street or to hear the chatter in
the bus feels neither pleasant nor unpleasant, and is neither repulsive
nor attractive.

(1c) Experiences, which may indeed be the sub-
Experiences are ject of the same attitudinal predicate, are not
identified by their essentially distinguished by reference to it, but
object, not by their . . . . .
qualitative character by their object. Smelling lilac may be just as pleas-

ant as smelling roses, but the experiences differ
despite sharing the same qualitative character. What distinguishes
the experiences is not what it feels like to have them, but what they
are experiences of.
(1d) A persistent mistake among defenders of qualia is
to confuse and conflate the qualities of what one experi-
ences (e.g. the colour of the violets, the scent of the
roses, the taste of the apple) with the qualities of the experiences
(delightful, enjoyable, pleasant, revolting). A perceptible quality is
not a quality of a perception. The colours of visibilia are not qualities
of seeing them, but qualities of what one sees. The seeing of a red
rose is not red, and the hearing of a bang is not loud, although it
may be frightening.

(1e) It is altogether misguided to stretch the term ‘experience’ to
include thinking. But be that as it may, what differentiates thinking
that 2 + 2 = 4 from thinking that 3 + 3 = 6 is not what it feels like
to think thus but rather is what is thought. Even if a binary whiff is
associated with 2 + 2 = 4, and a tertiary whiff with 3 + 3 = 6, that
is not what individuates the thinkings, as is obvious when one remem-
bers that the tertiary whiff might become associated with the thought
that 3 x 3 =9.

Confusions of
qualia

(2) It is true that one can ask someone “What was

. it like for you to V2’ (where “V’ signifies an experi-
experiences and the This i ‘ . b

confusions of ence). is is not a request for a comparison, but

existential for a description of the felt character of the experi-

quantification ence. One may answer: ‘It was quite agreeable

The felt character of
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(unpleasant, charming, repulsive, fascinating or boring) to V’. Then,
if we wish to indulge in second-level quantification, we may say
‘There was something that it was for A (or for me) to V, namely:
quite agreeable (unpleasant, charming, etc.)’. What we cannot intel-
ligibly say is: “There was something that it was like for A (or for me)
to V, namely . . .”. That is, existential generalization requires the
dropping of the ‘like’ — for the experience was not like quite agree-
able, it was quite agreeable. This should be obvious from considera-
tion of the answer to the question “What is it like for you to V?’ For
the answer (save among the illiterati) is not “To V is like wonderful’,
but “To V is wonderful’. And the existential generalization of that
is “There is something that it is to V, namely wonderful’. It cannot
yield the form ‘There is something that it is like to V, namely wonder-
ful’. The latter aberration is the result of a miscegenous crossing of
the existential generalization of a judgement of similarity with an
existential generalization of a judgement of the affective character of
an experience. And the result is, strictly speaking, latent nonsense —
which has now been rendered patent.

So, (i) It is simply ill-formed nonsense to suggest that a conscious
experience is an experience such that there is something it is like to
have it.

(ii) Most experiences are qualitatively (affectively) characterless —

they have no ‘qualitative (attitudinal) character’ at all. (If anyone
were to ask us such questions as “What is it like to see the buttons
on your shirt?’, “What is it like to hear Jack say “and”?’ or “What is
it like to feel the arm of the armchair?’, we should be very puzzled
at the questions, since such perceptual experiences are obviously
qualitatively neutral in normal circumstances.)
I now turn to the third antithesis. It makes per-
fectly good sense to ask “What is it like to be a
soldier (a mother, an old-aged pensioner, wealthy,
unemployed)?’. This is a request for a description
of the pros and cons of a certain social role, or of being a V-er, or of
being in a certain condition. Such questions demand a specifica-
tion of the qualitative character of the life of an X, of the typical
career of a V-er, or of being in a given condition. That is precisely
why this form of words was misguidedly chosen by modern con-
sciousness students to explain what it is to be a conscious creature.
Hence the statement: ‘“There is, presumably, something it is like to be
a bat or a dolphin and there is certainly something it is like to be a
human being.” But this statement is quite mistaken.

Logico-grammatical
constraints on what it
is like to be or to do
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L (3a) Let me explain why, from the point of view
Specification of the . .
subject of ‘What is it of English grammar and of the dev1ce.s of. sgcor}d-
like to be . . . 2’ evel quantification, there isn’t anything it is like
to be a bat, or to be a dolphin, and there certainly
isn’t anything it is like to be human. Sometimes there is no need, in
a question of the form ‘What is it like to be an X?’, to specify the
subject class, that is, to specify what it is like for whom to be an X.
For it is often evident from the context. “What is it like to be a
doctor?’ is restricted to adult human beings, “What is it like to be
pregnant?’ to women. But sometimes it is necessary, for example,
‘What is it like for a woman (as opposed to a man) to be a soldier?’
or ‘What is it like for a teenager (as opposed to someone older)
to be the champion at Wimbledon?’ And often the question is per-
sonal, as in “What was it like for you to be a soldier in the Second
World War?’
As in the previous cases of “What is it like to V?’,
so too here the ‘like’ drops out in existential gen-
eralization. If one answers the question “What is
it like for a teenager to win at Wimbledon?’ by saying ‘It is quite
overwhelming’, then the existential generalization is not ‘There is
something which it is like for a teenager . . .’, but rather “There
is something that it is for a teenager to win at Wimbledon, namely,
quite overwhelming’. But this ineradicable flaw is not the worst of
the ensuing nonsense.
(3b) We can licitly ask “What is it like for a Y — for
Constraints on the  a man, a woman, a soldier, a sailor, etc. — to be
subject and object  an X?* We can also licitly ask ‘What is it like for
terms of ‘What is it v 6 be an X?* Note the general form of these
like for a . .. to be a . . . PR
p questions. (i) The subject term Y’ differs from the
object term ‘X’. (ii) Where the subject term is
specified by a phrase of the form ‘for a Y, then a principle of contrast
is involved. We ask what it is like for a Y, as opposed to a Z, to be
an X. (iii) There is a second principle of contrast involved in questions
of the form “What is it like for a Y to be an X?’, namely with regard
to the X. For we want to know what it is like for a Y to be an X, as
opposed to being a Z.
_ But the form of words that we are being offered
The transgression of s \What is it like for an X to be an X2’ The subject
the 2 principles of . . . .
contrast term is reiterated. But questions of the form ‘What
is it like for a doctor to be a doctor?’ are awry.
One cannot ask “What is it like for a doctor to be a doctor as opposed

Existential
generalization again
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to someone else who is not a doctor being a doctor?’ for that makes
no sense. Someone who is 7ot a doctor cannot also be a doctor —
although he may become one. The interpolated phrase ‘for a doctor’
is illicit here, and adds nothing to the simpler question “What is it
like to be a doctor?’ — which is a simple request for a description of
the role, hardships and satisfactions, typical experiences and episodes
in the life of a doctor. A fortiori, questions such as “What is it like
for a human being to be a human being?’, “What is it like for a bat
to be a bat?” and “What is it like for me to be me?’ are nonsense. For
they violate the condition of non-reiteration, and they transgress the
two contrast principles. Gods and avatars apart, nothing other than
a human being can be a human being. A human being cannot be
anything other than a human being, for if a human being ceases
to be a human being he thereby ceases to exist. It makes no sense to
suppose that I might be someone else or that someone else might be
me. So the pivotal question “What is it like for a human being to
be a human being (or for a bat to be a bat)?’ collapses into the ques-
tion “What it is like to be a human being (or to be a bat)?’. But now
it is not clear what this question means — unless it amounts to no
more than ‘What is human life like?’. If that is what it means — then
although it is nebulous, there is no difficulty in answering it, for
example, ‘Nasty, brutish and short” or ‘Full of hope and fear’. Nor
is there any difficulty in answering the question ‘What is the life of
a bat like?” — any decent zoologist who studies bats can readily tell
us. It is even more obvious that the supposition that there is some-
thing it is like for me to be me is nonsense, for it is logically impossible
(there is no such thing) for me to be anyone other than myself. Not
only do I not know what it is like for me to be me — there is nothing
to know. I do not know what it is like for me to be a human being
either — for this is a form of words without any sense. But I can, of
course, tell you what my life has been like.

So, does anything come out of the mystification?
Well, yes. What comes out is the following.
One can ask a human being what it is like for
him to fulfil the various roles he fulfils or to do the various things he
does — and he can normally tell one. One cannot ask a brick what it
is like for it to fill a hole in the wall or an ink-jet printer what it is
like for it to run off 20 copies of one’s paper. For only sentient crea-
tures have social roles and experiences, enjoying some, disliking
others and being indifferent to most — a meagre result for so much
noise.

Reducing mountains
to molebills
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8. The illusions of self-consciousness

It should be evident that the philosophical concep-
tion of self-consciousness not only deviates from
the common or garden notions, but is also a
product of philosophical confusions rooted in the notion of appercep-
tion transmitted from Locke to Leibniz and from Wolf to Kant. The
ordinary notions are perfectly respectable: (a) excessive concern with
one’s own appearance, especially one’s dress; (b) one’s responses to

The ordinary notions
of self-consciousness

What self- the thought that others are looking at one; (c) deliber-
consciousness  Ate, as opposed to spontaneous, creative processes.
is not What self-consciousness is not is:

(i) Consciousness of one’s self — since there is no such thing as a
‘self> thus understood.*’

(i) Apperception — since there is no such thing as perceiving one’s
perceptions; a fortiori it is not a matter of the possibility of
perceiving one’s perceptions.

(iii) Thinking about one’s ‘thoughts’ or ‘perceptions’ —since although
one may indeed think about one’s thinking (e.g. how muddled
it is) and think about one’s perceptions (e.g. how vivid they
are), to do so is not to be conscious of one’s thoughts or percep-
tions. In general, to think about something (e.g. Julius Caesar)
is not to be conscious of that which one is thinking about.

(iv) An ‘I think’ that is capable of accompanying all one’s represen-
tations (as Kant supposed transcendental self-consciousness to
be) — What may be said to be capable of accompanying all my
representations is an ‘I say’. But to be able to say does not imply
being conscious of things being as one might describe them as
being, only not being ignorant of one’s ‘representations’.

So much for philosophical confusions. Unfortunately, these have
spread to the scientific domain. In psychology, self-consciousness is
commonly identified with introspection traditionally construed (as in
James). We need not dwell further on this. Among animal behaviour-
ists, the idea has sprung up that the ability to recognize oneself in a

3 For detailed examination of the matter, see my Human Nature: the Categorial
Framework (Blackwell, Oxford, 2007), ch. 9, sections 1-2.
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mirror is a mark of self-consciousness.’® We shall discuss this miscon-
ception below (see pp. 396f.). For the moment note that this tempta-
tion is generated largely by the form of words in which this capacity
that we share with chimpanzees, elephants and dolphins is described,
namely ‘recognizing oneself in a mirror’. For it is but one short step
from ‘recognizing oneself’ to ‘recognizing one’s self’. The temptation
is greatly lessened if the ability is described as ‘recognizing one’s
reflection in a mirror’, which is no more a siren’s song than is ‘rec-
ognizing one’s hand in a mirror’, or even just ‘recognizing one’s hand’.
Neuroscientists are subject to all these pressures, but
add more of their own. Impressed by the thought
that ‘the human capacity of self-perception, self-
reflection and consciousness development are among
the unsolved mysteries of neuroscience’, scientists in the Max Planck
Institutes of Psychiatry in Munich and for Human Cognitive and
Brain Sciences in Leipzig and from Charité in Berlin have been study-
ing lucid dreams. Their supposition is that ‘during wakefulness, we
are always conscious of ourselves’ — which makes it difficult to iden-
tify the ‘seat of meta-consciousness in the brain’. But lucid dreamers,
it is argued, unlike normal dreamers, are conscious of dreaming while
they are asleep. By examining their brain activity during sleep, it
is therefore possible to identify the parts of the brain that are associ-
ated with self-consciousness. Indeed, such fMRI investigation has
‘made the neural networks of a conscious mental state visible for the
first time’.”’

This is conceptually incoherent. First, it is wrong to suppose that
when conscious (i.e. awake) we are always conscious of ourselves.
This confuses the ability to say what we are doing with being con-
scious of doing what we are doing, either gua agent or qua spectator.
Secondly, a lucid dream is a dream in which the sleeper dreams that
he is dreaming, not a dream in which he is conscious that he is. For
there is no such thing as being conscious of anything when one is fast
asleep and dreaming. Whatever one dreams of is an object of one’s

Neuroscientific
confusions about
self-consciousness

% G. G. Gallop, Jr, J. R. Anderson and D. J. Shillito, ‘The Mirror Test’, repr. in
M. Bekoff, C. Allen and G. M. Burghardt (eds), The Cognitive Animal (MIT Press,
Cambridge, Mass., 2002), pp. 325-34.

37 M. Dresler et al., ‘Neural Correlates of Dream Lucidity Obtained from Contrast-
ing Lucid versus Non-Lucid REM Sleep: a Combined EEG/fMRI Case Study’, Sleep,
35 (2012), pp. 1017-20. Reported in ScienceDaily (27 July 2012), at http://www.
sciencedaily.com/releases/2012/07/120727095555 .htm, accessed 1 Feb. 2013.
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dream, not something that catches and holds one’s attention. One
does not attend to anything when one dreams — at most one might
dream that one is attending to something (while in fact one is snoring
away and fast asleep). Nor is anything one dreams a factor that one
might take into account in one’s deliberations and decisions in one’s
sleep, since one neither deliberates nor decides anything while one
is fast asleep. Thirdly, as we have seen, self-consciousness is not
consciousness of one’s self, nor is it ‘consciousness of one’s conscious-
ness’ — for these are conceptual chimeras. They need a Theseus to
answer their riddles and destroy them, not a team of neuroscientists
to discover the locus of ‘meta-consciousness’.



2

Intentionality as the Mark
of the Mental

1. Intentionality

Source of The prgblems of intentiona.lity hsze exercised. Philosg—
the problems phers since the dawn of their subject. They originate in
Parmenidean and post-Parmenidean reflections on the
possibility of thinking what is not the case, or thinking of what does
not exist. For if it is not the case, how can we think it — after all,
there is nothing to think! If it does not exist, how can we think of it
— after all, there is nothing of which to think! These curious seedlings
of conceptual anxiety can be, and have been, made to grow to mon-
strous proportions. Much the same unclarities attend believing, imag-
ining, hoping, fearing or suspecting something that does not exist or
something that is not the case. Comparable puzzlement can be gener-
ated in connection with wanting something that does not exist,
wanting or intending to do something (which one has not yet done
and may never do), and expecting something (that has not yet occurred
and may never occur).
In the late nineteenth century, these, and associated,
problems were brought afresh into the limelight by Franz
Brentano (1838-1917), and reoriented. He reintroduced
the medieval notion of intentionality, and he characterized the mental
in terms of its intentionality, that is, in terms of its being, metaphori-

Brentano on
intentionality

The Intellectual Powers: A Study of Human Nature, First Edition. P. M. S. Hacker.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.
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cally speaking, ‘directed towards’ something, which may or may not
exist or may or may not be the case. He wrote:

Every mental phenomenon is characterized by what the Scholastics of
the Middle Ages called the intentional (or mental) in-existence of an
object, and what we might call, though not wholly unambiguously,
reference to a content, direction toward an object (which is not to be
understood here as a thing), or immanent objectivity. Every mental
phenomenon includes something as object within itself, although they
do not all do so in the same way. In presentation something is pre-
sented, in judgement something is affirmed or denied, in love loved, in
hate hated, in desire desired and so on.

This intentional in-existence is characteristic exclusively of mental
phenomena. No physical phenomenon exhibits anything like it. We
can, therefore, define mental phenomena by saying that they are phe-
nomena which contain an object intentionally within themselves.'

Two different claims concern us here.

Brentano’s twofold ~ First, that it is the mark of mental phenomena that
characterization of ~ they are ‘directed upon an object’. The term
intentionality ‘object’ here is being invoked in a special sense. It
does not signify things (as in ‘Put those objects on the table!’), but
rather is derived from the notion of the grammatical object of a
transitive verb. This needs elaboration.

Secondly, the ‘intentional objects’ upon which mental phenomena
are directed need not (i) actually exist, or (ii) be the case.” This is all
seen through a glass darkly and requires analytic investigation. But
it is true that some mental phenomena are, metaphorically speaking,
‘directed upon an object’ in one sense or another, and some of these
involve ‘objects’ that need not actually exist or obtain.

Scholastic The termino'logy . of inFentionality is indeed scho!astic.
origins of The scho}astlcs distinguished between naFural gnd inten-
the notion tional existence (esse naturale and esse intentionale). In

medieval writings, the term ‘intentio’ occurs first in a Latin

! F. Brentano, Psychology from an Empirical Standpoint [1874], ed. L. L. McAl-
ister, trans. A. C. Rancurello, D. B. Terrell and L. L. McAlister (Routledge, London,
1995), pp. 88f.

2 This is implicit in Brentano’s notion of mental in-existence, as is made clear in
his supplementary remarks §1: ‘If someone thinks of something, the one who is think-
ing must certainly exist, but the object of his thinking need not exist at all’ (ibid.,

p. 272).
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translation of Avicenna’s explanation of Aristotle’s account of thought.
It was a rendering of Al-Farabi’s term ma’qul (his translation of the
Greek noema) and Avicenna’s term ma’na (which signified what is
before the mind in thinking).” Aquinas employed the term ‘intentio’
to signify an ‘idea’ of the intellect, a likeness in thought of what one
thinks. But ideas of the intellect are not mental images, and their
likeness to what is thought or thought about is not the likeness of a
picture to what it depicts, or of a portrait to what it portrays. Rather
the characterization of the idea as the idea that such-and-such is thus-
and-so, or as an idea of such-and-such, is at the same time a charac-
terization of that of which the idea is an idea. If one thinks of a horse,
Aristotle had taught, the form of a horse (what it is for something to
be a horse) exists in one’s mind (otherwise one would not be thinking
of a horse). An actual horse is also informed by the form of a horse.
In the actual horse, its form has esse naturale (it exists in nature). In
one’s thought of a horse, the form of a horse has esse intentionale (it
exists intentionally). The object of thought, it was argued, exists
intentionally in the intellect, whether or not it exists materially in
reality. The being of an intentio consists simply in its being thought
(esse intentionis intellectae in ipso intelligi consistit).* It was the exist-
ence of something as an object of thought which may or may not
actually exist that interested Brentano.

The topic of intentionality thus conceived exercised
philosophers from the turn of the century, both Bren-
tano’s pupils, such as Alexius Meinong and Edmund
Husserl, and writers in the phenomenological tradi-
tion stemming from Husserl, such as Heidegger, Merleau-Ponty and
Sartre. Philosophers in the analytic tradition in the first couple of
decades of the twentieth century, such as Moore, Russell and Witt-
genstein were equally deeply involved with problems of intentionality.
However, they focused primarily on logical issues, such as how one

Concern with
intentionality after
Brentano

3 See P. Engelhardt, ‘Intentio’, in Historisches Worterbuch der Philosophie, vol. 4
(Wissenschaftliche Buchgesellschaft, Darmstadt, 1976), pp. 466—74, and C. Knudsen,
‘Intentions and Impositions’, in N. Kretzmann, A. Kenny and J. Pinborg (eds), The
Cambridge History of Later Medieval Philosophy (Cambridge University Press, Cam-
bridge, 1982), pp. 479-95.

* Aquinas, Summa Contra Gentiles IV.11. See W. Kneale, ‘Intentionality and Inten-
sionality’, Proceedings of the Aristotelean Society, suppl. vol. 42 (1968), pp. 73f.;
A. J. P. Kenny, Aquinas on Mind (Routledge, London, 1993), pp. 101-10.
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can think of what does not exist, how a proposition can be both false
and meaningful, the clarification of the logical form of belief state-
ments, the nature of judgement, and the relation between what we
judge and the facts. The matter of intentionality thus conceived was
of paramount importance to Wittgenstein, both in the Tractatus and
in the Investigations, where the Tractatus account was repudiated
and replaced by a fresh analysis. His concern, however, was not with
a mark of the mind, but with what he called ‘the harmony between
thought and reality’ (see section 3 below).” Later in the twentieth
century, the problem of intentionality was brought upon the carpet
afresh, especially in the writings of American philosophers such as
Roderick Chisholm, and subsequently John Searle, Daniel Dennett
and Donald Davidson.

Our concern in this chapter is to shed light on the inten-
tionality of thought. Our interest is not historical, but
analytical. So we are not concerned with explaining the
conceptions of Aquinas or Brentano, but with pinpointing and ana-
lysing a feature of some psychological verbs and their use. In the
previous chapter, I argued that the mind is not to be characterized as
the domain of consciousness. To show that neither the mind nor the
mental are to be characterized by reference to intentionality either is
more straightforward. But intentionality, understood as the possibil-
ity of intentional in-existence (existence as an object of thought) in
the absence of actual existence (existence as a subject), is a feature
of some forms of the cogitative powers of man, and it requires elu-
cidation — above all so that chimeras will disappear.

_ Intentionality is not the defining feature of the mental,
Sensations are . . y - . . . .
ot intentional €VEN if the ‘mental’ is taken in the wide sense inherited

from the Cartesians. Sensations such as pains, tickles,
feelings of nausea or giddiness are sometimes (misleadingly) classified
as mental. But they are not ‘directed at an object’ in the relevant
sense. To have a headache is not, logically speaking, akin to expecting
success or hoping that Jack will come. The latter can be said to have
an ‘intentional content’, namely, that one will succeed, and that Jack
will come. These are, respectively, what one expects and what one
hopes, no matter whether one’s expectation is satisfied or one’s hope

Purpose of
this chapter

5 Wittgenstein, The Big Typescript (Blackwell, Oxford, 2005), p. 189. For an excel-
lent discussion, see E. Ammareller, “Wittgenstein on Intentionality’, in H.-J. Glock
(ed.), Wittgenstein: A Reader (Blackwell, Oxford, 2001).
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fulfilled. But having a headache involves no ‘intentional content’ in
that sense. Nor can one feel a headache if there is no headache, as
one can expect success even though as things turn out, there is no
success.
Brentano had an argument to the contrary. He
argued that ‘in sensation something is sensed’, for
example, a pain. So when one feels a pain, the mind
is directed on an object, namely a pain. Therefore
feeling pain is no exception to the claim that intentionality is the mark
of the mental. But this is to conflate the grammar of a transitive verb
with that of an intentional one. Moreover, it is also to abandon what
is logically distinctive about intentionality. Although zo feel is speci-
fied by its grammatical object in the phrase ‘to feel pain’, that no
more makes it intentional than does the fact that to polish is specified
by its grammatical object in the phrase ‘to polish silver’ makes it
intentional. Furthermore, felt pains do not enjoy intentional in-
existence in the mind. One does not feel a toothache in one’s mind,
but in one’s tooth.

It has been argued in Brentano’s defence that since
A further defence . . R
of Brentano and ©M€ MAY have two pains, one fglt to be in one’s left
a riposte hand and the other felt to be in one’s right hand,

therefore one’s mental state of feeling is directed on
different things. But this is misleading. One’s attention here is indeed
directed upon two different pains. But an intentional object is not,
as such, an attentional object. The fact that one can attend to one’s
pains does not show that pain is an intentional object of feeling. To
feel a pain is no more than to have a pain. To have a pain in one’s
left hand is simply for one’s left hand to hurt. If one’s left hand does
not hurt, it does not follow that one feels a pain in it nevertheless.
By contrast, if one believes that it is raining, and unbeknown to one
it is in fact not raining, one believes that it is nonetheless. In this
sense, believing something to be so is intentional, whereas feeling a
pain (or any other sensation) is not.°®
Again, if we count moods such as cheerfulness,
feeling depressed, or feeling gloomy as ‘mental
phenomena’, then they can sometimes be object-
less, for one can feel cheerful, depressed or gloomy, without feeling

Brentano’s counter-
argument and a
riposte

Objectless moods are
not intentional

¢ Even if one holds that phantom pains have an ‘intentional location’, that does
not show that having a pain is an ‘intentional phenomenon’, for one really does have
a pain — one does not merely think one has a pain. It is rather that the pain seems to
the amputee to be in his leg. That is a hallucination, since he has no leg.
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cheerful, depressed or gloomy about anything. It has been suggested
that if one is anxious without being anxious about anything in par-
ticular, at any rate this anxiety is directed at oneself. But that seems
wrong. One can be anxious about oneself — but that is not objectless
anxiety. In cases of objectless anxiety one is not anxious about any-
thing or about anyone.

The possibility of intentional in-existence with-
out actual existence does not characterize all those
psychological predicates which are ‘directed to-
wards an object or content’. Many important
epistemic attributes that are so directed do not involve the possibility
of mere intentional in-existence. Although there is someone, some
thing or something which a person knows, remembers, recognizes or
is acquainted with, there is no possibility of mere ‘mental in-existence’.
For one can know, recognize or be acquainted with something only
if it exists (or existed), and one can know, recognize or remember
that things are so only if they are. So too, if one notices, is aware
of or is conscious of something, there must be something that one
notices, is aware of or is conscious of. And if one notices, is aware
or is conscious that things are so, then it follows that they are. Cogni-
tive verbs (‘know’, ‘remember’, ‘be conscious of’, ‘be aware of’, etc.),
unlike cogitative ones, are factive, and their objects exist or obtain
‘in reality’, not merely ‘in thought’.

Perceptual verbs occupy a curious halfway house.
They have non-intentional uses such that ‘V-ing
something’ or ‘V-ing that things are so’ entails that
that thing exists and that it is the case that things are so. If one saw,
looked at, glanced at, observed Jack, then Jack must have been there.
And if one saw that Jack was angry or cheerful, then it follows that
he was angry or cheerful. Used thus, verbs of perception have been
called ‘achievement verbs’. But they also have intentional uses, as in
‘I see something blurred’, ‘He heard a buzzing sound in his ears’. For
in these cases, there need be nothing blurred, and there may have
been no buzzing noises. Similarly, ‘I see an indefinite number of
snowflakes’ does not imply that there was not a definite number in
view, and ‘Now I can see the bird in the nest’ (twiddling the knobs
at the oculist) does not imply that there is (a picture of) a bird in
a nest.

So we must clarify the notion of intentionality. For ‘being directed
upon an object” and the possibility of mere intentional in-existence
are characteristic of some mental phenomena, and of some uses of
some psychological verbs.

Factive cognitive
verbs do not involve
mental in-existence

Perceptual verbs
and intentionality
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2. Intentional ‘objects’

We are, in effect, investigating the logical functions
of expressions that occur as grammatical comple-
ments of some psychological verbs (represented in the
sequel by V) or of some uses of psychological verbs.
Of course, we are thereby also investigating the intentional features
of appropriate psychological attributes. Our investigation is not con-
cerned with defining the domain of psychology, but with explaining
the nature of intentionality. We should first distinguish between
object-accusatives, sentential- and nominalization-accusatives’ and
infinitive-accusatives. The object-accusative of one’s V-ing is a gram-
matical object of the verb that specifies what one V-s (the ‘what’ here
being a relative pronoun). We may, in this context, distinguish two
kinds of object-accusative: (i) material and (ii) intentional object-
accusatives. A material object-accusative (not a ‘material-object accu-
sative’) is an object-accusative the denotation of which must exist for
it to be true that one V-s it. For example, one may know Jill, believe
the rumour, or suspect the butler. One cannot know Jill if there is no
such person, one cannot believe a rumour if there is no rumour to
believe, and one cannot suspect the butler if there is no butler.® An
intentional object-accusative is an object-accusative the denotation of
which need not exist for it to be true that one V-s it. Just as one can
look for Eldorado although it does not exist, so too one may fear
ghosts, expect Santa Claus, imagine fairies, trust in the gods.

Nominalization- One may also know, believe, hope, expect or
and sentential- suspect that p. The phrase ‘that p’ (‘that things are
accusatives: contents thus-and-so’) is here a nominalization-accusative.’
of V-ing are answers, But it is also licit in these contexts for the verb to
not objects take a sentential-accusative — as when we know

Material and
intentional
object-accusatives

7 See A. R. White, The Nature of Knowledge (Rowman & Littlefield, Totowa, NJ,
1982), chs 2-3, and “What We Believe’, in N. Rescher (ed.), Studies in the Philosophy
of Mind, APQ Monograph series no. 6 (Blackwell, Oxford, 1972), pp. 69-84. T am
much indebted to these works.

8 Of course, one may suspect the butler in the detective story, just as one may
believe the hero and trust the heroine. But then, in the detective story, the butler exists
(unlike, say, Bunbury in Wilde’s play or Mrs Gamp in Dickens’s novel).

? That is, attaching a ‘that’ to a sentence transforms it into a noun-clause. So the
grammatical object of such verbs is often the nominalization of the sentence p. As in
reported speech, what is V-ed is given in the form of a nominalized sentence ‘that p’.
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Jack is in town, believe Jill is at home and hope they will meet. Both
kinds of accusative can be said to specify the content of one’s knowl-
edge, belief, hope, expectation or suspicion, inasmuch as they are
given in response to the question of what one V-s (here the ‘what’ is
not a relative pronoun). A content, one might say, is an answer, not
an object. The phrase ‘that p’ does not signify any existent, non-
existent, let alone necessary existent, object (e.g. a thought, a proposi-
tion, a sentence) denominated ‘that p’, which someone V-s. Nor does
the sentence ‘p’ in the same context. It gives us the terms in which
a person’s knowledge, belief, expectation or suspicion might be
expressed. Of course, the content of one’s knowledge, belief or hope
that things are so can be said to be expressed by the proposition
‘Things are thus-and-so’. But it does not follow that what is V-ed
when one V-s that things are so is a proposition. That should be
obvious from the fact that although one can know or believe the
proposition that things are so, there is no such thing as hoping,
expecting or suspecting the proposition that things are so. Moreover,
to know the proposition that things are so is not the same as knowing
that things are so, and believing the proposition that things are so is
not the same as believing that things are so. For example, one may
know the third proposition in Bentham’s Principles without knowing
whether things are as it says they are; and one’s dog may believe that
the cat is up the tree, but surely cannot believe the proposition
that the cat is up the tree. So the content of one’s V-ing that things
are so is not the proposition that things are so.

Further, one may believe in fairies, suspect treach-
ery, fear failure, hope for success, expect a trium-
phant outcome and be aware of the difficulty.
Despite superficial appearances, these expressions
are not object-accusatives, but nominalization-accusatives. For they
are variations upon a ‘that-nominalization’, being equivalent to ‘V-ing
that there are fairies’, “. . . that there is treachery’, and so on.

A further grammatical form characteristic of certain psy-
chological verbs is the infinitive-accusative. One may hope
to go to Italy this summer, expect to be given a party for
one’s birthday, want to write a paper on intentionality, intend to see
Jack for lunch next week. In all such cases, the prospective act or
occurrence may not materialize, even though the ascription of the
verbal clause is perfectly correct. So one may characterize the psy-
chological attribute as intentional. Philosophers are prone to assimi-
late the infinitive-accusative (‘to V.. .”) to a nominalization-accusative

Derivative forms of
nominalization-
accusatives

Infinitive
accusatives
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(‘that p’). To hope to go to Italy, it is suggested, is equivalent to
hoping that one will go to Italy; to want to write a paper is wanting
that one write a paper; to intend to see Jack is to intend that one will
see Jack. This grammatical transformation, perhaps acceptable in the
first example, grates sorely in the other two. It would be more appro-
priate to enquire after the rationale of the infinitive-accusative than
to hijack it. This will not be done here.

When the expression of one’s V-ing has a nominaliza-
Whether what is tion- or sentential-accusative, then whether what is
Veed need exist o1y oq may not be so, or whether it may not exist,
ot depends upon depends upon the character of the V-ing. In the
the character of . 8 8- e
the V-ing case of intentional verbs with a nominalization-

accusative, for example, ‘believe’, ‘hope’, ‘fear’,
‘expect’, ‘suspect’, ‘doubt’, one may V that things are so even though
it is not the case that they are.'” So too, one may believe in ghosts,
suspect treachery, fear failure, hope for success, even though ghosts
do not exist, there is no treachery, failure does not ensue, etc. By
contrast, in the case of non-intentional verbs with a nominalization-
accusative, for example, ‘know’, ‘aware’, ‘recognize’, ‘remember’,
what is V-ed must be so (i.e. it follows from its being V-ed that it is
s0), even though knowing, being aware of or recognizing treachery,
i.e. that there is treachery, is not at all like knowing, being aware of,
or recognizing the traitor (see fig. 2.1).

Psychological verb ‘V’ with grammatical object

Object-accusative  Nominalization-/sentence-  Infinitive-accusative

(‘object’ of V-ing)  accusative (‘content’ of V-ing) (V-ing to 0)
material intentional non-intentional intentional
(know Jill, (fear ghosts, (know that p, / \ \
believe the expect Santa aware that p, that-clause sentence- variants of
rumour, Claus, imagine notice that p) (fear that p, clause such clauses
suspect fairies) A believe that p, (fear defeat,
the butler) suspect that p) expect victory,

believe in fairies)

Figure 2.1 Grammatical complements of psychological verbs

10 T shall henceforth disregard the sentential-accusative form, except in cases where
it displays different logical characteristics from the nominalization-accusative.
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What is signified by a material object-accusative of V-ing
must exist if it is V-ed. The nominalization-accusative of
V-ing, however, need not signify something that must
exist, occur or be the case if it is V-ed. The material object-accusative
signifies a relatum; the nominalization-accusative, irrespective of
whether V is an intentional verb or not, does not. For all that, it is
tempting to suppose that a nominalization-accusative denotes some-
thing that must ‘exist’ in some sense — if not actually, then intention-
ally. For, among other things, if it did not enjoy mental in-existence,
how would we know what it is that we V when we V that things are,
and things are not so? How could we read off our minds what it is
that we believe, hope or fear if it were not in some sense present in
our mind (if it did not enjoy ‘immanent existence’, as Brentano put
it)? We shall examine this worry in section 6 below.

Finally, we must hang on to the simple truth that
What one V-es what we believe when we believe truly that things
;ZIZ;’;OJ;SV':;W@ are thus-and-so is no different from what we believe
differ from what when we believe falsely that things are thus and so.
one Vees when one  Equally, what we know, when we know that things
Vees falsely that p  are so, is precisely what we believe, when we believe

that things are so. If Jack knows that things are
so, and Jill believes (suspects, fears) that things are so, then what
Jill believes (suspects, fears) to be so is precisely what Jack knows
to be so.

Existence and
in-existence

A variety of puzzles clusters around the ‘phenomenon of
intentionality’. These puzzles are interwoven, and the
proposed solution to any one of them affects (or infects)
the solution to others. They will be surveyed in this chapter. A clear
picture of the problems serves to rule out many proposed solutions.
The battery of puzzles can be presented in the form of a series of
concentric circles centred on the focal point of a cluster which T shall
refer to as the problems of the relation of thought to reality. This
cluster may be viewed as the central sun, around which related prob-
lems orbit like the planets of an antique orrery (see fig. 2.2). As we
shall see, some of the planets carry further epicyclical satellites.

An orrery of
intentionality

3. The central sun: the relation of thought to reality

The central sun of problems, around which the others
orbit, can be epitomized by the question: What is
the relationship between thought and reality? (The

The relation of
thought to reality
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The relation of
thought to reality

Is V-ing that p
1.Whatdo  ; relation to a
we V? proposition?

The analysis
of thinking

Ostensive
definition

2. The relation
of language
to reality

3. The relation
of thought
to language

Connecting The analysis of
language speaker’s meaning
to reality

Meaning

4. The epistemology
of intentionality
5. Communication

Understanding

Figure 2.2 The orrery of intentionality

question, which has obsessed philosophers from Plato onwards,
should be viewed with suspicion.) How must thought (belief, doubrt,
hope, expectation and indeed desire) be related to reality in order for
it to be possible that it be true or false, correct or incorrect, fulfilled
or unfulfilled, satisfied or unsatisfied? When we believe truly that
things are so, then what we believe is what is the case — it does not
fall short of it. Our thought, as it were, reaches right up to reality.
But how can that be? What must thought be like, and what must
reality be like, for this to be possible?!!

Distinguish what (1) Ambiguities disambiguated. To shed some light on
one has from these murky questions, further distinctions must be
what one V-es drawn. We may think, believe, hope, fear, expect or

"' This is the problem of the pictoriality of the proposition, to which Wittgenstein’s
picture theory of meaning in the Tractatus provided a sublime metaphysical answer.
In the Investigations, this sublime answer was revealed to be an illusion, and the
pictoriality of the proposition was given a grammatical, rather than metaphysical,
resolution.
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suspect that things are so. For ease of reference, our language pro-
vides us here with pairs of homonymical nominals: ‘belief’, ‘hope’,
‘fear’, ‘expectation’, ‘suspicion’.’> On the one hand, a belief is some-
thing we have when we believe something to be the case. The belief
we have may be firm, tentative, passionate or typical, if we believe
firmly, tentatively or passionately, or if it is typical of us to believe
thus. To ‘have a belief’, in this sense, is simply a matter of believing
something to be so.

On the other hand, what we V, namely that things are so, is also
called ‘belief’, ‘hope’, ‘fear’, ‘expectation’ or ‘suspicion’ — as in sen-
tences of the form “That things are so is A’s belief (hope, fear, expec-
tation, suspicion)’. But qua what is believed (as opposed to the
believing of it), A’s belief cannot be firm, tentative, etc., although it
may be likely, improbable or certain.

A person’s belief, that is: his believing whatever
One’s beliefis ~ he believes, is essentially individuated by what he
essentially believes, namely that things are so. A’s belief (his
individuated by 1o ine what he believes) may or may not lead t
reference to what D€N€VINg what he believes) may or may not lead to
one believes his success or downfall, may be acquired on Monday

or on Tuesday, may be firm or tentative. These are
external, inessential, properties of his belief. By contrast, that the
belief he has is the belief that things are so rather than the belief that
things are otherwise is an essential characterization of his belief.
Whatever, if anything, it may be like for someone to believe that
things are so (e.g. uplifting, consoling, heart-breaking), it is irrelevant
to the individuation of the belief.

(ii) Internal relations — what fits what? One’s belief is
Internal relations internally related to what is the case if it is true. For
and the harmony i ¢ inconceivable that one might believe truly that
between thought . .
and reality p a.nd yet it not be the case that p- Moreover, if one

believes that p and one’s belief is false, then what
follows is not that g or r or s (i.e. something wholly unrelated to
what one believes) but rather, that it is not the case that p. It seems
as if thought fully describes reality, ‘give or take a yes or no’ (as
Wittgenstein remarked). What must thought be like, what must

2 So too for ‘statement’, ‘assertion’ and ‘order’: just as ‘my belief’ may signify
either my believing (having the belief) or what I believe, so too ‘my statement” may
signify my making a statement or the statement I make. This is no coincidence, since
such speech-act verbs likewise take nominalization-accusatives in oratio obliqua, and
what is said may or may not be so.
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reality be like, and how must thought and reality be related for
this agreement-or-disagreement, this ‘harmony between thought and
reality’, to be possible? It is tempting to suppose that thought (and
the logic of our language — what it makes sense to say or think) must
reflect the objective, language-independent, metaphysical possibilities
available to reality. The world then determines which possibilities are
realized. Such a modal realism inspired the vision of the Tractatus.
A thought and what It seems as 'if thought and what makes .it true fit
makes it true seem to €ach other like cylinder and piston." It is natural
fit each other to conceive of thought, belief, expectation, etc. as
mental states. They are commonly conceived to
obtain in the mind, or, if the mental is thought to be identical with
the neural, in the head. It is equally natural to think of facts or states
of affairs as worldly denizens. So it seems as if, when a thought, belief
or expectation is true, correct or right, two distinct items are matched:
namely how things are in the mind, and how things are in reality.
The state of affairs that obtains in reality exactly matches the true
thought, as a cylinder matches the piston that fits it. What is the
nature of this perfect fit between two ostensibly existence-independent
items? One might think that just as the formula which describes the
inner wall of a cylinder also describes the outer wall of the piston
which fits into it, so too the intrinsic description of a thought as the
thought that things are so is also a description of the fact that things
are so that makes it true — that is why they ‘fit’. But tempting as this
is, it is misconceived.
First, ‘that things are so’ is unhappily characterized
as a description of the thought (expectation, fear,
suspicion) one has when one thinks (etc.) that things
are so (which may be described as lucid, coherent
or plausible (eager, paralysing, neurotic)). It is better characterized as
a specification of the thought (expectation, fear, suspicion). It specifies
what we V, and does not describe what our V-ing is like. Moreover,
‘it is a fact that things are so’ is not a description of a fact either, but
a statement of a fact (which fact may be described as fortunate or
deplorable). So we are not here confronted with two descriptions.

1st objection: ‘that
things are so’ is not
a description

13 The simile is derived from Wittgenstein; see Philosophical Investigations [1953],
4th edn (Wiley-Blackwell, Oxford, 2009), §439.
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2nd objection: it is Secondly, it is an illusion, generated by the Janus-
an illusion that faced character of nouns such as ‘belief’, ‘thought’,
there is a mental — ‘hope’, ‘fear’, ‘expectation’, ‘desire’, that what seem
item and a worldly ¢ fit are, on the one hand, some mental item (the
item that fit belief that p) and, on the other, something worldly
(such as the fact that p). But if we look closely at these supposed
items, such metaphysical fantasies crumble to dust.
o If we bear in mind the Janus faces of ‘belief’, ‘hope’,
The believing does «n 12 1 <expectation’, we must first ask what pre-
not ‘fit’, and the . . p ; : P
belief fits too well CiS€ly is meant to ‘fit” some corresponding fact or
state of affairs? Is it the believing, or is it what is
believed? It seems that what is believed, when one believes truly,
fits — as it were — all too well. For what we believe (when we believe
truly) is what is the case — it does not fit it. Similarly, what we do,
when we do what we were ordered to do, does not fit what we were
ordered to do, it is what we were ordered to do. (But we must be on
our guard here, for although this earmarks an internal relation, it is
not an identity. This will be explained below.) Moreover, it is evident
that this is not what is in question, since what is believed, namely
that things are so, has no claim at all to being something ‘mental’ or
‘psychological’, something in the mind or in the head, that reaches
out to reality. So what must ‘fit” how things are in the world must
be the believing. But where, in A’s believing that things are so, can
one find something that will fit a fact or state of affairs that things
are so? Not in anything A does. If he believes that it is raining, he
may take an umbrella and go for a walk, stay at home and read a
book, cancel a picnic, and so forth. But nothing he does fits with
merciless exactitude what makes his belief true, namely that it is
raining. Is it then something in A’s mind? No; for believing is not
something that takes place or obtains in the mind (see chapter 5,
section 8). One might suggest that believing has a content, and it is
this that fits how things are in the world when one’s belief is true.
But the that p, which is the content of one’s belief that p is not some
thing that is in one’s believing, let alone in one’s mind or brain. To
say that it enjoys ‘intentional in-existence’ in the mind is merely a
misleading way of saying that it is what individuates or specifies
one’s belief irrespective of its truth. It is given as an answer to the
question “What do you believe?” — namely ‘that p’. Here we have a
candidate for fitting — not an item in the mind, but a linguistic
expression with a certain use.
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What now of the worldly item in this alleged fitting-
i relation? Facts can be dismissed, since facts are not
worldly items s . .
with 4 spatio- in’ the world, they have no spatio-temporal location,
temporal location they do not come into existence and then cease to be,
and the world does not consist of facts (rather, a true
description of (some aspect) of the world consists of a statement of
facts).

Facts are not

Thirdly, neither thoughts nor facts can fit or fail to
3rd objection: a  fit each other on the model of a piston and cylinder.
thought and the A piston and cylinder are independent objects which
fact that makes it - : -

-~ may or may not stand in the relation of being fitted
true cannot fit’ as . h her. The identi f his ind d
piston and cylinder ON€ into the other. The identity of each is independ-
ent of whether they fit (the piston may expand yet
be the same piston). But the thought that p and the fact that p cannot
‘exist’ without ‘fitting’, and cannot cease to ‘fit” without losing their
identity. Their relation is internal, whereas the relation of piston to
cylinder is external.
There is a kernel of truth in the conception of ‘fit’.
Fact and thought are Byt it is misconstrued. It is true that there is an
internally related in a 10001 velation between thought and fact. It is
word-word relation hat the intrinsic individuati fih h d
rather than a word— true that the intrinsic individuation of thought an
world one fact alike employ the same form of words ‘that p’.
But this is not a matter of two objects or structures
(thought and fact) matching each other, like a piston and cylinder.
For the indisputable internal relation is forged within language, not
by a relation between thought and reality or mind and world. It is
forged by the grammatical equivalence of the phrases

the thought that p
and

the thought that is made true by the fact that p
as well as

the thought made false by the fact that not p.

These are simply different ways of characterizing one and the same
thought. So too, the expectation that e (e.g. that he will come) is
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satisfied by the occurrence of the event e (e.g. of his coming). For the
pair of expressions:

the expectation that e
and

the expectation that is satisfied by the occurrence of the
event e

as well as

the expectation that is disappointed by the non-occurrence of
the event e

are simply different ways of referring to the same expectation. So of
course it looks as if we are dealing with a metalogical agreement
between thought and reality' — a harmony that obtains irrespective
of the truth of the thought, belief or expectation. For, of course, even
if T believe falsely that a is black, then what a is not is black. The
possibilities that can be represented in thought are the very same
possibilities that are available to reality. As Wittgenstein noted, there
appears to be a pre-established harmony between thought and
reality.””

They seem to share the same logico-metaphysical
The illusion of a  form . But that is an illusion! For it is evident that
pre-established h b logical relation between
barmony between VDAt appears to be a metalogical rela |
thought and realiry Mind and world is in fact a mere grammatical sub-

stitution rule. Thought and reality make contact
in language. The ‘harmony between thought and reality’ is orches-
trated within language, not between thought and reality. We individu-
ate thought (belief, expectation, hope, fear, suspicion and so forth)
by its content, specified in the expression or statement of what is
thought by an intentional nominalization-accusative. Thought is said

" I borrow here Wittgenstein’s idiosyncratic use of the expression ‘metalogical’ to
signify something (apparently) presupposed by the very possibility of logic and
representation.

IS L. Wittgenstein, MS 114, pp. 139, 143.
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to be right, correct or true if things in reality are as they are thought
to be (“The thought that p” = “The thought that is true if and only if
it is the case that p°). It is all done in language!'®
The apparent ‘fit’ between thought and reality, when what one

thinks is so, between a belief and the fact that makes it true, or
between a hope and the state of affairs that fulfils it, gives one the
illusion of a relation of agreement or congruence bridging mind and
world. But the correspondence theory of intentionality is as mis-
conceived as the correspondence theory of truth. In both cases a
mundane grammatical molehill is mistaken for a golden metaphysical
mountain.

That this diagnosis is correct is confirmed by the
The grammar of the  grammar of the Wh-pronoun here. We do not say
Wh-pronoun: what is i, 2¢ whar A believes (namely, that things are so)
V-ed is what is so, . R .
but is not the same 1S the same as what is (in fact) the case. That is
as what is so precisely what would be appropriate if there were

two congruent items that fit or agree, or if there
were a genuine identity here. Moreover, one could then also elabo-
rate: same what? But we say that what A believes is what is the case,
not is the same as what is the case. Similarly, if A is ordered to V,
and he obeys, one would not say that A did the same as he was
ordered to do, but rather that he did what he was ordered to do. By
contrast, where there is genuine congruence, as when A and B are
severally ordered to V and they both obey, then it is correct to say
that what A did was the same as what B did, that A and B did the
same. (Same what? Same action — such as guarding the gate, saluting,
coming to attention.)
It should be stressed that the views just advanced are not
a form of scepticism. It is not that this ‘connection’ is too
difficult to grasp. Nor is it being suggested that this ‘gulf’

Deflationary
analysis

' Tt might seem that this is not so. For one may obey the order to leave the room
by jumping out of the window, just as one’s expectation that the postman may bring
the mail today may be satisfied by Mr Smith’s delivering a birthday parcel. That is
true, but unproblematic. There is no internal relation between the order to V and
X-ing, unless we add that X-ing is a way of V-ing. There is no internal relation
between the expectation that p and g, unless g is subsumed by p. Nevertheless, that
order and compliance, like expectation and its satisfaction, make contact in language
remains true. For the order to leave the room is indeed the order that is satisfied by
leaving the room, namely by jumping out of the window — which is one way of leaving
the room. So too, the expectation that the postman, who is Mr Smith, will deliver
the mail, which is a birthday parcel, is satisfied by Mr Smith’s delivering the birthday
parcel.
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is too wide to bridge. Rather, there is no such thing as making this
supposed ‘connection’ and no such ‘gap’ to bridge. What is being
rejected is not a need that cannot be met, but a chimerical fiction
generated by grammatical or conceptual misunderstandings. To be
sure, the analysis is deflationary — but after a century of rampant
analytic inflation, this is what is needed to ward off intellectual
bankruptcy.
__(iii) Directions of fit. If there are no paired items to fit, but
Direction . . . . .
of fit only an 1llu519n of ﬁttlng, the'n this shed§ hght upon an
associated philosophical doctrine concerning directions of
fit. It has been suggested that where there is a fitting relation between
mind and world (belief and fact, desire and fulfilment), then we must
distinguish two different directions of fit.'” The suggestion is that
if an ‘intentional mental state’ is not satisfied (if there is no congru-
ent fact, or condition-in-the-world), if the nominalization-accusative
enjoys only mental in-existence, then the question arises of what is
answerable for this non-satisfaction. In the case of belief and like
cogitative states, if one believes that things are so and one’s belief is
false, then it is one’s belief that is faulty and it must be changed to
fit the world. This is a Mind-to-World direction of fit. In the case of
desire and like volitional states, if one desires to bring it about that
things are so, and it is not the case that they are, then it is the world
that is faulty and one must change the world — one must act - to
bring things into line with one’s will. This is a World-to-Mind direc-
tion of fit."* This looks neat — but perhaps too neat to be true. The
question “Which is to be blamed (is at fault, or is responsible), the
mental state or the world?’ is misleading.
, , A’s belief may be false. If so, that is a fault inas-
Belief and desire: . .
what is at fault when much as falsphpod is a fault. But it makes no sense
they don’t match the to say that it is the fault of A’s belief that it is at
world? fault (i.e. false). It may be A’s fault that he falsely

7 The idea of a ‘direction of fit’ was advanced by J. L. Austin, in his papers ‘Truth’
and ‘Unfair to Facts’, repr. in Philosophical Papers (Clarendon Press, Oxford, 1961).
It was inherited by his pupil J. R. Searle, who developed it in Intentionality (Cam-
bridge University Press, Cambridge, 1983). It was borrowed by G. E. M. Anscombe,
and inherited by her pupil A. J. P. Kenny, who developed it in Will, Freedom and
Power (Blackwell, Oxford, 1975). B. O. A. Williams made much of the idea in his
Ethics and the Limits of Philosophy (Fontana, London, 1985).

8 See Searle, Intentionality, ch. 1. For detailed refutation, see P. M. S. Hacker,
‘Malcolm and Searle on Intentional Mental States’, Philosophical Investigations, 15
(1992), pp. 245-75.
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believes that things are so, if, for example, he failed to examine the
evidence, or jumped to the conclusion that things are so. But it may
be the fault of A’s informant. Or it may be no one’s fault, since eve-
rything spoke in favour of its being the case that things are so. But
there is no question of ‘holding responsible’ either the ‘mental state’
or ‘the world’ for the so called lack of fit between the false belief and
what is actually the case. Nor is it correct to suggest that where there
is a Mind-to-World direction of fit, one rectifies the lack of fit by
changing the mental partner. For, first, if one finds out that it is not
the case that things are so, then one’s belief that they are will already
have changed, and there is nothing further for one to rectify. Further-
more, if one believes that things are so, and they aren’t, one may
sometimes be able to ‘rectify matters’ by bringing it about that
they are.

If A wants to V and his desire is not satisfied, is it ‘the world’ that
is to be faulted, blamed or held responsible? Not obviously. A’s desire
may be at fault in various ways. It may be foolish, over-ambitious,
unrealistic, shabby or shameful. If his desire (intention, plan or
project) is not realized, we may blame it for being over-ambitious or
unrealistic. But, as with false belief, to blame the unsatisfied desire is
to blame A for having such a faulty desire — he should have known
better. And, of course, we may hold A responsible for the non-
satisfaction of his desire because he did not try hard enough, or forgot
to V. On the other hand, it may be B’s fault for negligently having
forgotten to do something necessary for A to V. Or it may be no one’s
fault. Nor is it correct that in cases of World-to-Mind direction of
fit, one can always ‘rectify matters’ by changing the world. If the
opportunity has passed, no ‘rectification’ may be possible.

Is there then 7o truth in the idea of two different
directions of fit? Indeed there is — but the truths are
grammatical truisms definitive of belief and desire, not
metalogical profundities linking Mind and World.
Schematically speaking, beliefs are beliefs that things are so, and are
true if things are indeed so. They are verified by finding out how
things are. Desires are desires for goals and for action to achieve
goals. They are satisfied by successful action. By definition, the belief
that p is made true by the fact that p."” For ‘the belief that p* = df.

The truth in
the idea of
directions of fit

' As men are made bachelors by being unmarried, but 7ot as women are made
widows by war.
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‘the belief that is made true by the fact that p’. By definition, the
desire to V is satisfied by V-ing. For ‘the desire to V* = df. ‘the desire
that is satisfied by V-ing’. The theory of direction of fit, far from
demonstrating a bi-directional metaphysical agreement between
Mind and World, is merely the distorted shadow of these and similar
grammatical truisms.

(iv) What one thinks about. One’s thought, that is,
one’s thinking that things are so, does not merely have
a content, which is given by the answer to the ques-
tion “What do you think?’, but it also has an object or objects, in yet
a further sense of this protean term. For a thought may be about
something or other.”’ In the case of singular thoughts, one’s thought
may be about a person, thing, location and so forth. When one
thinks that a is F, one thinks of a, who or which may be distant,
long since dead or destroyed. One’s thought, as it were, reaches right
out to @ and no other — one, so to speak, pinpoints @ with one’s
thought. But how is it possible for thought to effect this? What
mechanism guides one’s thought so unerringly on to its target?
What makes my thought that a is F a thought about a? Various
answers have been essayed. One may hold that one’s thought con-
sists of images, which represent their object by similarity (i.e. that
the mental image, like a picture, represents a inasmuch as it is a like-
ness or copy of a). Or one may hold, as Locke did for simple ideas,
that the mental image is of a because it was originally caused by a.
Or one may hold that a thought is an abstract entity — a Fregean
Gedanke — which is composed of ‘senses’ which are modes of pres-
entation. Accordingly, one’s thought that a is F consists inter alia of
a sense that is a mode of presentation of g — that is what makes it a
thought about a. Or one may claim that thought too is a kind of
language, consisting of thought-constituents which stand to reality
in much the same way as the words of a natural language (as the
author of the Tractatus supposed, and later definitively refuted).
History, in ignorance of its past, has repeated itself in the current
suggestion that there is a Language of Thought (Fodor). We shall
discuss these familiar answers in chapter 10.

What a thought
is about

20 It would, however, be wrong to suggest that thoughts refer to something or other.
Thoughts may be about things, but containing no expressions, they do not refer to
what they are about. It is speakers and the words they use that refer to things.
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Contrast: What 1he temptation to answer, rather than to dissolve,
makes one’s these misbegotten questions is great, but should be
thought a thought  resisted. One should rather reject the question. For
about a2 And what the only thing that makes one’s thought that a is F
are ,the criteria for thought of a is that it is a thought that is made
one’s thought to be . .
a thought about az TU€ by the fact that a is F. To be sure, that evident
grammatical nexus does not dissolve one’s puzzle-
ment. What must be done is to elaborate the criteria for a person’s
thought being a thought of a, while denying that the criteria are
features of the thought. So, for example, if I think that I must write
to Jack, my old friend who lives in New York, then what shows that
my thought is about Jack is that it is Jack in New York of whom we
were speaking before I sat down to write, that I then address my
letter to Jack in New York (and not to a different Jack in London),
that if I am asked to whom I am about to write, I explain that it is
to my old friend Jack who lives in New York, and so forth. In short,
it is the circumstances of my thought and my behaviour in the cir-
cumstances, it is what I do and say, or would do and would say, that
determine what my thought is about. So, what, non-trivially, ‘makes
it true’ that my thought is about my New York friend, are the cir-
cumstances, coupled with what I do or would do if . . .
(v) Of the structure of thought. The final problem in
the central cluster stems directly from the previous
reflections. Precisely because thinking not only has a
content but is commonly also directed at, or is about,
something or other, indeed, has the content it has because it is
directed at, or is about, something or other, it seems that thoughts,
beliefs, hopes, fears and suspicions, unlike mere sensations such as
pain, cannot be amorphous. They must have an internal struc-
ture, must consist of elements (ideas, concepts, senses or thought-
constituents in the language of thought) arranged in a certain way in
order for the thought to be the very thought it is. Those elements, it
seems, must be related to whatever objects in reality are thought of
or about. If so, then thoughts, beliefs, etc. are representations — either
by way of similarity, by projection or by causal generation. This is a
tempting picture. But before succumbing to it, we must investigate
whether it makes sense to conceive of thoughts as representations (as
the British empiricists Frege and Russell and the Tractatus did, and
as many contemporary philosophers do).
Intentional mental states (such as eagerly expecting
something, feeling pleased that things are thus-and-
so, feeling frightened of something) are not represen-

In what sense do
thoughts have a
structure?

Thoughts are not
representations
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tations. Thoughts, that is, what one has when one thinks (and,
mutatis mutandis, believes, hopes, fears, suspects, etc.) are not rep-
resentations either. A historical painting may be said to be a repre-
sentation — of the historical event it depicts. A genre painting may be
said to be a representation — of the imaginary scene it depicts. A
proposition (an assertoric sentence in use) may be said to be a rep-
resentation — of what it can be used to assert to be so. If something
is a representation, it must have both representational features (its
pictorial features in the case of the painting, its semantic features in
the case of the proposition) and non-representational features in
virtue of which it can represent and be perceived to represent, what
it represents. The non-representational features are characteristics of
the medium of representation. In the case of a drawing, the colour
and character of the pencil, the ink, chalk or charcoal, the texture
and colour of the paper are such features. In the case of a painting,
the non-representational characteristics in virtue of which it can be
perceived to be the representation it is are such features as the specific
paint medium (oil, gouache, acrylic, watercolour, tempera), the canvas
and its texture, the gesso, plaster or panel, and so forth. It is the
non-representational features of a representation that enable one to
perceive or apprehend the representation. But our thoughts are not
representations at all. They are not perceptible objects. They involve
no medium of representation. One cannot identify or misidentify,
interpret or misinterpret one’s own thoughts in order to find out what
one thinks as one may identify or misidentify, interpret or misinter-
pret a representation in determining what it represents. Indeed, when
one thinks that p, one does not find out that one thinks so. Thoughts,
unlike representations, are all message and no medium.

So thoughts, beliefs, hopes, expectations, suspicions
and doubts are neither amorphous nor structured.
Holmes’s suspicion that Moriarty was guilty of the
murder does not consist of a subject and predicate,
or of the sense of a proper name and the sense of a function name.
Nor does it consist of the concept of being guilty of murder. Thoughts
do not consist of anything. What we think is not made, or made up,
of anything. It is the expression of a thought that is a ‘representation’.
For the expression of our thoughts in speech or script has non-
representational characteristics in virtue of which it is perceptible as
a representation — the loudness and timbre of the spoken voice, the
colour of the ink with which one writes, the characteristics of the
handwriting and so forth. It is the sentences we use to express our
thoughts, beliefs, hopes or expectations in speech or script that can

It is the expression
of a thought that
is a representation
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be said to have a logico-grammatical structure. For it is those sen-
tences that have constituents (words) arranged in a certain rule-
governed way. We shall explore this further in chapter 10.

So much then for the problems of the central sun (see fig. 2.3).

‘What makes one’s
thought that Fa a
thought about a?

not the case? | relation of
thought to

Do thought | reality?
and reality

Are thegs
different
directions

representations? \ of fit?
Do thoughts have a
structure and
constituents?

Figure 2.3 The central sun of intentionality

4. The first circle: what do we believe (hope, suspect, etc.)?

What is it we believe If we V truly (rightly or correctly), then what we
when we believe V to be the case is what is the case. If we V falsely
truly and what when (wrongly or incorrectly), then what we V is pre-
we believe falsely? isely what is not the case. This pair of logical
requirements may seem problematic for two reasons:
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(i)  If we rightly insist that when we believe truly that things
are so, what we believe is what is the case, then it seems
to follow that when we believe falsely that things are so,
then what we believe is not what is the case, there is not
anything that is so — that is to say: we believe nothing.

But, as Socrates already pointed out in the Theaetetus, even if our
belief is false, we believe something, not nothing.

(ii) If our belief is incorrect, then what we believe is not what
is the case. But how can what we believe both be what is
the case when our belief is true and yet not be what is the
case when our belief is false, and yet be the very same
thing? For we surely believe the very same thing, namely
that things are so, no matter whether our belief is right or
wrong! (‘The same thing’ is the rat one should now be able
to smell.)

So the first orbital question revolving around the core problems of
the relation of thought and reality is: what is it that we believe
(expect, fear, hope, etc.) when we believe that things are so?

To ensure that there is something for us to believe,
Attempts to answer . . . 7. .
the question of irrespective of whether our belief is true or false, it
what we believe 1 tempting to suggest that what we believe, when

we believe that things are so, is a Fregean thought
(Gedanke), a Moorean or Russellian proposition (which, if our belief
is true, is a fact ‘in the world’), or — with a Tarskian or Quinean
preference for austerity — a sentence. An immediate subsidiary ques-
tion, as it were an epicycle on the question of what is believed, is
whether, if what we believe when we believe that things are so is one
of these items, belief is a relation between a person and an object of
the preferred type. Russell’s question-begging terminology of ‘propo-
sitional attitude’ disposed many philosophers to think that intention-
ally occurring verbs signify attitudes towards something (or indeed,
towards some thing). Philosophers who argue that what one V-s when
one V-s that things are so is a Gedanke, a proposition or a sentence,
typically hold that V-ing that p is a relation between a person and
an object. The object in question is then conceived to be signified
(or even named) by the noun-phrase ‘that p’. This, according to
Frege, refers to the customary sense of the sentence p, which is a
Gedanke or thought. Tarski held the nominal clause to name a class
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of inscriptions (or sounds) of similar form. Quine (and Prior) held
(contrary to English grammar) that the that in ‘A V-s that things are
s0’ belongs to the V (‘V-s that’ being a predicate-forming operator
on a sentence) so that what one V-s that is an utterance-sentence

(Quine).”!

o ' For some verbs (e.g. ‘believe’) it makes perfectly
i)el;j’;zg ;Z;””hmg good sense to say that one V-s propositions (but
believiné something DOU sentences or classes. of sentences). In thls
10 be true sense, propositions, even if true, are not facts ‘in

the world’ (as the early Russell had supposed).
They are what can be said or asserted to be true. There is an impor-
tant difference between V-ing that p (e.g. believing that p) and V-ing
the proposition that p (believing the proposition that p). In the case
of belief, it is the difference between believing something to be so
and believing something to be true.” In the first case, the focus of
one’s belief is on how things are, and one’s belief is true or correct
if things are as one believes them to be. In the second case, the
focus of one’s belief is on how things have been, or might be, said
to be. For some verbs (e.g. ‘expect’, ‘suspect’, ‘fear’, ‘hope’) it makes
no sense to V propositions, even though one may V that a certain
proposition is true or false. And for others (e.g. ‘understand’, ‘con-
sider’) it makes sense for one to V that things are so and it makes
sense to V the proposition that things are so, but there is a distinc-
tive shift in meaning between ‘V-ing that things are so’ and ‘V-ing
the proposition that things are so’. In the case of ‘understand’, for
example, it is the difference between ‘I take it that” or ‘I gather’ (‘I
understand that things are so’), on the one hand, and ‘I compre-
hend’ (‘T understand the proposition that things are so’), on the
other.

21 Appealing though this suggestion may initially seem to be, it is mistaken. “V-s
that’ is not a unified operator on a sentence that produces a predicate from it. If it
were, then it would be ungrammatical to say ‘That p is what he believes’ — rather we
should say ‘p is what he believes-that’. Nor could we employ the verb parenthetically,
as in ‘Global warming, he rightly believes, is immanent’, as opposed to ‘Global
warming, he rightly believes that, is immanent’.

22 For an illuminating discussion of the grammatical complexities, see B. Rundle,
Grammar in Philosophy (Clarendon Press, Oxford, 1979), ch. 7, and ‘Objects and
Attitudes’ in Language and Communication, 21 (2001), pp. 143-56.
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4 reasons why itis  Introducing Fregean thoughts (senses of sen-
mistaken to tences), propositions, classes of sentences, or
;Ziri;l? tc;’" OF:egwn utterance-sentences to fill the role of what we V
propositions, as what When we V. that things are so ensures that we
we V when we V V something, indeed some thing, when we V
that p falsely. This provides an answer to Socrates in
the Theaetetus. It also ensures that what we V when we V truly is
no different from what we V when we V falsely. But the consequences
are unacceptable.

First, the proposals immediately conflict with the requirement
that when we V truly that things are so, what we V is what is the
case — the requirement that our thought should not fall short of
reality. For if what we V is a sense, a proposition or a sentence, then
what is V-ed is not what is the case, but something else which is
related in some further way to what is the case. Similarly, what we
V, when we falsely or wrongly V that things are so, does not clash
directly with what is the case, but only indirectly, via the intermediary
of the putative object introduced.

Secondly, if what we V when we V that things are so is a Fregean
Gedanke, a proposition, a class of sentences or a sentence, then the
intrinsic individuation condition is distorted. For if what we V is one
of these items, then what we V is not an intentional nominalization-
accusative at all, but an object-accusative (we V an O, so to speak).
To believe that things are so is not the same as believing a proposi-
tion, any more than believing that Jill is having an affair with Jack
is the same as believing a rumour. Of course, the content of one’s
belief may be that the proposition that things are so is true (or that
the rumour that Jill is having an affair with Jack is true). But to
believe that things are so is not the same as believing that the proposi-
tion that things are so is true.

Thirdly, it is misguided to hold that whenever we V that things are
so, we V the proposition that things are so (let alone the sentence
‘Things are so’), since it makes no sense to expect, fear, hope or
suspect propositions (let alone sentences). It is equally wrong to
suppose that whenever we believe that things are so, what we believe
is the proposition that things are so. It is, of course, possible to
believe the proposition that things are so, as one may believe the
declaration, allegation, story or rumour that things are so. But the
content of one’s belief (given by a nominalization-accusative) when
one believes the proposition (declaration, story or rumour) that
things are so, is not the proposition (etc.) that things are so, but
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rather that the proposition (declaration, story or rumour) that things
are so is true.

Fourthly, the proposal that what we V when we V that things are
so is a proposition, Fregean Gedanke, or a sentence immediately
clashes with the requirement that it must be possible for what A
believes to be what B fears and what C suspects (as when A believes
that war is about to break out, B fears that war is about to break
out and C suspects that war is about to break out). For while one
may believe the proposition that war is about to break out, it makes
no sense to speak of fearing or suspecting the proposition that war
is about to break out.

An alternative strategy to pursue was the early Rus-
Why Russell’s idea ge]l’s idea that what we believe is a proposition,
that what we and that when we believe truly, the proposition we
believe when we . .
believe truly is a believe is a fact. Facts are not, as Frege had sup-
fact is mistaken ~ Posed, true thoughts; rather, according to Russell,

they constitute the world. What our true belief is
about are constituents of the fact that we believe. This, unlike the
Fregean solution, ensures that what we believe when we believe
truly ‘reaches right up to reality’. But again, the price is unaccepta-
ble. For there is no fact to believe when we believe falsely. So what
we believe, when we believe falsely, is different from what we believe
when we believe truly.”> Moreover, as we have already noted, facts
are not ‘in the world’, or anywhere else. The world does not consist
of facts.
The truth of the matter is that believing something
to be so is not a relation, and that things are so is
not a relatum. Believing is not a relation between
a person and a thought, or between a person and a
fact, or between a person and a proposition, or between a person and
a sentence.

Believing something
to be so is not a
relation

. The second problem cited above (p. 83, (ii)) can
When one believes .
truly and when now be handled easily. The prgblem was how can
one believes falsely, What we believe both be what is the case when our
what one believes  belief is true and yet not be what is the case when
is the same, but — our belief is false, and yet be the very same thing?
not the same thing The confusion is generated by the tacit assumption

2 Russell rapidly came to realize that this won’t do, and eliminated propositions
from his analysis of judgement and belief. Instead he advanced his ‘multiple relation’
theory of belief, according to which belief is not a dual relation between believer and
a proposition, but a multiple relation between a believer and the terms of the belief.
The young Wittgenstein duly torpedoed this account (Tractatus 5.5422).
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that what is believed is some thing. It is correct, and unproblematic,
that when one believes truly that things are so and when one believes
falsely that things are so, one has the very same belief. It is also true
that when one believes truly that things are so, then what one believes
is what is the case. But what one believes is not the same as what is
the case, any more than when one does what one is told to do, one
does the same as one is told to do. Of course, when one believes truly
that things are so, the question “What do you believe?” and the ques-
tion ‘“What is the case?’ both receive the same answer. It is a remark-
able fact that we can be so misled by ‘whats’ and ‘sames’, and by
wrongly taking ‘what’ to be a relative, rather than an interrogative,
pronoun here.

The question “What The conclusion is not that the answer to the ques-
does one believe, ~ tion “What does one V when one V-s that p?’ is
when one believes  singularly elusive and mysterious, but rather that
that things are so” the question is misleading. For it calls out for an
is misleading answer that gives the name of a thing — and that is
precisely what cannot be given. Taken one way, the question contains
its own answer, namely, one V-s that things are so. Taken another
way, the answer consists in rejecting the question, for although there
is something one V-s, given by the nominalization-accusative, there is
no thing that one V-s. Taken yet a third way, one could also answer
trivially, ‘All manner of things’.

Once one realizes that there is no thing one V-s when one V-s that
things are so, it becomes easier to see that to think, believe, hope,
fear, suspect or doubt that p is not to have an attitude towards any
thing, or indeed, towards anything. For these intentional verbs, or
the intentional uses of these verbs, do not signify attitudes. We shall
discuss this matter in chapter 4.

5. The second circle: the relation of language to reality

We use sentences of our language to represent things.
We describe, in words, how we take things to be.
But words and sentences are sounds and inscrip-
tions — parts of the material world, as it were. How can a sound or
mark on paper represent, stand for or mean something beyond itself?
What makes a sound or mark the name of a particular thing? How
can a string of sounds or marks represent a state of affairs — indeed
represent one which may not even exist? In short, what might be
called the intentionality of language calls out for explanation no less

The intentionality
of language
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than the intentionality of thought. (Talk of the ‘intentionality of lan-
guage’ moves away from Brentano’s concerns, but the problems are
related.)
The temptation to It is platitudinous that signs represent Whatever
explain how signs ~ they represent only in the use which living crea-
can represent by the tures, language-users, make of them. This truism
idea of a connection by itself does nothing to explain how it is that a
between language  ere sound or mark, used by a living creature, can
and reality . : .

represent anything beyond itself. It is overwhelm-
ingly tempting to ask how the signs of a language thus used must
be connected to reality in order for them to be capable of represent-
ing what they represent. It seems plausible to hold (with Carnap and
model-theorists) that the signs of language must be mapped onto
entities in reality, that simple referring expressions must be correlated
with individual things, predicates with properties, relation-terms
with relations, and so forth. The combinatorial rules of the syntax
of the language must then ensure that the combinatorial possibilities
of signs coincide with the combinatorial possibilities of the corre-
sponding entities in reality, to ensure that what makes sense neither
exceeds nor falls short of what is possible in reality. So it seems that
the logico-syntactical forms of language must coincide with the
forms of what is represented by means of language. How this can
be ensured is problematic. Hylomorphism and transcendentalism are
indirect routes to an answer; the picture theory of meaning is a direct
route.
Given isomorphism, how are the forms of language
given a material content? How is the connection
between language and reality forged? Various pos-
sibilities have been explored. One may conceive of the connection
causally, trying to explain the intentionality of the signs of language
by reference to the causal genesis of the mastery of their use by a
speaker. This in turn may be construed immediately or mediately.
Philosophers of language attracted to behaviourist learning theory,
such as Quine or Davidson, construed the connection as immediate.
Quine held that ‘words mean only as their use in sentences is condi-
tioned to sensory stimuli, verbal and otherwise’.** Davidson argued
that we learn our first words

How is the putative
connection forged?

2 W. V. O. Quine, Word and Object (MIT Press, Cambridge, Mass., 1960), p. 17.
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through a conditioning of sounds or verbal behaviour to appropriate
bits of matter in the public domain. . . . This is not just a story about
how we learn to use words: it must also be an essential part of an
adequate account of what words refer to and what they mean. . . . it
is hard to believe that this sort of interaction between language users
and public events and objects is not a basic part of the whole story,
the part that, directly or indirectly, largely determines how words are
related to things. . . . in the simplest and most basic cases, words and
sentences derive their meanings from the objects and circumstances in
which they were learned.”

Thinking thus, it seems attractive to invoke ostensive #raining as a
fundamental part of the process whereby the connection between
word and object is instilled in the language-learner. One will then be
prone to regard an ostensive explanation, which postdates the brute
training, as a true predication — as Quine did.*® The logical character
of ostensive explanation and definition is a satellite moving epicycli-
cally on the orbit of the relation between language and reality.
Ostensive explanation is often construed as the primary device
connecting language and reality.”” Thus conceived, the definables of
language are ultimately analysable into combinations of indefinables.
The indefinables (the ‘primitive terms’ of Principia Mathematica *1)
are explained by reference to their connection with reality. Ostensive
explanation is the point of exit from language. Words are ‘pinned’ to
reality by ostensive explanation, conceived as true descriptions
(Russell, Quine). But this is fundamentally mistaken.?
Ostensive I‘F is perfegtly correct to di§tinguish between osten-
explanations are sive training and ostensive teaching. Ostensive
norms for description training may indeed be conceived more or less
behaviouristically. Ostensive teaching, however, is

% D. Davidson, “The Myth of the Subjective’, repr. in M. Krausz (ed.), Relativism:
Interpretation and Confrontation (University of Notre Dame Press, Notre Dame, Ind.,
1989), pp. 163f.

2 W. V. O. Quine, ‘Ontological Relativity’, repr. in Ontological Relativity and
Other Essays (Columbia University Press, New York, 1969), p. 39.

?7 See e.g. M. Schlick, ‘Meaning and Verification’, repr. in Gesammelte Aufsitze
(Georg Olms Verlag, Hildesheim, 1969), p. 341, and ‘The Future of Philosophy’,
ibid., pp. 129f., and F. Waismann, ‘Theses’, in Ludwig Wittgenstein and the Vienna
Circle (Blackwell, Oxford, 1979), pp. 246ff.

28 As Wittgenstein showed in Philosophical Investigations, §§28-64.
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normative, for it involves explaining what words mean — giving rules
for their correct use. Ostensive explanations (definitions) of the use
of words, for example “This &= B is black’ or “This &= B is square’,
are not descriptions, but norms for descriptions. They provide stand-
ards of correctness for the application of words. They are rules for
the use of their definienda, connecting a word with an ostensive
gesture, an indexical (which may be combined with a categorial term
—as in ‘This colour &= M is black’ or ‘This &~ shape B is square’)
and a sample (e.g. a piece of paper, or a building block). They bear
a kinship to substitution rules (such as analytic definitions). For the
ostensive gesture, the indexical and the sample can also fulfil the role
of the definiendum in a sentence expressing a true or false proposition
(for example, instead of saying ‘The curtains are black’, one may say
‘The curtains are this &= B colour’). That ostensive explanations
(definitions) are rules is patent in the fact that the sample constitutes
a standard for the correct application of the definiendum: if the cur-
tains are this = M colour, then they may be said to be black. But
the sample employed in an ostensive definition is not thereby
described. Tt belongs (at least pro tempore) to the means of represen-
tation, not to what is represented. In this sense, it is an instrument
of the language. There is a logical difference (‘all the difference in the
world’) between the two sentences ‘This colour & M is black’ and
“This &= M square patch is black’. Only the former is a rule for the
use of the colour-word ‘black’. It is an ostensive definition of the word
‘black’. By contrast “This &&= B square patch is black’ is a contin-
gently true description, which presupposes the meaning of the word
‘black’.

There is no meaning-endowing connection be-
There is no meaning- tween language and reality (no matter whether
endowing connection . .
between language ideal or real) in the sense that concerns us. We
and reality do not ‘connect language (what represents) with

reality (what is represented)’ by pinning simple
names to simple ideas (Locke) or to simple objects or properties (Rus-
sell; the Tractatus). Rather, we connect one element that belongs to
our means of representation (e.g. a colour-word) with another ele-
ment that belongs to our means of representation — namely, a sample
that functions as a standard of correct use. (Remember that what
makes something a sample — and hence what represents or measures
rather than what is represented — is nothing intrinsic, but rather the
use we make of it.) We explain what symbols mean by connect-
ing them to other symbols, not only words, but also gestures and
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samples.”’ In this sense too, there is no ‘exit from language’. Conse-
quently, the received distinction between syntactical rules and seman-
tic rules (Morris, Tarski, Carnap) is misconceived. For it is confused
to suppose that there is a distinction between intra-linguistic combi-
natorial rules, on the one hand, and rules ‘connecting language with
reality’ (giving the syntactical forms of language an ‘interpretation’),
on the other. For in this sense, there are no rules ‘connecting language
with reality’.

6. The third circle: the relation of thought to language

Relation between What is the relationship between thought and the

intentionality of ‘intentionality of language’ — the capacity of lan-
thought and of guage to stand for things (that may or may not
language exist) and to represent states of affairs (that may

or may not obtain)? Is the intentionality of language derived from
the original intentionality of thought, or is the intentionality of
thought parasitic on the intentionality of language? It is tempting to
suppose that the intentionality of language is derived from the inten-
tionality of thought. Thought, we may be prone to suppose, is by its
intrinsic nature intentional. One’s belief that things are so just does
have an intentional content, and what is thus believed may or may
not be the case. That may seem to be a fact of nature. The intention-
ality of language, one may then argue, is derived from the original
intentionality of the mental.

Problems consequent Far from clarifying things, this makes matters even
to assigning priority ~murkier. First, how is it effected? And secondly,
to the intentionality what makes thought intentional? If it is a brute
of thought fact of nature, how does nature do it? Let us dis-
tinguish the following questions.

(i) Does the ascription of intentional attributes to a being presup-
pose that the creature is a concept-exercising animal, a language
user? For example, does the ascription of belief to a creature presup-
pose that the creature possesses the concepts of truth and falsehood

% Consequently even if ‘Mummy’ or ‘Daddy’ are explained ostensively, neverthe-
less this is not an explanation by reference to a sample, since no one is a sample of
themselves. Nor is Mother the meaning of the name ‘Mummy’. So this kind of osten-
sive explanation does not make a semantic connection between language and reality
either.
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(Davidson)? If so, then non-language-using animals (and small chil-
dren) cannot be said to believe (expect, fear) that things are so.

(ii) Is the intentionality of sentences of language to be explained
by reference to the intrinsic intentionality of the mental (Searle)? If
s0, how? Is it to be explained by reference to a special mental act or
activity of projecting the signs of language onto reality — for example,
by reference to a mental act of meaning (the Tractatus) or intending
(Grice, Searle)? Or, conversely, is the intentionality of the mental to
be explained by reference to the intentionality of language? Or is this
whole approach misconceived?

I shall discuss (i) here. Some of the questions of (ii) will be dis-
cussed in section 7 below, some in chapter 3. Others will be deferred
until the examination of the concepts of believing and thinking in
Part 1II.

Criteria for We must first reflect on ascribing intentional
ascription of attributes to a creature. Clearly, we do so on the
intentional attributes grounds of what the creature does and says in the
circumstances of life. If someone says that things are so, and qualifies
his assertion with an ‘as far as I know’, with a ‘probably’ or, of
course, with an I think’, then we may say ‘He believes that things
are so’. If someone explains his thought, feeling or action by reference
to things being so, and we know that they aren’t, then too we may
say that he believes that things are so. If someone patently takes
preventive action on the assumption that things are so, then even
though he says nothing, we may ascribe to him the belief that things
are so. And so on for other intentional verbs.

Coincidence of What then is the connection between intentional
horizon of thought ~ attribute and speech? It is not that an intentional
and horizon of its  attribute V is truly ascribable to a being only in so
linguistic expression far a5 the creature expresses its V-ing in speech. For
one need not voice one’s beliefs, expectations, hopes and fears. To
grasp the relationship, we must modalize the connection, and specify
not a condition of truth, but a condition of sense. Is it then that it
makes sense to say (truly or falsely, correctly or incorrectly) of a being
that it V-s only in so far as it could express its V-ing in speech? That
is still not quite right. For we do say that our dog believes it is going
to be taken for a walk when, on hearing us take its leash off the peg,
it rushes excitedly to the door, barking and wagging its tail. The fact
that it cannot say that it is about to be taken for a walk, let alone
that it cannot say that it believes it is about to be taken for a walk,
is immaterial. Its behaviour warrants ascription of belief or expecta-
tion to it. The fact that it lacks the concepts, in particular the concepts
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of truth and falsehood, is also immaterial, as long as it can discrimi-
nate between things being as it believes or expects them to be, and
things not being so — and can exhibit its so distinguishing in its
behaviour. On the other hand, we could not intelligibly ascribe to the
animal the belief that it is going to be taken for a walk next week,
or next Christmas day. The fact that it cannot say so is crucial — for
the only behaviour that could express such a belief or expectation is
verbal behaviour utilizing a vocabulary with appropriate devices for
temporal reference. And such behaviour does not lie within the
behavioural repertoire of a non-language-using animal. That is why
it is not false to ascribe such beliefs to an animal, but senseless — for
nothing would count as a manifestation of its harbouring such a
belief. So, we can intelligibly ascribe intentional attributes to a crea-
ture only in so far as its behavioural repertoire includes such forms
of action and response as would warrant the ascription of the inten-
tional attribute were the creature so to behave. The horizon of pos-
sible thought is fixed by the limits of the possible behavioural
expression of thought — in speech or action. We shall explore animal
thought further in chapter 10.

We are now on the brink of the general question of the relationship
between thought (in all its variety) and language. For it is very tempt-
ing to suppose that what gives life to ‘dead signs’ are mental processes
of intending or meaning. It seems to be the mind that animates dead
signs by projecting them onto reality, and one plausible candidate for
the method of projection seems to be mental acts of meaning, meaning
by one’s words such-and-such states of affairs. We shall discuss this
in section 7 below and in chapter 3.

7. The fourth circle: the epistemology of intentionality

. _ Any mature language-user who V-s that thing
The immediacy . >
o things are thus-and-so can say so. A person’s
condition and the . . .
cognitive assumption avowal that he V-s that things are so is immediate.
It does not rest on evidence and is not justified by
reference to evidence. We may call this the immediacy condition. Any
account of intentionality must elucidate how this is possible. It seems
that in order to be able to say what one V-s one must know both
that one V-s something, and what one V-s. We may call this the cog-
nitive assumption. If one makes this assumption, one must explain
how it is that one knows this. (Here we make contact with the illu-
sions of consciousness discussed in chapter 1.)
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There is an epistemic asymmetry between the first-
and third-person cases. When it comes to knowing
whether another person V-s that things are so, our
knowledge rests on familiar kinds of evidence of what he experiences,
says and does in the circumstances. Our assertions concerning the
beliefs, thoughts, fears and hopes of others enjoy no epistemic privi-
lege. They are often not inferred from evidence, but made as a con-
sequence of our exercise of our recognitional capacities — we can see
the joy on her face or the grief in her eyes. But if our claims are chal-
lenged, they can be justified by reference to such familiar kinds of
evidence as the agent’s behaviour, expression, demeanour and tone
of voice, as manifest in the complex stream of human life.

The first-person case, however, is different. If I believe or expect
that things are so, then I cannot rightly say that I am ignorant of the
fact that I do. Nor can I say that I don’t know whether 1 do, as I can
say of another that either he believes that things are so or he does
not, but I don’t know which of these alternatives is correct.’® These
asymmetries reflect the immediacy condition, and seem to confirm
the cognitive assumption. For they suggest that the reason for these
epistemic asymmetries is that when one V-s that things are so, one
knows immediately that one does.

Corresponding to the epistemic asymmetry is
apparent first-person authority in utterance. While
my word carries no special weight independently
of the weight of the evidence I might have in support of the claim
that A V-s that things are so, my avowal or averral that I V that
things are so does carry special weight. If a person avows that he V-s
that things are so, then, other things being equal, we take his word
for it. We do not ask him how he knows that he does, as we might
ask someone, who asserts that A V-s that things are so, how he knows
this. Of course, such an avowal or averral may be insincere. So first-
person authority is defeasible. Indeed, there are other grounds for

1st-/3rd-person
epistemic asymmetry

Apparent 1st-person
authority

% There are, of course, forms of subjective uncertainty. I can be unsure whether I
(really) believe that things are so, or uncertain whether I (really do) expect a certain
event to occur. But these are not cases of either believing (or not believing) that things
are so, expecting (or not expecting) that a given event will occur, but being uncertain
which. They are cases of being unsure whether to believe that things are so, or whether
to expect such-and-such an event. What is called for here is scrutiny of the evidence
for and against its being the case that things are so or for and against the occurrence
of the event, and a decision as to what to believe or expect — not examination of
evidence for my believing that things are so or for my expecting the event.
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defeat than insincerity — such as slips of the tongue and self-deception.
But if not defeated, the speaker’s word goes. An explanation of this
asymmetry too is necessary.

It seems that one can say that one V-s that things are so only if
V-ing that things are so is something ‘present to the mind’, something
of which one is conscious. Otherwise how could one’s avowal be
immediate? Indeed, how could one know what one V-s if V-ing that
things are so were not a mental phenomenon with an intentional
content possessing mental in-existence. For it seems that only then
could one can read off the fact that one V-s that things are so by
introspection.

Tnvoking the The traditional strategy is to cleave to the cognitive
cognitive assumption assumption in order to explain the epistemic asym-
to explain metry. The cognitive assumption also offers an
Ist-person authority explanation of first-person authority in utterance.
For if, when one V-s that things are so, one knows that one does,
then one’s word will carry special weight — the weight of the word
of someone who is uniquely well informed about something acces-
sible directly to him but not to others. The temptation to accept the
cognitive assumption is great. To deny that when one V-s that things
are so one knows immediately that one does seems tantamount to
saying that when one, for example, believes that things are so, one
is ignorant of one’s so believing. But that cannot be right. Taking
introspection to be a faculty of inner sense, one will therefore argue
that our knowledge of our own ‘intentional mental states’ is immedi-
ate, for they are evident to the mind. As we saw in the previous
chapter, the classical version of this conception presents such knowl-
edge as indubitable and incorrigible. If a person V-s that things are
so, then he knows that he does. This Cartesian transparency thesis
was defended by Brentano.*!

Others, noting the defeasibility of first-person
Modifying the authority in cases of hypocrisy or lip-service, and
cognitive assumption self-deception, defended a modified version of the
to budget for cognitive assumption, namely, that when a person
self-deception and . .
hypocrisy V-s that things are so, he normally knows, corri-

gibly and dubitably, that he does. The corrigibility

3! In Brentano’s view we apprehend psychological phenomena by inner perception,
and ‘inner perception possesses another distinguishing characteristic: its immediate,
infallible self-evidence’ (Psychology from an Empirical Standpoint, p. 91).
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and dubitability can, it seemed, be explained either by faulting the
faculty of inner sense or by reference to the possibility of the object
of inner sense being concealed. William James, Francis Galton and
Herbert Spencer retained the perceptual model of introspection, but
rejected the idea that it is superior, in terms of infallibility or indubi-
tability, to outer sense. Alternatively, inspired by the Freudian concep-
tion of the unconscious, one might argue that objects of inner sense
may not always be evident, since they may be hidden in the uncon-
scious. (This, to be sure, involves a misconception. For an uncon-
scious X does not stand to a conscious X as an occluded object to a
visible one. Unconscious beliefs and desires are not just like conscious
ones, only unconscious.)

As we have seen in chapter 1, the correct line to
take is not to modify the cognitive assumption, but
to deny it altogether. To do so is not to argue,
absurdly, that when one V-s that things are so, one is ignorant of the
fact that one does. Rather, one must deny epistemic sense both to
‘knowing’, and to ‘being ignorant’ here. Accordingly, the epistemic
asymmetries are not explained by doubt and ignorance being excluded
by one’s knowing that one V-s that things are so. Rather they are
excluded by grammar — by the formation rules of our language. Or,
to put the same point in more elevated terms — they are logically or
conceptually excluded. If it makes no sense to say of a person that
he is ignorant of the fact that he V-s that things are so when he does,
then it also makes no sense to speak of his knowing that he does.
Self-deception and unconscious beliefs and desires must, of course,
be explained other than in terms of the cognitive assumption. As we
shall see in chapter 6, where we shall explore all these matters further,
this can be done.

Denying the
cognitive assumption

8. The fifth circle: meaning and understanding

The final circle consists of a pair of interdependent issues concerning
linguistic communication: meaning and understanding (as it were two
satellites circling a common planet moving on an orbit). These will
be discussed in detail in chapter 3. Here I wish merely to link them
with the questions of intentionality that we have been examining, and
to bring to light the pressures that generate the characteristic ques-
tions and misunderstandings in this domain.
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We communicate our thoughts, expectations and
intentions to each other by using language. But the
signs of language are surely just sounds or inscrip-
tions. By themselves, they are lifeless — mere marks
and noises. What breathes life into them? The most plausible reply
seems to be that it is the mental activities that accompany the utter-
ances of such signs — in particular the activities of meaning or intend-
ing by one’s utterance such-and-such a state of affairs. It is the
intentionality of one’s mental act of meaning or intending that projects
the sentence, and hence too the words of the sentence, onto reality.
So semantic meaning is derived from the intentionality of meaning
and intending.

Do meaning and
intending breath ‘life’
into bare signs?

Although this looks promising, our suspicions
Meaning and should be aroused by the reflection that meaning
intending are not 4n{ intending are not mental acts or activities at
mental acts; we can’t K .
make words mean A1l One cannot mean something quickly or slowly,
what we want and one cannot be interrupted in the middle of

intending something. One cannot remember to
mean something by an utterance or forget to intend something by a
word one utters. It is evident that, unlike Humpty Dumpty, we cannot
make words mean what we want. One cannot utter ‘There’s glory
for you’ and mean ‘There’s a nice knock-down argument’. Why not?
What is the nature of the constraints on a speaker’s meaning? To shed
light on these matters, we need to clarify the concept of meaning
something by one’s words. This will be done in the next chapter.

The correlate of the questions related to the intention-
ality of language is an array of problems concerning
the hearer’s understanding that is the upshot of suc-
cessful communication. How can the hearing of ‘mere
sounds’ yield understanding of what is meant by an utterance? A
telementational conception of communication pervades philosophers’
and linguists’ reflections on discourse.’” If one conceives of words as
standing immediately for ideas in the mind and only mediately for
the objects of which the ideas are ideas, then one will follow the
classical empiricists in thinking that

Telementational
conception of
communication

32 Roy Harris, The Language Machine (Duckworth, London, 1987), pp. 7f.,
29-36.
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because the scene of ideas that makes one man’s thoughts cannot be
laid open to the immediate view of another . . . therefore to commu-
nicate our thoughts to one another . . . signs of our ideas are also
necessary; those which men have found most convenient, and therefore
generally make use of, are articulate sounds.*

Successful communication ensues when the words uttered ‘excite in
the hearer, exactly the same idea they stand for in the mind of the
speaker’.>* The same telementational conception was enshrined in the
work of the founding father of modern theoretical linguistics, in de
Saussure’s famous ‘speech-circuit’ elaborated in his lectures (1906—
11),> but with ideas replaced by concepts linked to representations
of sound patterns (see fig. 2.4).

Figure 2.4 Saussure’s first speech-circuit, from Course in General Linguistics

More recently (1980), Chomsky argued that to know

Understanding . \inderstand a language ‘is to be in a certain mental
as computational hich . lativel d
interpretation  State, which persists as a relatively steady component

of transitory mental states. . . . to have a certain
mental structure consisting of a system of rules and principles
that generate and relate mental representations of various types’.*
To understand an utterance ‘the mind/brain must determine its pho-

netic form and its words and then use the principles of universal

33

Locke, An Essay concerning Human Understanding, 4th edn [1700], IV. xxi. 4.
3 1bid., IIL ix. 6.

35

11f.
* N. Chomsky, Rules and Representations (Blackwell, Oxford, 1980), p. 48.

F. de Saussure, Course in General Linguistics (Duckworth, London, 1983), pp.
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grammar . . . to project a structured representation of this expression
and determine how its parts are associated’.’” To understand the
sentence is then to interpret it ‘by a computational process of uncon-
scious inference’ (ibid., p.55) which takes place virtually instantane-
ously (ibid., p. 90). Contemporary philosophers of language are
similarly possessed by the telementational conception. If the ‘input’
in discourse (for the hearer) consists of sound waves impinging upon
nerve endings (Quine) or of mere sounds (Davidson), how can the
‘output’ be understanding what was said, namely, that such-and-such
is the case? The favoured answer is that understanding must be the
upshot of interpreting. Davidson argued that ‘speaker and hearer
must repeatedly, intentionally, and with mutual agreement, interpret
relevantly similar sound patterns of the speaker in the same way’,
and ‘a theory of interpretation . . . allows us to redescribe certain
events in a revealing way. . . . a method of interpretation can lead to
redescribing the utterance of certain sounds as an act of saying that
snow is white’.’® The theory is a model of the interpreter’s linguistic
competence, but ‘some mechanism in the interpreter must correspond
to the theory’.*’
Again, our suspicions should be aroused by a little
reflection. It is a mistake to suppose that what we are
given in intelligible discourse is mere sounds, let alone
auditory stimulation of nerve endings. That is a dogma
of empiricism, akin to the empiricist dogma that what is given in
visual experience is mere patches of colour and shapes, or visual
stimulation of retinae. What is given in discourse are significant utter-
ances, not mere sounds, let alone the sound waves that impinge on
our ear drums. What is given in perceptual experience, including
what is given in discourse, is not given in the sense in which influenza
is given — the given is what can be argued from, and need not be

The myth of
the given in
linguistic theory

37 N. Chomsky, Language and the Problems of Knowledge (MIT Press, Cambridge,
Mass., 1988), p. 136.

% D. Davidson, ‘Communication and Convention’, p. 277, and ‘Thought and
Talk’, p. 161, both repr. in Inquiries into Truth and Interpretation (Clarendon Press,
Oxford, 1984).

3 D. Davidson, ‘A Nice Derangement of Epitaphs’, in E. Lepore (ed.), Truth and
Interpretation: Perspectives on the Philosophy of Donald Davidson (Blackwell,

Oxford, 1986), pp. 437f.
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argued to. What we hear in our communicative transactions is mean-
ingful discourse, and we cannot hear such discourse as mere sounds,
even if we wanted to. So something seems awry.

Whether the telementational conception of linguistic communica-
tion makes sense will only become clear in the light of an investiga-
tion of the concepts of understanding and interpreting. If it is
misguided to construe understanding a language as a state or to
conceive of understanding an utterance as a process or activity of
interpreting, then it must be rejected. So too, if it is mistaken (as it
surely is) to take first-order model theory as an elucidation of what
understanding a natural language consists in, then this conception of
interpretation and understanding must be rejected. We shall examine
the concept of understanding in the next chapter.

We have sketched out a wide range of interwoven problems, pre-
senting them in the form of an orrery. The clear presentation of the
problems, as we have seen, already serves to rule out many of the
traditionally proposed answers. We have resolved some of the prob-
lems. Others have been deferred until later. The structure of the orrery
is complex. The patterns of relations of the problems that revolve
around the central core of questions concerning the relation of
thought and reality are subtle. The problems ramify widely, reaching
deep into questions in philosophy of language. It should be evident
that mistaken answers to questions on one orbit affect the whole
model, distorting the metal bands and jamming the cogs. The orrery
will work only if all the pieces are put into their correct places. Only
then can one hope to hear the music of the spheres.
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Mastery of a Language as the
Mark of a Mind

1. A language-using animal

Aristotelian Consciousness was introduced into philosophy as
conception of the the mark of the mind by Descartes. This was mis-
rational psuché is the guided. Intentionality was proposed as the mark
superior framework  of the mind by Brentano. This too was misguided.
In Human Nature: the Categorial Framework, 1 suggested that the
Aristotelian conception of the rational psuché provides a far better
framework for reflection on the nature of the mind and offers a far
superior characterization of what is distinctive of mankind than the
Cartesian conception, in the shadow of which we still linger.! To have
a mind is to have a distinctive array of rational powers of intellect
and will. A creature that has a mind is a creature that can reason,
and hence is sensitive, in thought, affection and action, to reasons.
Sensitivity to reasons and the ability to reason (to make inferences)
are the prerogative of language-using animals.

' See Human Nature: the Categorial Framework, in particular, ch. 8.

% This is sometimes contested on the grounds of Chrysippus’ notorious dog, who,
chasing a rabbit, comes to a trifurcation of the path, sniffs the first two paths, and
then races down the third without even sniffing. This is held to indicate reasoning by
elimination. To which there are two replies. First, ancient anecdotes are not evidence,
and modern experiments with animals do not confirm the tale. Secondly, as was

The Intellectual Powers: A Study of Human Nature, First Edition. P. M. S. Hacker.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.
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To complete the prolegomenon to our investigations of the intel-
lectual powers of mankind, we still need to add further lighting to
the stage-set of Human Nature: the Categorial Framework. We must
clarify the web of concepts that surround the notions of a language-
using being, of meaning and understanding something by the words
we use and of understanding the words of others.

We are born with the second-order ability to learn

to speak a language. This is exercised in the early
mastery of a . .
language is a mark YCArs of our lives, and we acquire mastery of a lan-
of the mind guage. As noted in Human Nature, from our animal

nature coupled to mastery of a language, all else
flows. We are above all language-using animals — homo loquens, and
only therefore (if at all) homo sapiens. Mastery of a language, exhib-
ited in the stream of life, is a mark of having a mind.” Without having

Homo loquens:

pointed out by Kenelm Digby, in Two Treatises (Paris, 1644), pp. 312f.: ‘But this
needeth no other cause, than that their eagernesse of hunting having made them
ouershoote the sent, (which for a while remayneth in their noses, after they are parted
from the object that caused it) they cast backe againe . . . and with their noses they
try the ground all the way they goe; till coming neere where the chace went indeede,
the sent striketh their noses (that by this time are growne empty of it) before they
come at the place: and then they runne amaine in pursuit of it, with their heads held
up, (which is their convenientest posture for running) and all the way, the sent filleth
them at that distance without their needing to smell upon the earth, to fetch it from
thence.” (I am indebted to Hanoch Ben-Yami for this reference.)

Still, suppose a dog did sniff two paths and then dashed down the third path
without scenting its prey. Would this provide sufficient grounds for the ascription of
reasoning to a non-language-using animal? No. A creature can no more reason just
once in a lifetime than a creature can follow a rule just once in a lifetime. To exhibit
a capacity to reason, a being must manifest it not only (i) on a multiplicity of occa-
sions, but also (ii) in a diversity of contexts (not just trifurcating pathways) with (iii)
a variety of inference patterns (not just in a disjunctive syllogism).

3 Strikingly, Descartes too argued for this connection — but for quite different
reasons. He held that the stimulus-free character of human speech made it highly
unlikely that the use of language could be explained along mechanistic lines. He
argued that the use of language was the only reliable evidence for holding a creature
to be conscious of anything, and hence to have thoughts (cogitationes). He did not,
however, link mastery of a language with the powers of thought in any other way,
let alone link the limits of thought with the limits of language. It is ironic that were
the calculus conceptions of language, advanced by both philosophers and theoretical
linguists such as Chomsky (who considers himself a Cartesian linguist) correct, then
mastery of a language would be explicable in mechanistic terms. Knowledge of a
language, Chomsky wrote, is ‘represented somehow in our minds, ultimately in our
brains, in structures that we can hope to characterize abstractly, and in principle quite
concretely, in terms of physical mechanisms® (Rules and Representations (Blackwell,
Oxford, 1980), p. 5; emphasis added). What Chomsky proposed, far from being
Cartesian linguistics, as he claimed it to be, is a form of anti-Cartesian linguistics.
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learnt to speak and to engage in the endless activities of language-
using creatures, we would not be rational animals, would not reason,
think, feel and act for reasons, and would not possess the distinctive
powers of intellect and rational will that are constitutive of having a
mind. Nor would our experience, perceptual, affective and active
alike, be concept-saturated as it is.

To have mastered a language is to have learnt a
) vast range of forms of action and activity and of
is to learn new forms . e
of bebaviour, not reaction and response to speech (and, in literate
to learn a societies, to writing) and of response to circum-
meaning-calculus stance which are constitutive of a human form of

life. It is to be able to communicate by the use
of language and to respond to the use of language by others. It is to
be able to reason and deliberate. But, notwithstanding the claims of
theoretical linguists and philosophers of language, it is not to know
a calculus of language or a generative grammar. Nor is it to learn
how to derive the meaning of a sentence from the meanings of its
constituent words and their mode of combination, let alone to
‘cognize’ the depth-grammatical structures and how to map them
onto surface grammar.

In this chapter, we shall examine the salient notions that form the
conceptual framework for reflection on language-users, their linguis-
tic powers and activities. Our concern is with the connective analysis
of the concepts of linguistic meaning, understanding words, sentences
and utterances, meaning something by one’s words, and associated
concepts in this semantic field. This will further our understanding
of what it is to have a mind, and illuminate the nature of our cogita-
tive and cognitive powers.

To master a language

2. Linguistic communication

To learn a language is to learn an open-ended array
of forms of action, the performance of which is
integrated with the general forms of behaviour
of the linguistic community to which one belongs.
Language is an anthropological phenomenon, a language an ethno-
logical one — an integral part of the form of life (the culture) of a
human community. A language is a means of communication, and
only secondarily a means of representation (not all linguistic com-
munication involves representation). To learn a language is to learn
to talk, to speak — and to respond to the speech of others. It is to

Learning a language
is learning to do
things with words
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learn to do things with words, symbols and gestures. It is to learn to
request, entreat and plead, to comply and to refuse, to express and
ascribe affections, attitudes, desires, intentions, aversions, to ask
and answer questions, to guess and hypothesize, to thank others, to
tell them things, to get them to do things and so on and so forth
through myriad forms of action and response (both verbal and non-
verbal) that the young learn at their parents’ knee. The activities thus
learnt are intelligible only as strands within the tapestry of human
life. For one has to learn the ‘language-games’ in which these mani-
fold forms of behaviour are embedded.* In short, to learn a language
is to become a participating member of a culture.

To achieve mastery of a language is to learn to
game is learning 1o <NB38E iq the language—garpes that. are part of the
make moves in the  form of life of the culture into which one is born.
game To learn a language-game is to learn to make

moves in the game. To use a sentence is to
make such a move — it is to effect an act of speech. A large, if inde-
terminate, amount of common background knowledge, shared back-
ground presuppositions concerning regularities in nature and
constancies in our own nature, common discriminatory powers and
shared primitive responses, provide the framework for human beings
to engage in language-games. In the absence of this framework, no
communication by means of language would ever take place. A given
language-game is played only in appropriate communicative contexts
in the stream of life.> So too a given move in a language-game occurs
only in a certain context within the game.

A language-game is played with more communi-

Learning a language-

The instruments of

language-games cative instruments than spoken words and sen-
incorporate more tences. Words are uttered with intonation contour,
than words and and are accompanied by facial expressions and
sentences

hand gestures. These are an integral part of the

* The term ‘language-game’ was introduced by Wittgenstein. The analogy between
linguistic activities and playing games serves, among other things, to emphasize the
integration of speech with context and action, to compare the normativity of language
use with the normativity of playing games, and to highlight the fact that both game
and language are family-resemblance concepts. Of course, speaking is not playing a
game and a language is not a game.

5 Although, of course, just as there are games one plays by oneself (e.g. patience),
so too there are language-games one plays by oneself (e.g. writing reminders for
oneself in one’s diary, as well as reflexive language-games such as encouraging oneself,
castigating oneself, ordering oneself).
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communicative act. Indeed, gesturing alone (shaking or nodding
one’s head, thumbs up or down) may constitute a fully fledged act of
communication. In highly literate cultures such as ours, the charac-
teristic features and conventions of writing and reading should not
be overlooked. The introduction of script has transformed human
civilizations — but not because it maps the sounds of speech onto
script (it commonly doesn’t) — but rather because it introduces a
wide spectrum of novel linguistic possibilities and activities. It has
made it possible to make and keep a record of events, to engage in
correspondence, to make inventories, to keep accounts, to signpost,
to label, to codify laws, to record trials, to produce and transmit
texts, to write commentaries on and annotate texts, to create and
apply sophisticated mathematics and so on and so forth. It would be
mistaken to restrict our concept of a language to word-language
alone, for the very symbols that are involved in human communica-
tion incorporate more than just words. Samples, for example, are a
part of our means of representation. We often explain words by
ostensive explanations that make use of samples (as when we explain
what colour-words or measure-words mean). Such an explanation is
akin to a substitution-rule (e.g. anything that is this &= B colour
can be said to be black). We make use of samples in our actual asser-
tions and orders (as when we tell someone to bring 28 inches [i.e.
this & — length] of this & [] material, in this colour &= l, from
the drapers). So too, iconic symbols are an (increasingly) important
part of our communicative activities. Any attempt to describe the
mastery and use of language, and to theorize about language and
linguistic meaning that overlooks these facts will be defective (for
elaboration, see section 4).

It is surprising that mainstream reflection by philoso-
Consequences of phers and linguists on the nature of language did not
conceiving of  conceive of language as behaviour. Not ‘In the begin-

ZZ?Z?:Z;; ., ning was the deed’, but ‘In the beginning was the
language thought” was the principal guideline for all too many.

Thought was generally held to be independent of lan-
guage. It was an operation with ideas or concepts. The result of
thinking was commonly conceived to be the generation of language-
independent thoughts and judgements. Thoughts or judgements
were conceived to be representations of how things are. These idea-
tional or conceptual representations could then be ‘translated’ into
the medium of language for purposes of communication. As noted
in chapter 2, the primary use of language was considered to be
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telementation. What others do with the thoughts thus transmitted or
induced is a further question.

This natural misconception has characterized philosophical reflec-
tion since antiquity. If one begins one’s investigations into the nature
of language from the primacy of thought, then all one’s reflections
are likely to be distorted. For thoughts — what we think — are typically
either true or false, and are expressed by assertoric sentences. So one
will be prone to assign analytic primacy (primacy in the order of
analysis) to representation and hence to truth and assertion, and
functional primacy to naming (the essential function of words is to
name or stand for things) and describing (the essential function of
sentences is to describe how things stand).® This is patent in the sev-
enteenth century, in the Port Royal Logic and Grammar and in
Locke’s Essay concerning Human Understanding, Book III, which
moulded reflection about language for the next two centuries. It is
equally patent in Frege’s Begriffsschrift and Basic Laws of Arithmetic
in the late nineteenth century, in Russell’s Principia and in Wittgen-
stein’s Tractatus. It continues to flourish today among many theorists
of language.

3. Knowing a language

Knowing a language Children learn their mother tongue at their parents’

contrasted with knee. Strikingly, we ask ‘Has Thomas already
knowing a subject  started to talk?’ not ‘Is he already learning English?’
of study It is when he goes to school and starts learning a

second language that we may ask whether he is already learning
French or German. A well-educated adult may know French, Italian
and German, some Latin and a little Greek. To know a language is
very different from knowing history, physics or chemistry. The latter
involve coming to know a body of well-established facts and expla-
nations, and, in the sciences, also well-confirmed theories. This
includes learning what counts as, and what constitutes, evidence for
factual, explanatory and theoretical claims in the relevant disciplines.
Someone who knows a great deal of English history or physics can

® The essence of language thus conceived is the subject of withering criticism
by Wittgenstein in Philosophical Investigations [1953], 4th edn (Wiley-Blackwell,
Oxford, 2009), §§1-108.
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answer a substantial range of questions about the subjects. The cri-
teria for whether he possesses the relevant information lie in the
behaviour that manifests knowledge: telling others appropriate facts
and explanations, correcting the errors of others, solving problems
that presuppose such knowledge for their solution and so forth. We
also speak of knowing a little, or a fair amount of arithmetic or
geometry. Here what is known are calculi, and methods of calcula-
tion and proof. What is learnt is not a body of empirical fact and
explanatory theory, but the rules and operations of a calculus. To be
good at arithmetic (as opposed to being a good mathematician) is to
be able to calculate correctly and to apply arithmetical propositions
to empirical reasoning in measuring and calculating magnitudes,
quantities, and velocities of things. The criteria for someone’s knowing
such things consist in his correct performances, his spotting errors
and correcting them, his explanations of how to arrive at a certain
result and so forth.

To know a language differs from both these groups
To know a language . . .
is to be able to speak of paradigms. Some of the differences come into
and understand it View when one reflects on answers to the question

‘How much X do you know?’. It makes little sense
to ask a native English speaker how much English he knows. But that
is not because a native speaker by definition knows a lot. One can
ask an Englishman how much French he knows, and the answer may
be ‘A little’, but not ‘A great deal’. Amplification of the first answer
may be ‘Enough to get by with when shopping, but not enough to
give a lecture in French’. The favoured alternative to knowing a little
French is not knowing a lot of French, but knowing French well, that
is, being fluent in French. (But a schoolboy may know a lot of French
grammar (e.g. irregular verbs), yet nevertheless not know French at
all well, i.e. not be able to speak or understand very much.) By con-
trast, to ask someone how much English history he knows, invites
such answers as ‘I know the Tudor period in great detail, but the
Stuart only in rough outline’. But one cannot know French in great
detail or Italian only in rough outline. To know a living language is
to be able to speak and understand the language.
Knowing English, knowing English history, and
knowing mathematics are all different kinds of
complex abilities — not states of a person, let alone
states of a person’s mind or brain. Like all abilities, the abilities con-
stitutive of knowing (being able to speak and understand) a language
are exhibited in behaviour — in how a person reacts and responds to

Knowing a language
is not a state
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the speech of others, in what a person says and does. The appropriate
forms of behaviour and reaction in context are criteria, logically
adequate grounds, for ascribing to a person knowledge of the lan-
guage. However, the ability to articulate the linguist’s grammar of the
language is not constitutive of knowing a language. We do not deny
that a person can speak English because he cannot parse English
sentences, cannot specify rules for Wh-nominalization, or specify
rules for transforming declarative sentences into interrogative ones,
or imperative sentences into declarative ones. Nor would we grant
that someone can speak Latin on the grounds that he has mastered
Latin syntax and has a decent Latin vocabulary — as many school-
children do. Never mind implicit knowledge of depth-grammar or of
a theory of meaning — even to have explicit knowledge of a theory
of meaning for a language (if there is such a thing) would still leave
one a communicational cripple.

o It has been objected that knowing a language cannot
3 objections to ) bility.” For (i) t le may have the sam
classifying knowing D€ a0 ability.” For (i) two people may have the same
a language as an  knowledge of English, yet differ widely in their
ability ability to use it, for example, an ordinary speaker

and a great poet. (ii) The ability to use language can

improve without any increase in knowledge — for example, if one
takes a course in creative writing or public speaking. But such a
person’s knowledge of English need not increase at all — he need not
learn any new words or new forms of sentence construction. (iii) An
ability may be impaired or lost without any loss of knowledge. A
person may suffer aphasia as a result of brain injury, losing all ability
to speak and understand. But as his injury heals, he might regain
these abilities without any new learning. So plainly something was
retained throughout the period of aphasia and loss of ability to speak
and understand. That surely was ‘a system of knowledge, a cognitive
system of the mind/brain’.

These objections display inadequate reflection on the concepts of
knowing a language and of an ability:

(i) The fact that one person may be a great writer and the other
writes journalese, even though both command the same vocabulary
and syntax does not show that knowing English (mastery of the
language) is not a complex ability. Nor does it show that both know

7 N. Chomsky, Language and the Problems of Knowledge (MIT Press, Cambridge,
Mass., 1988), p. 10.
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English equally well. The confusion underlying the objection is the
supposition that knowing a language is just a matter of knowing its
vocabulary and rules of syntax (i.e. ‘propositional knowledge’ or
‘knowing-that’), and that any increase in one’s knowledge of a lan-
guage is an increase in one’s vocabulary and knowledge of syntactical
forms. But that is mistaken. It is also a matter of how well one uses
the vocabulary and syntactical forms in producing (and understand-
ing) sentences in use. That is patent in the fact that as one’s knowledge
of English (or any other language) improves, one comes to speak
and write better English, and becomes more aware of excellences and
subtleties of expression in the speech and writing of others. Knowing
a language, being able to speak and understand a language, is not
reducible to knowing-that.

(ii) One can take courses in public speaking and creative writing.
That may improve one’s rhetorical and literary skills. Does it not
contribute to one’s knowledge of English? Ex hypothesi, it does not
increase one’s vocabulary or improve one’s knowledge of syntax. But
knowing the vocabulary and syntax of a language is 7o# tantamount
to knowing the language. Nor is knowledge of a language proposi-
tional knowledge of the meanings of indefinitely many sentences of
the language. In taking lessons in rhetoric and creative writing, one
comes to speak and write better English. But this is to know English
better, to improve one’s English. One will come to speak and write
more lucidly and elegantly. One’s mastery of English will improve.
Far from showing that knowledge of a language is not a complex of
abilities, this shows that it is.

(iii) Aphasia, unlike drunkenness, is not an inner constraint on a
retained ability, but, like blindness, is the loss of an ability. To suffer
from total aphasia is to be unable to speak or understand one’s lan-
guage, just as to be blind is to be unable to see. Amnesia is not for-
getfulness. One cannot remind an amnesiac of some fact that he
cannot recall. Amnesia is loss of memory. Aphasia is loss of the ability
to speak and understand a language. There are cases of recovery from
both. But it is mistaken to suppose that in these cases the knowledge
was retained — in cold storage, as it were. For none of the criteria
for knowledge (of one’s past, and of one’s language respectively) are
satisfied in cases of amnesia and aphasia. Surely, something is retained
in aphasia, since the patient’s ability to speak his native language is
restored without being learnt afresh! Certainly; but not a ‘system of
knowledge’ or ‘cognitive system in the brain’. What is retained are
certain (as yet poorly understood) neural configurations and synaptic
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connections, which are causally necessary for being able to speak a
language. But neuroscientific research into Broca’s and Wernicke’s
areas of the cortex will never discover any system of knowledge or
cognitive system. Neither what one knows (facts, truths, rules, expla-
nations, theories), nor abilities to say, show or tell what one knows
can, logically, be found in the brain. Abilities may be retained, but
not stored — for there is no such thing as storing an ability. Facts
and truths, rules and explanations, although they can be recorded
on paper or on a computer disk, cannot be recorded on or in the
brain. For whereas we record facts by means of a symbolism - a
language — and write information down in a notebook or store it on
a computer, there is no such thing as using one’s brain as a repository
for written records. Nor does it make sense to speak of the brain’s
knowing anything, let alone of its knowing the grammar and vocabu-
lary of one’s language. To say that facts, truths or rules are stored,
filed away or retained in one’s mind is just a picturesque way of saying
that they are known and not forgotten. But that is precisely what one
cannot say of the aphasic — who no longer knows his native language.
If the aphasic recovers his mastery of the language, one cannot say
‘Well, you see, he actually knew English all along — he just couldn’t
speak or understand it’.*

So, we may safely consider mastery of a language as a complex of
abilities, exhibited in acts of speech and writing, in manifestations
of understanding what was said or written, and in engaging in
language-presupposing activities. One may perhaps say that the
vehicle of these abilities is cortical, but the vehicle of an ability is not
the ability.”

8 Where does this newly restored ability come from? The question is misguided. A
car may be unable to move because of the loss of a widget. Restore the widget, and
the car can again go at a 120 mph. Where did this newly restored ability come from?
It did not come from anywhere. Its restoration is due to the replacement of a widget.
But for all that, the widget is not the store of the car’s ability to do 120 mph. For
more detailed refutation of Chomsky’s arguments, see P. M. S. Hacker, ‘Chomsky’s
Problems’, Language and Communication, 10 (1990), pp. 127-48.

? The distinction between an ability and its vehicle is Anthony Kenny’s in Will,
Freedom and Power (Blackwell, Oxford, 1975), ch. 1. For close examination of
powers, abilities and their vehicles, see also Human Nature: the Categorial Frame-
work, ch. 4.



Mastery of a Language as the Mark of a Mind 111

4. Meaning something

To shed light on the concepts of meaning, word-
; and sentence-meaning, meaning something by what
iii;ﬁfﬁj wal, lexical OD€ says and meaning what one says, we need to
and non-lexical examine the weave of this conceptual network. The
general concept of meaning is linked in different
ways with those of sign, of signifying and of significance. Rain clouds
mean rain inasmuch as they are inductive signs of rain — one can
reasonably reliably infer rain from the presence of rain clouds. A
different case is natural expressive behaviour — of pain, anger, fright,
surprise and so forth. The expressive nexus between the behaviour
and what it means is non-inductive. The behaviour manifests what it
signifies (whereas rain clouds do not manifest, let alone express, rain).
Conventional meaning is different again. Here one thing signifies
another by convention. This may be verbal (lexical) or non-verbal.
Non-verbal conventional meaning may be iconic, iconographic or
gestural. Iconic signs may be signs for something (e.g. shop signs,
icons on one’ computer), insignia of something or someone (coats
of arms), or signs (permitting, forbidding or requiring one) to do
something (e.g. stop at the red lights). Iconographic symbolism, as in
Renaissance painting, means what it does by convention and associa-
tion. A female figure holding a palm leaf conventionally means that
she is a martyr. A man holding a fish conventionally signifies that he
is Tobias; if he is holding the hand of an angel, that associatively
means that the angel is Raphael. Gestures, such as nodding or shaking
one’s head, thumbs up or down, likewise signify by convention. With
respect to lexical meaning, we can distinguish the meaning of words
(often signs for something), the meaning of sentences and the meaning
of utterances. Quite differently, we also speak of what something,
someone or some event or action means to us — of its axiological
significance in our lives. In these ways (and many others too), meaning
is linked with sign, signifying and significance (see fig. 3.1).
What a word, sentence or utterance means, what
a speaker means by a word, what he means by the
sentence he utters and what he means by uttering
it are linked. Being derived from the Old High German ‘meinunga’
(from which the modern German ‘meinen’) and Old English ‘mznan’
(‘to intend’), the English ‘meaning’ (a person’s meaning something)

Meaning: natural,

Lexical meaning and
speaker’s meaning
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Meaning
(signifying)
Sign of Conventional Axiological
inductive expressive verbal — % — non-verbal
correlate correlate // \ \ \\
words sentences  utterances iconic  iconographic  gestural

N

of for todo

* . L . . .
Many forms of lexical communication include both words and gestures, written words and icons.

Figure 3.1 Varieties of meaning (signifying)

is interwoven with the psychological concepts of intending or having
in mind, and hence with the purpose a person may have in word and
deed. A person may mean something by an intentional gesture, wink
or grimace. One may mean something by an agreed sign or icon (a
chalk mark, a repositioning of an object, etc.). A speaker means such-
and-such by an expression he uses (by “You there!” he meant Jill, by
‘the Canterbury Quad’ he meant the back quadrangle at St John’s
College, Oxford and by ‘Let’s have a pre-prandial drink’ he meant:
Let’s have an aperitif before lunch). We explain what a speaker meant
by the sentence he uttered by paraphrasing it (perhaps spelling out
any anaphoric references and indexicals). We may further explain
what he meant by what he said by elaborating the implications he
had in mind. We also speak of what someone meant (intended) to
say, but didn’t. But if he said what he meant to say, we may add that
he also meant what he said, that is, that he was serious, and not
jesting.

Note that the meaning of a sentence cannot be
It is not the meaning trye or false. It is what is said by the use of a
of a sentence that is . .
true o false, but sentence — that is, the statement or assertion
what is said by using Made — that can be true or false. One cannot sen-
the sentence sibly say that the meaning of the sentence ‘Schnee

ist weiss’ is true. It is the statement made by utter-
ing that sentence, namely the statement that snow is white, that is
true. It is equally mistaken to suppose that an assertoric utterance
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means the state of affairs that it presents. Neither the sentence ‘It is
raining’ nor its utterance means that it is raining. The sentence ‘It is
raining’ means the same as ‘Es regnet’, ‘Il pleut’ or ‘Rain is falling’.
What may mean that it is raining is the drumming sound on the
window panes. And, of course, what the speaker means by his utter-
ance of the sentence ‘Es regnet’ is that it is raining — that’s what he
said, and he means exactly what he said (no jokes or litotes).

Our first concern is with speaker’s meaning.
Although the verb ‘to mean’ has the superficial
appearance of a verb of action or activity-verb, that is deceptive.
To say something and to mean something by what one said is not to
perform two actions, saying and meaning, but only one. (Try doing
what you did when you meant something by your words but without
saying anything!) To remember having meant such-and-such by an
expression is not to remember a further action over and above saying
what one said. Unlike what is signified by typical action- and activity-
verbs, one cannot intend or decide to mean something by a word or
sentence, one cannot be ordered to mean something and then agree
or refuse to mean what one was ordered to mean, one cannot try to
mean something by a word and then succeed or fail. There is no such
thing as beginning to mean something, being interrupted in the middle
of meaning it and later to resume meaning it. One may say something
quickly or slowly, but there is no such thing as meaning something
quickly or slowly. One may forget to mention someone, but not to
mean someone. One does not learn how to mean things by the words
one uses, and there is no such thing as being skilled at meaning things.
In short, meaning something by an expression is not accompanying
one’s utterance by a mental act or activity of any kind. In what
follows, we must bear in mind the varieties of speaker’s meaning, and
take care not to confuse what words mean with what speakers mean
by them (see fig. 3.2).

What one can mean by a word is constrained by what
the word means, unless one is operating a code. In
one’s utterance ‘I met him last week’, one may mean
by ‘him’ Tom, Dick or Harry. By ‘Tll see you there’, one may mean
that one will see the addressee at dinner in St John’s, at the British
Museum or in Paris. By ‘T’ll meet you by the bank’ one may mean
Barclays Bank, National Westminster Bank or the bank of the Isis.
And so on. But unless there is a pre-established code, one cannot
mean by ‘I should like a glass of hot water’ that one would like a
glass of cold water (although one may have meant to say that one

Speaker’s meaning

Constraints on
speaker’s meaning
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Meaning something by something

/

Non-lexical act Sign or icon Lexical act
gesture  facial expression uttered word uttered word uttered
in a sentence sentence
implications seriousness

Figure 3.2 Varieties of speaker’s meaning

would like a glass of cold water). One cannot mean by ‘twelve’ thirty-
five or by ‘red’ blue. And so on. For what one means by an expression
is constrained by what the expression means in the language. So it is
mistaken to suppose that it is a mental act or activity of meaning
something by one’s words that projects one’s words onto reality and
thereby makes them represent what they represent. Meaning such-
and-such by one’s words is not a mental act or activity of any kind.
Contrary to what Humpty Dumpty averred, the matter is not just
a question of who is to be master. Rather, as Alice rightly retorted,
the question is whether one can make words mean so many different
things. In fact, it is the conventional meaning of the words that one
uses that is the master. By “There’s glory for you’ one cannot mean
that there’s a nice knock-down argument. In short, what one can
mean by a word one utters presupposes its conventional meaning and
cannot be invoked to explain it.

The young Wittgenstein, and much later Paul
Grice, mistakenly tried to elucidate the generation
of linguistic meaning by reference to speakers’
intentions. Wittgenstein, when writing the Tracta-
tus, thought of mental acts of meaning (‘meinen’)
as the method of projection by which words reach right up to reality
and make contact with their meanings (‘Bedeutungen’). Grice devel-
oped a fully fledged account of linguistic meaning in terms of speak-
ers’ communicative intentions.'’

Attempts to explain
lexical meaning by
speaker’s meaning or
intentions

0 H. P. Grice, Studies in the Way of Words (Harvard University Press, Cambridge,
Mass., 1989), essays 3, 6, 14, 18. I have restricted consideration to the account of
assertoric sentences.
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The thought (implicit in the Tractatus) that mental acts
of meaning something by one’s words are the method
of projection whereby language is connected to reality is defective.
Meaning something by one’s words is not a mental act. What one
can mean by a word or sentence is constrained by what the word or
sentence means, and cannot serve to explain what it means. In general,
meaning something by an expression one uses presupposes that the
expression has the meaning it has, and cannot serve to explain its
meaning, save in cases of ambivalence. What gives the sounds and
signs of a language the meaning they have is the normative practice
of using them.

The Tractatus

According to Grice, the expression ‘in uttering an

Grice’s explanation €

of conventional assertoric sentence “s”,; a speaker. means that p’is
meaning in terms of t0 be analysed thus: the speaker intends his utter-
speaker’s intentions ance of ‘s’ to induce in his addressee the belief that
p by means of the addressee’s recognition of that
intention, and intends the intention recognized to be part of the
addressee’s reason for believing that p."' Consequently, a given sen-
tence ‘s’ non-naturally means what it does (means the same as ‘p’) in
a speaker’s idiolect if and only if in the speaker’s behavioural reper-
toire there is the following procedure: to utter ‘s’ if he intends his
addressee to believe that p. This is duly generalized for a sociolect,
and offered as a reduction of linguistic meaning to speakers’ meaning
something by their words.
3 objections to There are three reasons for rejecting this. First, the
Grice’s explanation communicative intentions suggested are complex.
They involve the intention that one’s utterance of a
sentence ‘s’ should induce the belief that p in the addressee, the inten-
tion that the desired belief be produced as a result of the addressee
is recognizing one’s primary intention in uttering ‘s’, and the intention
that part of the addressee’s reason for believing that p should be his
recognition of one’s intention. But in order to have the intention to
induce in the hearer the belief, for example, that the sun is setting,
by uttering the sentence ‘The sun is setting’, one must already know
what that sentence means. For one intends one’s addressee to under-
stand the words one utters as one understands them oneself. Other-
wise one could not intelligibly be said to intend to induce in him
the belief that the sun is setting by means of his recognizing one’s

"' This schematic account underwent much refinement, which, for present pur-
poses, is irrelevant.
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intention in uttering just those words, and for him to take one’s utter-
ance of those words as part of his reason for believing what one
said.'?

Secondly, this reductive analysis of meaning in terms of speakers’
communication-intentions is flawed by failure to address the question
of the conditions under which it makes sense to ascribe certain inten-
tions to someone. To intend by one’s utterance ‘s’ to induce in an
addressee a belief that p by means of his recognition of one’s intention
to do so, and to intend this to be part of his reason for believing what
one intends him to believe, one must already be a mature language-
user in possession of such concepts as belief, recognition, intention
and reason for belief, as well as the huge range of expressions with
which they are essentially bound up. So the communicative intentions
suggested in order to explain what it is for expressions to have a
meaning already presuppose, and so cannot explain, mastery of
a very sophisticated segment of a language. It requires that one know
what a wide range of words mean. It is not obvious that ‘bootstrap-
ping’ one’s way up from primitive cases can circumvent this
difficulty.’

Thirdly, according to Grice’s account, to mean by one’s utterance
that things are thus-and-so entails intending to induce in one’s
addressee the belief that they are (or the belief that one believes that
they are). But that is mistaken. One may utter the sentence ‘s’ and
mean by it that p, while being absolutely certain that one’s hearer
will not believe that p. Or one may know that he already knows that
p. Or one may be indifferent as to whether he believes thus or not,
caring only to take a stand. What is crucial for communication is not
that the addressee believe what one says in making an assertion by
the use of a declarative sentence, but that he understand what one
said. However, that presupposes the conventional linguistic meaning
of the words one uttered."

12 See B. Rundle, Grammar in Philosophy (Clarendon Press, Oxford, 1979), pp.
406f.

13 As was suggested by P. F. Strawson, ‘Meaning and Truth’, repr. in Logico-
Linguistic Papers (Methuen, London, 1971), p. 174.

" See 1. Rumfitt, ‘Meaning and Understanding’, in F. Jackson, and M. Smith (eds),
The Oxford Handbook of Contemporary Philosophy (Oxford University Press,
Oxford, 2005), pp. 427-53.



Mastery of a Language as the Mark of a Mind 117

5. Understanding and interpreting

Understanding as a It is temp.ting to suppose that un.derstanding an
mental process of  UErance is a mental act or experience. After all,
deriving meanings We typically understand what someone says to us

immediately; and we have all experienced eureka
moments — the flash of understanding as we ‘twig it’ or ‘cotton on’.
It can be made tempting to think that understanding an utterance is
an interpretative process or activity of deriving the meaning of the
utterance from the known meanings of the constituent words and
their mode of combination. According to Dummett, ‘a process of
derivation of some kind is involved in the understanding of a sen-
tence’.”” According to Chomsky, understanding is a computational
process of unconscious inference. For a person to understand a lin-
guistic expression, he contended, ‘the mind/brain must determine its
phonetic form and its words, and then use the principles of universal
grammar and the values of the parameters to project a structured
representation of the expression and determine how its parts are
associated’. The ‘structured representation’, he claimed, is ‘visible to
the mechanisms of the mind’. To be sure,

the computations involved may be fairly intricate . . . But since they
rely on principles of universal grammar that are part of the fixed
structure of the mind/brain, it is fair to suppose that they take place
virtually instantaneously and of course with no conscious awareness
and beyond the level of possible introspection.'®

This conception of understanding the words of another belongs to
the telementational conception of communication (see fig. 3.3). We
saw in the last chapter how it was enshrined in Saussure’s famous
‘speech-circuit’.

Accordingly, what understanding the speech of another must
consist in is interpreting the sounds one hears so that one will come
to understand what thought was being communicated to one. The
sounds have to be translated into ideas, concepts or senses the com-
bination of which corresponds to the message the speaker means to

15 M. A. E. Dummett, ‘What is a Theory of Meaning’, in Mind and Language, ed.
S. Guttenplan (Clarendon Press, Oxford, 1975), p. 112.

¢ N. Chomsky, Language and the Problems of Knowledge, pp. 55, 81, 90, 136.
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transmit to his addressee’s mind. Note that nothing has been said in
this tale about how the speaker understands the words he utters —
how be ‘translates’ his wordless thoughts into words. We shall revert
to this concern below.

hearing vocalization

¢ = concept

s = sound pattern

vocalization hearing

Figure 3.3 Saussure’s second telementational speech-circuit. It should be
noted that, according to Saussure, what occurs in the brain of the speaker is
that ‘facts of consciousness’, which Saussure calls ‘concepts’, are associated

with representations of sound patterns, which then cause phonation.
According to the classical empiricists, ideas were associated with
representations of sound patterns. According to Frege, senses are associated
with representations of sound patterns

Though it is tempting to take understanding to be
: an instantaneous act or a rapid process of interpre-
understanding as a
dispositional, and as FAOON, 1t also seems plausible to take understand-
an occurrent, state NGO beastate The termination of the interpretative
or computational process is not, after all, the ter-
minus of understanding. If T have to interpret an utterance, I don’t
cease to understand it as soon as I have finished interpreting. On the
contrary, understanding seems to be the upshot of coming to under-
stand. So must we not further distinguish understanding, construed
as a dispositional state of the mind/brain (understanding or know-
ing a language),'” from understanding as an occurrent state of the
mind/brain (the upshot of interpreting the speech of another)? It is

Misconceptions of

7" Again, Chomsky may serve as an example: “To know a language, I am assuming,
is to be in a certain mental state, which persists as a relatively steady component of
transitory mental states. What kind of mental state? I assume further that to be in
such a mental state is to have a certain mental structure consisting of a system of
rules and principles that generate and relate mental representations of various types’
(Rules and Representations, p. 48).
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from the latter that behaviour manifesting understanding a particular
utterance flows. For surely we behave in such-and-such ways in
response to the utterances of others because we understand what
they say?

All these categorial classifications are mistaken. Understanding a
language is not a state of the mind/brain, since there is no such thing
as a mind/brain — just as there is no such thing as a sight/eye. Under-
standing a language is a general ability to speak coherently in that
language and to understand the utterances of others. Understanding
a particular utterance is neither a mental act or interpretative process,
nor a mental or neural state. It consists of being able to explain what
the uttered sentence meant and what was said by its utterance, and
to respond cogently to it. The mis-categorization of understanding as
an act, process, disposition or state is anything but a matter of trivial
detail. It misconstrues the concept and distorts the phenomena. That
in turn leads to confused empirical theories of linguistic understand-
ing and language learning.

, Although normally there is no experience of understand-
Experiences . .
of sudden ing when.one understand§ the speech of others, there is
understanding Such a thing as the experience of suddenly understand-

ing an utterance. However, even when one does have
such an Aha-experience, the experience is not the understanding, and
a description of such an experience is not the description of under-
standing. What happens when the penny drops (changes in breathing
rhythm, lighting up of one’s face, feelings of relief) is neither necessary
nor sufficient for understanding. Indeed, the criteria for understand-
ing are not criteria for experiences. And, of course, to understand
what one says oneself, to speak with understanding, is not to have
an experience of any kind.
Although processes of reflection may lead to under-
standing, understanding is not a process. Processes go
on; they take time. They consist of a sequence of events
or actions, sometimes of ordered phases. They are clockable, may
be interrupted, and sometimes can be resumed. Of course, there
are mental processes. Humming a tune softo voce, reciting a poem
to oneself in the imagination, silently counting one’s steps, can be
said to be mental processes."® Understanding another’s utterance, a

Understanding
is not a process

8 But, of course, so can growing up, adjusting to a new country, coming to terms
with the loss of one’s parents, and so forth. The category of mental process is just as
slippery as that of mental state.
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fortiori understanding one’s own words, are not. What one attends
to with understanding may go on for a time, for example, a lecture.
But understanding the lecture is not a process concurrent with hearing
it. One may indeed begin to understand something, just as one may
begin a process. But when one has fully understood, one has not
finished understanding. Processes can be interrupted and often later
resumed. But although what one is listening to may be interrupted,
and one’s listening may be interrupted, one’s understanding of what
one is listening to cannot be interrupted. Of course, there is such a
thing as the dawning of understanding, but the dawning of under-
standing is not the beginning of a process — it marks the terminus of
not understanding an utterance and hence of being able to do those
things that are constitutive of understanding it.
Understanding is not interpreting. First, interpreting
may well be a process or activity one engages in when
one interprets an utterance, but understanding is no
process. One can begin interpreting an utterance, but one cannot
begin understanding it — although one may begin to understand it.
One can be halfway through interpreting an utterance, but not
halfway through understanding it — although one may understand
half of it, or half-understand it. One can break off interpreting an
utterance in the middle and later resume, but one cannot break off
understanding it in the middle and later resume understanding it.
Secondly, if every sentence we heard required an interpretation, and
an interpretation is given by another sentence, then we would never
understand any sentence. Typical utterances in their context need no
interpretation at all, for they are perfectly clear. Thirdly, interpreta-
tion presupposes understanding and cannot explain it. One cannot
interpret a sequence of signs that is opaque to one (e.g. ‘Abo gol tiftu
ineas’), but only ask for it to be translated or deciphered. Then, when
the translation is before one, one may interpret it — if it stands in
need of an interpretation. Interpreting an utterance is clarifying what
it means by giving a perspicuous paraphrase of it. The need for inter-
pretation arises when an utterance is obscure and stands in need of
clarification, or when it may be understood in more ways than one.
A good interpretation is one that makes clear what was meant or that
offers the better way of understanding what was meant.
Understanding is Understgnding the utterance of anothgr is not being
not a mental state 111 any kind of mental state. Why can it seem that it
is? First, understanding a sentence seems to be the
reservoir from which behaviour manifesting understanding flows. For

Understanding is
not interpreting
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surely, it is because one understood what was said that one proceeded
to act intelligently on it. But this is confused. Linguistic understanding
is a complex of abilities, and to be able to . . . is a power not a state.
The behaviour that exhibits understanding is constitutive evidence
for possession of a certain array of abilities, not for being in a state
of mind. To say that one acted as one did because one understood
what was said is akin to saying that one solved the problem because
one had the skill. One may insist that understanding must have a
vehicle, but the vehicle of an ability is not the ability.

A second reason for thinking that understanding is a state is that

the verb ‘to understand’ is a static verb."” Philosophers are prone to
justify their classification of mental attributes by reference to syntacti-
cal categories. But, as will be shown in chapter 4, our concept of a
state is 7ot a syntactical category. Moreover, our concept of a mental
state (e.g. of feeling angry, of being in pain, of concentrating hard,
of feeling cheerful) is characterized by the peculiar forms of duration
and degree that are ascribable to mental states. These cannot be
ascribed to understanding.
Materialists may hold that understanding is a state of
the brain from which behaviour exhibiting under-
standing flows. But that too is wrong. For if it were
so, then one criterion of understanding would be the persistence of
that neural state. But, as we have seen, we do not grant that someone
may understand an utterance despite the fact that given an opportu-
nity, and being in command of his faculties, he cannot say what it
means and cannot respond to it with understanding. Conversely, if
someone manifests understanding in his behaviour, then no matter
what the state of his brain, he understands. No doubt complex neural
connections have to persist if a person is to be able to do those things
characteristic of understanding. But these are not the understanding,
just as the neural connections that make it possible for someone to
be able to ride a bicycle are not the ability to cycle.

Understanding is
not a brain state

6. Meaning and use

It has been characteristic of philosophical seman-

Meaning and truth =,
tics over the last half a century to focus on the

' The syntactical category of static verbs is characterized by (i) lack of progressive
form, (ii) lack of imperative form, (iii) absence of pseudo-cleft sentences with a Do
pro-form (‘what he did was to V’).
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connection between meaning and truth, arguing that the meaning
of a sentence is given by specification of its truth-conditions and
that the meaning of a word consists in its contribution to the
determination of the truth-conditions of any sentence in which it
may occur. This assigns analytic priority to truth and to declarative
sentences — and hence to representation and description. It is note-
worthy that the inspiration for truth-oriented calculus theories of
meaning did not arise from reflection upon the roles of the con-
cepts of word-, sentence- and utterance-meaning and their mani-
fold connections within the web of words associated with linguistic
meaning in our conceptual scheme. Nor was our ordinary con-
cept of explaining the meaning of a word, sentence or utterance
explored. It was taken for granted that specification of truth-
conditions counts as an explanation of meaning. But this requires
investigation.
The insbirati The inspiration for the idea of a theory of meaning
e inspiration for .
truth-theoretic for a natural language lay in the systems of math-
explanations of ematical logic invented for the purpose of the
meaning logicist project of reducing arithmetic to pure
logic. A driving force behind subsequent reflec-
tions upon theories of meaning in the 1960s was the perceived need
to answer the question of how we can understand sentences we have
never heard before (see section 7). This truth-theoretic route is not
the connective-analytic route followed here. I shall not give any ana-
lytic priority to the connection between meaning and truth. Instead,
I shall describe the warp and weft of meaning, explanation of meaning
and understanding.
There are many aspects of language and linguistic
meaning that give rise to conceptual confusion.
Conceptual confusion results from unclarity about
the use, and from the misuse, of the problematic words at hand — in
the current instance words such as ‘meaning’, ‘having meaning’,
‘having a meaning’, ‘meaningless’, ‘meaning the same as’, ‘meaning
something different from” and so forth. To clarify conceptual prob-
lems in this domain, what is needed is not a compositional theory
of meaning that will deliver for any well-formed sentence of the
language a specification of its meaning in the form of a statement
of its truth-conditions. What is needed is an overview of the con-
ceptual field of semantic discourse. For what has to be brought into
view is the web of connections between the concept of meaning and

Meaning and
connective analysis
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related concepts.”’ When this has been done, we shall see whether
any deductive, axiomatic, theory of meaning is necessary or even
possible.

The concept of word-meaning is linked to a group of adjacent
notions: to what a word applies to, to what it signifies, to what it
names, to what it stands for, to what it refers to and to what it is a
word for. There can be no presumption that these are the same. Each
requires separate scrutiny. This will not be done here.

We distinguish, with respect to words in a language,
e e betwgen those that have meani.ng and'those that are
weither inside noy  Meaningless — such as ‘Hey diddle diddle’ or ‘Fee-
outside the bead ~ f-fo-fum’. Among words that have meaning, we

can distinguish those that have meaning, but do not
have a meaning (like ‘Tallyho’ or ‘Hello’), and those that have a
meaning. The phrase ‘having a meaning’ can be misleading inasmuch
as it invites reification. It has led some theorists of language (e.g.
Dummett) to speak of attaching a meaning to a word, of the meaning
of a sentence being composed of the meanings of its constituent
words, of meanings being inside or outside the head (Putnam). This
should be avoided. We must bear in mind the fact that the question
‘What is the meaning of “W’?” means the same as ‘What does “W”
mean?’, and neither involve a relative Wh-pronoun, but an interroga-
tive one. It is a request for an explanation of what “W’ means — not
an explanation of what ‘the-meaning-of-“W?” signifies. It is answered
by giving an explanation — not by identifying a meaning. It is more
akin to ‘“What is the purchasing power of that coin?’ than to ‘What
did you buy with that coin?’.
The notion of the meaning of a word or phrase is
linked to that of an explanation of meaning. For the
meaning of a word (or phrase) is given by an expla-
nation of what it means. Explanations of meaning
may take many different forms. The one that has most attracted
philosophers ever since Socrates is analytic definition, in which the
necessary and sufficient conditions for the application of a word are
spelled out (and hence too, the essence of what is signified). The most
familiar kind of analytic definition is by genus and differentia. But

Meanings are not

Meaning is given
by an explanation
of meaning

20 See B. Rundle, ‘Meaning and Understanding’, in H.-]. Glock (ed.), Wittgenstein:
A Critical Reader (Blackwell, Oxford, 2001), and Wittgenstein and Contemporary
Philosophy of Language (Blackwell, Oxford, 1990), ch. 1.
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there are yet other kinds, such as contextual definition, recursive
definition and so forth. A quite different form of explanation of
meaning is ostensive definition or explanation. The most familiar
kind of ostensive definition involves the use of an ostensive gesture
and a sample, as in explanations of colour-names, names of lengths
or weights. But there are yet other kinds, such as explanations of
names of tastes and smells (no ostensive gesture) or names of direc-
tions of the compass (no sample). Requests for explanations of
word-meaning typically arise with respect to a particular phrasal or
sentential context. So it is unsurprising that a common form of expla-
nation of what a word means is by phrasal or sentential paraphrase.
An alternative is contrastive paraphrase. Some words (family-
resemblance terms) are explained by means of a series of examples
together with a similarity-rider: these, and other things like these, are
Ws (or are called “Ws’). And so on.

, Explanations of what words mean are not akin to expla-
Explanations . .. .
of meaning ~ DATIONs of empirical phenomena. They are normative,
are normative for they provide standards (norms) for the correct use

of the word they explain. ‘A vixen’, we may explain, ‘is
a female fox?! — so any animal that is a female fox is correctly
described as a vixen. ‘This &= B colour is black,” we may explain,
‘so anything that is this &= B colour is correctly characterized as
being black.” Explanations of meaning are, in a perfectly ordinary
and down-to-earth sense, rules for the use of the words they explain.
They explain how the word or phrase is to be used, and hence, of
course, how it is generally used. It is important to bear in mind that
explanations are typically called for when there is a failure of under-
standing or a misunderstanding. An explanation is adequate if it
averts some misunderstanding and enables the questioner to go on
to use the word correctly. It is not required of an explanation of
meaning that it specify for every possible object in every possible
circumstance whether the word applies to it or not. That Fregean
demand for determinacy of sense is incoherent.? For it seeks to elimi-

2! This is no less an explanation of what the word ‘vixen’ means than ‘The word
“vixen” means a female fox’, or ‘“Vixen” and “female fox” mean the same’.

22 See Frege, The Basic Laws of Arithmetic, vol. i, §56. For criticism, see Wittgen-
stein, Philosophical Investigations, §§71, 80, 84-7; for interpretation, see G. P. Baker
and P. M. S. Hacker, Wittgenstein: Understanding and Meaning, vol. 1 of An Analytic
Commentary on the Philosophical Investigations, part 2, Exegesis, §§1-184, 2nd,
rev. edn (Wiley-Blackwell, Oxford, 2009).
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nate not merely vagueness, but the very possibility of vagueness. This
presupposes that there is such thing as circumscribing all possible
circumstances. But there is no such thing. The assertion that vague
concepts are unsuitable for the purposes of logic is one (debatable)
thing; the Fregean suggestion that there are no vague concepts is
another. It is an unwarranted stipulation rooted in the misguided idea
that concepts are functions, coupled with the idea that a function
must be defined for every admissible argument. Moreover, the idea
that vague concepts are intrinsically defective is itself miscon-
ceived — for often that is just what is needed. (As Wittgenstein ironi-
cally remarked, ‘I asked him for a bread-knife and he gives me a
razor-blade because it is sharper!’)

The concept of a rule for the use of a word, given
Explanations of by an explanation of meaning, is in turn linked to
meaning are rules; o concept of a practice. For a rule is internally
the concepts of a ..
rule and of a related to those acts that count as being in accord-
practice are linked ance with it. The rule to do so-and-so in such-and-

such circumstances is the rule that is complied with
by doing so-and-so in those circumstances. But this internal relation
is not forged in nature. It forged by the practice of going by the rule.
That the signpost T (which for present purposes may be considered
a guiding rule) means “Turn right!’, that the traffic sign © means
‘Stop’ is determined by the practice of its use. Turning right is what
we call “following the signpost’; and stopping at the sign © is what
we call ‘complying with the stop-sign’. Rules are alive only in prac-
tices, in the context of the activities of being guided by them, of
justifying or being willing to justify what is done by reference to them,
of correcting and criticizing or being willing to criticize deviant
behaviour by reference to them and so forth. (This is but one of many
reasons why linguists’ and neuroscientists’ talk of there being rules
in the brain is incoherent.)
Explanations of meaning are given in words, gestures
and samples — all of which belong (in so far as they
are so used) to the means of representation, not to
what is represented. Despite the deceptive appearance
of ostensive definitions (e.g. in pointing at samples), of family-
resemblance explanations in terms of a series of examples plus a
similarity-rider, and despite the relatively recent conventions about
the use of quotation marks apparently indicative of metalinguistic
descent connecting words and world, explanations of meaning remain
within language. We explain what words, phrases and sentences mean

Explanations of
meaning remain
within language
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by other words, phrases and sentences (as well as samples and ges-
tures). The explanations we give are not descriptions of how things
are, but expressions of rules for the use of the expression explained.
It is an illusion that we must ‘exit’ from language in order to correlate
words with the things that are their meanings. For things aren’t mean-
ings of words despite the fact that they are sometimes pointed at in
explaining what a certain word means. The meanings of words are
no more correlated with words than uses are correlated with tools.
It was Wittgenstein who drew our attention to the
link between the concept of the meaning of a word
and the concept of the use of a word. For a large class of cases, he
wrote, though not for all, we can explain the phrase ‘the meaning of
a word’ as having the same meaning as ‘the use of the word’.”® To
ask what a word means is to ask how it is (to be) used. To explain
what it means is to explain how it is (to be) used. To know what it
means is to know how it is (to be) used. Once one has been reminded
of this nexus between meaning and use, it becomes clear that much
theoretical talk of meanings is misconceived — for example, that the
meanings of words are ideas in the mind (British empiricists), or that
they are objects, properties and relations in the world (Tractatus on
the meaning of names), or that they are abstract entities that the mind
can mysteriously ‘grasp’ (Frege on ‘senses’ of words). What a word
means, how it is used, is not a kind of thing. Meanings are not
attached to words, and they are not constituents of thoughts, proposi-
tions or meanings of sentences. The concept of the meaning of a word
is at home in requests for explanations of word-meaning, in state-
ments that such-and-such an expression is meaningless (e.g. ‘Fee-fi-
fo-fum’, ‘round square’ or ‘transparent white glass’), or that this
expression means the same as, or means something different from,
that one. So the concept of word-meaning is bound up with the con-
cepts of sameness and difference of meaning, with ambiguity and
polysemy. One should note that lexical synonymy is not an all-or-
nothing, context-free business. One expression may mean the same
as another in one sentential context, but not in a different one. Ambi-
guity or polysemy of type-sentence (both lexical and syntactic) com-
monly disappears in context of use — ambiguity is not as ubiquitous
in the actual use of language as some linguists have suggested.

Meaning and use

% Wittgenstein, Philosophical Investigations, §43. For reflections on the exceptions
that he may have had in mind, see G. P. Baker and P. M. S. Hacker, Wittgenstein:
Understanding and Meaning, part 1: Essays, pp. 152-8, and part 2: Exegesis, §43.
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Explanations of meaning, we have noted, are in effect
rules for the use of the explananda. But many of the
rules for the use of a given word are taken for granted
in explanations of meaning inasmuch as the general
category of the explanandum is understood. Someone who asks what
colour eau de nil is already knows that what it is predicable of is
extended (or just a flash of coloured light) and is detectable by sight,
that being that colour all over excludes being any other colour all
over at the same time, that eau de nil admits of different intensities,
that it may be matt or glossy and so on. These features are partly
constitutive of the concept of colour. These statements are in effect
expressions of a range of rules for the use of colour-words — for they
determine what it makes sense to say in using colour-words (and also
what makes no sense). So if one knows that ‘eau de nil’ is a colour-
word but not which colour it signifies, one at any rate knows its
location in the web of words. This is why Wittgenstein remarked that
the meaning of a word is ‘its place in grammar’.** And, of course,
that is why so much philosophical (conceptual) clarification involves
reminding us of different strands and nodes in the network of con-
ceptually associated words.
The concept of word-meaning is linked in various dif-
' ferent ways with such concepts as grounds of applica-
meaning, . Lo . . . S .
grounds, criteria 1O criteria and verlﬁcatlgn. The logical positivists in
and verification the interwar years were mistaken to advance the prin-
ciple that the meaning of a sentence is given by its
verification conditions. Nevertheless, it would be a serious error to
overlook the manifold conceptual connections between meaning,
grounds of application, criteria and verification. To be sure, many
predicates are applied to a subject without any grounds of application
at all. (One does not say that one is in pain on the basis of any evi-
dence; one does not judge something to be red on any grounds — one
does not need grounds, one can see that it is red; and one does not
have evidence for judging 25* to be 625 — a calculation is not evi-
dence; and so on.) Nevertheless, there are many expressions that are

The meaning of a
word is its place
in grammar

Links between

2 Wittgenstein, Philosophical Investigations, §§29-31; cp. Philosophical Grammar,
section 8, entitled “Meaning, the position of the word in grammatical space’. This is
not to say that words that belong to a given category have exactly the same grammar.
The lights may flash red, green, white but not black; one can divide the playground
into four or three or two parts, but not into one part. Nevertheless, the category
(number, colour) gives one the location of a word in the web of words.



128 Mastery of a Language as the Mark of a Mind

applied on grounds, that have criteria for their application and that
are conceptually bound up with the manner in which the correctness
of their application is verified. The word ‘pain’ does not mean pain-
behaviour. We can typically recognize people to be in pain without
making any inference from evidence — we can see the pain on their
face. Nevertheless, someone who has nof grasped that such-and-such
behaviour is a justifying criterion for ascribing pain to another person
has not grasped the concept of pain, and does not know how to use
it. Someone who has no idea how to measure with a ruler cannot
know what the words ‘1 inch’ and ‘1 foot’ mean, even if he knows
that one foot is twelve inches. Someone who has not grasped that the
ability to perform some act is verified by the subject’s doing it or
doing it recurrently in appropriate circumstances, does not under-
stand what the word ‘ability’ means. And so on. The manner in which
the application of a word is verified is sometimes partly constitutive
of its meaning. So too are the constitutive grounds (criteria) for its
application.

Of course, we speak not only of the meaning of a word
in a given language, but also of the concept expressed by
a word. What is the relationship between them? And why
do we need to have both notions? Our need for the idea of having a
concept arises primarily in order to be able to speak of speakers’
linguistic powers independently of alluding to any particular lan-
guage in which those powers are exhibited. They may be common to
speakers of different languages. Our need for the idea of a concept
arises primarily in order for us to be able to speak of the logical
powers of expressions. The notion of a concept is bound up with that
of the inferential powers associated with more or less synonymous
expressions in sentences in the same or in different languages. ‘Square’
means the same as ‘equilateral rectangle’, and expresses the same
concept. ‘Red’ means the same as ‘rot’, ‘rouge’, and ‘rosso’. These
are different words in different languages. They all have the same
meaning, and express the same concept. But the meaning of the word
‘red’ is not the concept of redness (or the concept of being red). Words
have a meaning, and express concepts. Objects fall under concepts,
but not under meanings. What a word ‘W’ in a given language means
is by definition a language-relative enquiry. But the concept of W is
what is common to expressions that are more or less synonymous
with “W’. To possess a concept is to be master of the technique of
using of some word or phrase expressing that concept (but one does
not possess the meanings of words — one knows them). To possess

Concept and
meaning
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the concept of red, for example, is not the same as knowing the
meaning of ‘red’ in English, since knowing the meaning of ‘rosso’ in
Italian, or the meaning of ‘rot” in German, are also sufficient for pos-
sessing the concept of red. Concept-possession inherits the normativ-
ity associated with linguistic meaning. There can be abuses and
misuses of concepts, as there can be of words. However, it is cut free
from dependence upon a particular language — as long as the concept
possessed by a person is one that is expressed by some expression or
combination of expressions in a language he has mastered.
To possess a concept is to possess a linguistic
ability. Possession of a mere recognitional ability is
never sufficient for ascribing mastery of a concept
to a being. That a bird can be trained to peck at
red buttons (or red things in general) and not at things that are not
red does not show that it has the concept of redness. What is required
is a grasp of the conceptual links embedded in the grammar (the rules
for the use) of the relevant concept-word or phrase. Furthermore,
possession of a recognitional ability is commonly not even necessary
for possession of a concept. Mastery of colour concepts does indeed
require recognitional abilities, but to possess the concept of being old
it is not necessary that one be able to recognize a rock from the pre-
Cambrian era or an Old Master painting (as opposed to a new
reproduction), any more than grasp of the concept of a fake requires
one to be able to recognize fake paintings.
Concepts are not Nev.erthel.egs., concepts are not .lingui.stic abilities.
linguistic abiliies Unlike abilities, concepts are applied to items that fall
under them, have an extension, are instantiated by
objects they subsume, are introduced by definition or explanation of
word-meaning. One might say that to know the meaning of a word
‘W’ is akin to knowing the powers of a chess-piece with a certain
shape and colour. To possess the concept of a W is then akin to
knowing the powers of a given chess-piece, irrespective of its shape
or colour. The meaning of a word is its use in the language to which
it belongs. To know what a word means in one’s own language is to
have mastered its use. To possess the concept expressed by a word
is to have mastered the technique of use that is common to all
expressions, in the same or different languages, that have the same
meaning — that have the relevantly equivalent use.
Words are not only meaningful, have a meaning and
express concepts, they also have a point. It always
makes sense to ask of a given word (and so too of

Recognitional ability
is insufficient for
concept-possession

The point and
purpose of a word
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the concept it expresses) what its point is, what purpose it fulfils in
our talk and thought. For philosophical clarification, this question is
often important. Its answer makes clear what needs called forth the
concept thus expressed. So it makes clear crucial features of the role
of the problematic expression in the lives of members of the linguistic
community in question. For our concepts lay down paths for our
thought, determine transitions of thought and mould our behaviour.
If we are puzzled, as we are, by the concept of knowledge, it is
helpful — as we shall see in chapter 4 — to ask what the point of the
concept of knowledge is, why we have an expression in our language
which has these very peculiar features, what needs it meets. If we
labour under the illusion that arithmetic is the science of numbers
— a description of timeless truths about a domain of abstract objects,
it is helpful to reflect on the point of number-words and concepts of
number, and of their role in a numerate culture.

We have focused thus far on the notion of word-meaning,
while conceding that words fulfil their role (primarily) in
sentences, since the sentence (including the one-word sen-
tence) is, for the most part, the minimal unit for the performance of
acts of speech. It has been customary, over the last decades, to aver
that words have a meaning only in the context of a sentence,” that
the meaning of a sentence is given by specification of its truth-
conditions, and hence that the meaning of a word is its contribution
to the determination of the truth-conditions of any sentence in which
it occurs. This is not the place to confront truth-conditional seman-
tics. All T wish to do is to suggest qualms, and point out that there
is no need, for someone who is puzzled about one aspect or another
of word-, sentence-, and utterance-meaning, to go down this route.

It is not true that words have a meaning only in the
context of a sentence. They do not lose their meaning
when they occur in lists (e.g. of words beginning with
Z, of synonyms, of antonyms, of shopping, of animal names), in
crossword puzzles, in word games (Scrabble), on labels (on bottles,

The context
principle

Falsity of the
context-principle

% For an examination of the history of this polysemic Fregean dictum and an
investigation into the various ways in which it has been understood, see Baker and
Hacker, ‘Contextual dicta and contextual principles’, in Wittgenstein: Understanding
and Meaning, part 1: Essays, pp. 159-88. See also H.-J. Glock, ‘All Kinds of Non-
sense’, in E. Ammereller and E. Fischer (eds), Wittgenstein at Work (Routledge,
London 2004), pp. 221-45.
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clothes, tools, wine decanters) or on notices (on houses, shops, pubs,
street signs).
The sentence is not 1t is not true that only by the use of a sentence
the minimum unit  (including one-word sentences) can one perform an
for a speech-act  gct of speech. Exceptions are expletives, many greet-
ings and various forms of exclamation.*
It is not true that the meaning of a sentence is given
§ reasons why the by specifying its truth-conditions. The concept of
meaning of a the meaning of an empirical, assertoric, utterance
sentence is not given | | .
by truth-conditions 15 indeed bound up with the concept of truth. For
to understand what was said by the use of such
a sentence is to know what is the case if what was said is true
and what is the case if it is false. But the concept of truth does not
give one any purchase on the concepts of word-, sentence-, and
utterance-meaning.

(i) Sentences have a meaning, but they are not bearers of truth-
values. So they cannot be said to have truth-conditions. It is what is
said by the use of appropriate declarative sentences, the statement
made or proposition expressed, that can be true or false.

(ii) The interrogative and imperative discourse forms are defeasible
markers of questioning and ordering (requesting, etc.). What is
expressed by their use (questions and orders) bears no truth-values.
Nor does any proper part of them. But the words that occur in them
have exactly the same meaning as they do in declarative sentences
being used to assert something to be the case.”’

(iii) Explicit performative sentences such as ‘I promise to go to the
lawyer with you’ are not used to make a true or false assertion at all
(in this case, it is used to make a promise, and a promise is neither

%6 For an amusing example, see Leo Rosten’s description, in The Joys of Yiddish
(Penguin, Harmondsworth, 1968), of the manifold speech-acts that can be performed
by the utterance of ‘Oy’, ‘Oy yoi’ and ‘Oy yoi yoi’ in Yiddish.

27 Of course, with ingenuity things can be gerrymandered. Sentence-questions (but
not Wh-questions) can be represented in the form ‘Is it the case // that p?’, imperatives
can be recast in the form ‘Make it the case // that p!’, just as declarative sentences
can be rephrased in the form ‘It is the case // that p’. This is alleged to show that
every sentence, no matter whether declarative, interrogative or imperative, has, on
analysis (in its depth-grammar) a truth-value bearing element, ‘that p’. So the words
that occur in sentence-questions and imperative sentences do after all have a meaning
that consists in their contribution to the truth-conditions of the sentences in which
they occur. The possibility of such general paraphrase can, but need not, be contested.
What is questionable is whether this mapping of one form of representation onto
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true nor false). But the words in an explicit performative use of a
sentence have the same meaning as they do in the corresponding
third-person or past-tense declarative sentence used assertorically.
(iv) The very concept of a truth-condition is problematic. If the
truth-condition of a conjunction ‘p & ¢’ is that both conjuncts be
true, then a truth-condition is a condition that the complex (molecu-
lar) sentence must satisfy in order to be true.”® It is a condition on
the sentence.”” And, of course, it presupposes that the meanings of
the constituent conjuncts is given (otherwise they could not be said
to be true or false). But the modern post-Tarskian idea of a truth-
condition is held to apply to elementary sentences too, in the form
of a so-called T-sentence: ‘p’ is true if and only if p’. But this is no
longer a condition on the sentence, for its being the case that p is not
a condition that the sentence can intelligibly be said to satisfy. (One
cannot say that the condition which the sentence ‘Snow is white’ must
satisfy in order for it to be true is that snow be white.) It is a circum-
stance in the domain of what is represented (‘the world’). Hence the
alleged truth-condition of an elementary proposition is unlike that of
molecular propositions such as ‘p & ¢°, p D ¢q’, ‘v v q’, where the
truth-conditions are conditions the constituent elementary proposi-
tions have to satisfy. So advocates of truth-conditional accounts
of meaning must decide which claim they are advancing — that the
meaning of a sentence is given by specifying the condition that
the sentence must satisfy to be true, or that the meaning of a sentence
is given by specifying how things must be in reality for the sentence
to be true. In the former case, one might say that the meaning of the
molecular sentence is indeed explained, on the assumption that the

another shows what it is meant to show. After all, by parity of reasoning, every
declarative sentence contains a question (Wittgenstein: Philosophical Investigations,
§22), since it can be represented as a question plus an affirmation: ‘It is raining’ = ‘Is
it raining? Yes.” But that is no reason for claiming that declarative sentences are, on
analysis (in their depth-grammar), really questions. For detailed discussion of the
sense/force distinction required for truth-conditional semantics, see G. P. Baker and
P. M. S. Hacker, Language, Sense and Nonsense (Blackwell, Oxford, 1984), chs 2-3.

28 For ease of exposition, I disregard point (i) above. But one could just as well say
that it is a condition on the proposition expressed by the sentence on an occasion of
its use.

2 This is patent in Frege’s Basic Laws of Arithmetic, vol. 1, §§31-2, and in the
Tractatus.
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constituent sentences have a meaning and a truth-value. (In effect all
that has been explained is the meaning, the use, of the truth-functional
connective involved.) In the latter case, it is not at all clear that an
explanation of the meaning of the sentence is being offered at all. For
what is being given is an explanation of what it is for the sentence
(or proposition it expresses) to be true, namely that things be as
it describes them as being (i.e. ‘It is true that p if and only if p’).
But that presupposes, and does not explain, the meaning of the
sentence.

(v) It seems patent that outside philosophy, we do not (and indeed
could not) explain the meaning of sentences in terms of something
called their truth-conditions. ‘Species become differentiated by natu-
ral selection’, “The Second World War was caused by the Versailles
Treaty’, ‘It is debatable whether Hamlet can be said to be suffering
from an Oedipal complex’ are sentences which one may well not
understand. But one’s understanding is not going to be furthered by
specification of truth-conditions, but by quite different kinds of
explanations of meaning.

It is not true that the meaning of a word is given by
The meaning of @ specifying its contribution to the determination of
word is not s the truth-conditions of any sentence in which it may
contribution to the . .
truth-conditions of 0ccur. It is, of course, true that the meaning of
a sentence a sentence (declarative, interrogative or imperative)

depends upon what its constituent words mean.
That does not mean that it is literally a function of the meanings of
its constituent words and their mode of combination — that one can
calculate the meaning of the sentence from the meanings of the
words. What the constituent words in a sentence mean is given by
contextual explanations of meaning, not by reference to truth-
condition determination. Such explanations may take very varied
forms (ostensive explanation, paraphrase, contrastive paraphrase,
explanation by examples) tailored to the sentential context of the
word and circumstantial context of the utterance, and to the misun-
derstanding or failure of understanding in question. Given the
meaning of a word in an utterance, and if necessary, what is meant
by its use in that utterance, then one can go on to specify what must
be the case for the declarative sentence in which the word occurs
to be used to say something true. But that is not an explanation of
the conditions under which what is said is true, it is an explanation
of what it is for it to be true. (Eating the right food and taking exercise
are conditions one must fulfil in order to be healthy, but being in
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good health is not a condition for being healthy — it is what it is for
a creature to be healthy.)

It should be noted that what a sentence means, what
Sentence-meaning, .

> the utterance of the sentence on an occasion means
utterance-meaning . ; . :
and what is meane A0d what is meant by its use on a given occasion

need not be the same. This is obvious in the case of

type-sentences containing proper names and indexicals. ‘Jack went
from here to there’ has, in one sense, a uniform meaning that is
understood by any English speaker. It is equally obvious in the case
of sentences that display syntactic ambiguity, such as “They are flying
planes’. To know what the utterance of a sentence means on a given
occasion depends on disambiguating both lexical and syntactical
ambiguities, and elucidating the references of indexicals and names.

Place of a word in life

Practice of using a word I Point of a word

Use of a word

Grounds of application, What is meant by the use of
criteria I a word in an utterance
Explanation B8 MEANING OF A WORD Tl Understanding a word,
what a word knowing what it means,
means l being able to use it

Rule for the use of a word

Explanation Concept expressed by
of a concept a word

Place of a word in the web of words
Figure 3.4 Salient nodes in the web of the concept of word-meaning

But it may still be unclear what the speaker was doing in uttering the
sentence — and, in one perfectly decent sense of ‘understanding what
was said’, one will not have fully understood what was said unless
one grasps what was done by saying it. To bring sentence-meaning
into connection with what the speaker meant, not only by what he
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said but also by saying what he said, one needs to grasp the contex-
tual implications of his saying what he did.

Figure 3.4 sketches the major nodes in the network of concepts
interwoven with the concept of the meaning of a word.
A final point: the concept of meaning that we employ
in talking about words, sentences and utterances
is not a refined, precise, technical term of a science.
It is a common or garden, unrefined and by no
means precise, non-technical term of humdrum talk of words and
utterances.

‘Meaning’ is not a
refined technical
term of a science

e The meaning of a word is its use in the language.

® The meaning of a word is given by an explanation of what
it means.

® An explanation of meaning is a rule for the use of the word.

e The meaning of a word (or phrase) is what is known (or
understood) when one knows (or understands) what the
word (or phrase) means.

e The meaning of a word is its place in the web of words.

e Knowing what a word means is being able to use it in
accordance with accepted explanations of what it means, i.e.
in accordance with rules for its use.

List 3.1 Strands in the conceptual network of word-meaning

What belongs to meaning and what does not is not always clear
or determined (is it part of the meaning of the word ‘cat’ that cats
don’t grow on trees?). What counts as the same meaning and what
as a difference in meaning is often indeterminate, calling for a
decision rather than an investigation (does ‘however’ mean the
same as ‘but’?). Although it is illuminating to be reminded of the
nexus of meaning and use, it is obvious that not every difference
in use is a difference in meaning. The difference has to be a signifi-
cant one, and what counts as significant is both indeterminate and
context-relative.

List 3.1 shows the primary conceptual links that we have
surveyed.
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These are not axioms or principles of a theory. They
are conceptual truisms that Wittgenstein brought into
view to contribute to the logical geography of the
concept of word-meaning. They serve to dispel illu-
sions and confusions, for example, that meanings are kinds of things;
that words are attached to meanings; that meanings can combine
together to form thoughts or propositions; that propositions consist
of word-meanings (that thoughts consist of senses, and judgements
of concepts); that the meaning of a word is its contribution to the
truth-conditions of any sentence in which it occurs; that meanings of
words can be stored in neural modules in the brain and associated
with words (also stored in the brain in a separate module) to form a
mental lexicon (Treisman, Levelt, Coltheart); and so on.

Description of
conceptual links
is not a theory

7. The dialectic of understanding: the ‘mystery’ of
understanding new sentences

Our overview of the conceptual field of meaning will
help us to find our way through one of the great
confusions at the heart of philosophy of language
and linguistic theory. Since the 1960s, philosophers
and linguists have taken the fact that we can understand sentences
we have never heard before to be the master-problem of linguistic
studies.” It was conceived to have deep implications about the nature
of the mind, the brain and even the human genome. ‘Empirical lin-
guistics’, it was said, ‘takes the most general problem of the study of
language to be that of accounting for the fluent speaker’s ability to
produce freely and understand readily all the utterances of his lan-
guage, including wholly novel ones’.’! The question of how ‘finite

The alleged
master-problem of
linguistic theory

** The point was first made in print by Wittgenstein in 1921 in the Tractatus
4.02-4.03 (derived from his ‘Notes on Logic’ of 1913), followed by Frege’s discussion
of ‘thought-building blocks’ in his 1923 article ‘Compound Thoughts’ (Collected
Papers (Blackwell, Oxford, 1984), p. 390; it appears in Frege’s Nachlass in his 1914
‘Logic in Mathematics’, Posthumous Writings (Blackwell, Oxford, 1979), p. 225,
after lengthy conversations with the young Wittgenstein in December 1913). It was
given prominence by Chomsky in the 1950s and later, and by Dummett and Davidson
in the 1960s and 1970s. It is not a coincidence that the idea does not even surface in
Wittgenstein’s later writings.

31 J. Fodor and J. J. Katz, “‘What’s Wrong with the Philosophy of Language?’, in
C. Lyas (ed.), Philosophy and Linguistics (Macmillan, London, 1971), p. 281.
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minds’ can grasp an ‘infinity of sentences’ became the drive shaft of
theoretical linguistics.

The received It was widely held that the only way in which
explanation of the  the ability to understand new sentences could be
ability to understand explained was by reference to speakers’ cognizing
new sentences the depth-grammar for the language and calculat-
ing the meanings of sentences from the meanings of their constituents
and their depth-grammatical mode of combination.** Philosophers of
language took much the same route.

The fact that anyone who has a mastery of any given language is able
to understand an infinity of sentences of that language, an infinity
which is, of course, principally composed of sentences which he has
never heard before . . . can hardly be explained otherwise than by
supposing that each speaker has an implicit grasp of a number of
general principles governing the use in sentences of the words of the
language . . . [A]n explicit statement of those principles an implicit
grasp of which constitutes the mastery of a language would be, pre-
cisely, a complete theory of meaning for the language.*’

Such a theory of meaning was conceived to be a deductive theory
that contains for each sentence of an object-language a theorem that
states its meaning. Each such theorem is derived by canonical proce-
dures from axioms characterizing the elementary constituents of
which the sentences of the object-language are composed. A speaker
was assumed to have tacit knowledge of such a compositional theory,
and was held to ‘derive his understanding of a sentence from the
meanings of the component words’ and to ‘assign interpretations to
sentences on the basis of his knowledge of the meanings of their parts’
(ibid.).

It is common in philosophy for the deepest mistakes to be made
before the answer has even been broached. For the root of the trouble
often lies in the presuppositions of the question. So it is here. This

32 To cognize, Chomsky explained (Rules and Representations, pp. 70, 72, 82f.),
is just the same as to know, except that one need not be able to say what one cognizes,
that one cannot recollect what one cognizes and cannot forget it either, and that one
would not be able to understand what one cognizes if one were told. This leaves the
notion of cognizing wholly indeterminate.

% M. A. E. Dummett, ‘Can Analytic Philosophy be Systematic and Ought It to
Be?’, in Truth and Other Enigmas (Duckworth, London, 1978), p. 451.
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question, which has mesmerized two generations of theoretical lin-
guists and philosophers of language, is misleading. It requires no
answer, just dismantling.
The question ‘How is it possible for finite minds
Presuppositions of ~ to understand a potential infinity of sentences of
the question a language, the vast majority of which are novel?’
presupposes:

(1) That a natural language consists of an infinity of sentences.

(2) That our minds are finite (infinite minds, it was implied, would
have no problem).

(3) That if we understood only sentences we had heard before, the
puzzlement about the possibility of understanding would not
arise.

(4) That knowing what a sentence means or understanding an
utterance-sentence is a distinct piece of propositional knowledge
that has to be separately acquired for each sentence or
utterance.

(5) That understanding (or coming to understand) an utterance is
something that hearers do — that understanding (or coming to
understand) is an act, process or performance of some kind.

The answers to the question, both those given by linguists and
those advanced by philosophers, hold:

(6) That in order for speakers to be able to perform these acts of
understanding, they must have tacit knowledge of a theory
of meaning for their language, or cognize universal grammar
and the depth-grammar of their language, as well as having a
lexicon of their language in the mind/brain.

(7) That the rules of depth-grammar guide speakers and hearers in
their speech and understanding, and determine the meaning of
their utterances.

(8) That understanding the speech of others consists in or results
from computing, calculating or deriving (unconsciously, and as
quick as a flash) the meanings of their utterances from the mean-
ings of the constituent words and their mode of combination.

These presuppositions and principles need challenging.

(1) Is a language a set of sentences? English is no
more a set of sentences than chess is a set of chess
moves or tennis a set of strokes. Chess may allow

A language is not a
set of sentences
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for indefinitely many possible sequences of moves, but it is not itself
any such sequence. No more so is a human language. If a language
is an anything, it is a practice embedded in a culture.

It makes even less sense to suppose that a language consists of an
infinity of sentences.’* No doubt indefinitely many English sentences
can be formulated — but there is no need to drag infinity in, since a
language is not a set of sentences anyway. ‘Infinite sentences’ is a red
herring.

(2) So too is “finite minds’. Is the suggestion that to under-
Do we have . . . . .
finite minds? stand how an infinite mind could understand an.mﬁnlty

of sentences is dead easy? Does the problem arise only
because our minds are finite? What exactly is an infinite mind? Since
to have a mind is to have an intellect and will, perhaps an infinite
mind is a mind that has the intellectual ability to do an infinite
number of things. But if so, then we do have infinite minds! For since
we have learnt to multiply, we have the ability to do 8, multiplica-
tions! Surely this too is a red herring. It makes little sense to speak
of the finitude or infinity of a mind, and to do so engenders unneces-
sary confusion. No doubt, we can understand an indefinite number
of sentences. That suffices for the problem. And it also suffices for
the dissolution of the problem.
(3) The problem concerning understanding new
sentences arose largely as a response to behaviour-
ist linguistic theory. For it was alleged by critics
of behaviourism (such as Chomsky) that behaviourism could not
explain the possibility of understanding sentences one has never
heard before. The assumption was that behaviourist linguistic theory
could explain the possibility of understanding sentences one has
heard before. But that is wrong. Stimulus-response theories are just
as defective with regard to the understanding of familiar sentences as
they are with respect to novel ones. In fact, the criteria of understand-
ing an utterance are the same irrespective of the novelty or familiarity
of the sentence uttered. The criteria encompass three kinds of grounds:
using the sentence cogently in an appropriate context, explaining
what an utterance of it on some occasion means, and acting intelli-
gently in response to what was said by its use. Such behaviour does
not lend itself to stimulus—response analysis. The correct use of a

Novelty of a sentence
is a red herring

** Except in the trivial sense in which one can insert a7y numeral or number-word
into an appropriately formed sentence. But that is obviously not what theorists have
in mind.
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sentence must be relatively stimulus-free to count as a criterion of
understanding at all — otherwise it would be parrot-like repetition
indicative of incomprehension. Correct explanations of the meaning
of an utterance, even if it is of a familiar sentence, may vary from
occasion to occasion. How one explains the meaning of a word that
is a sentence constituent (‘maroon’ for example) may depend on the
range of optional samples in view: a maroon rose, a maroon dress,
a maroon book cover. It also depends upon what the questioner
already knows or understands. Similarly, what counts as an intelligent
response to a familiar utterance depends upon the circumstances. One
may show one’s understanding of the utterance ‘It’s raining’ by not
going out, by going out with a raincoat, by taking an umbrella, by
bringing in the washing from the line, by ringing up a friend to post-
pone a picnic and so on and so forth. If there is a problem about
how it is possible to understand sentences, then it is as much a
problem for familiar sentences as it is for novel ones. In this sense,
novelty is a red herring.
(4) Tt is a consequence of misunderstanding what
Knowing a language \nowing a language consists in that theorists of
is not reducible to . .
propositional meaning presuppose that knowing Whgt a sentence
knowledge of a language means is always a distinct item of
propositional knowledge. They hold that such

knowledge is represented by means of a Tarskian T-sentence. But this
is mistaken. To know what a sentence means is to be able to use it
cogently, to be able to respond to its use intelligently and to be
able to explain what it means in a manner tailored to someone’s
incomprehension in a given context. These abilities are not given
a ‘theoretical representation’ by T-sentences. So the very idea that ‘a
language-machine’, that is, a generative compositional theory of
meaning for a natural language, is a theoretical representation of a
practical ability is wholly misconceived.*

(5) The very question ‘How can one understand sen-

tences one has never heard before?” or ‘How is it
‘How can one .
understand new  POSSIDlE for one to .und.erstar}d sentences one has
sentences?’ is never heard before?’ is misleading. For it is modelled
misleading on the form of questions that enquire how something

is done — like ‘How can one open a locked door

Why the question

3% For helpful discussion, see E. Fischer, ‘Bogus Mystery about Linguistic Compe-
tence’, Synthese, 135 (2003), pp. 49-75.
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without a key?’ or ‘How is it possible to crack a code?’ So the
question misleadingly suggests that understanding an utterance is
something one does or the upshot of something one does. And it
enquires after a means or method of doing it. Unsurprisingly, the
answer is shaped to the form of the question. For the answer is: by
calculating — as quick as a flash — the meaning of the utterance from
its depth-grammatical form, the meanings of the words, and the
context of utterance, by means of the theory of meaning for the lan-
guage. But, as we have seen, understanding an utterance is to be able
to do something, not something one does. It is not an act or activity
one performs, nor is it a mental or neural state that is the upshot of
such an act or activity. There are ways and means of explaining what
an utterance means, ways and means of helping someone to come to
understand what someone said or wrote, but no ways and means of
doing abilities or of doing being able to do something.
(6) The suggestion that speakers of a language
have tacit knowledge of, or cognize, a theory of
meaning for their language is misconceived. Chom-
sky’s notion of cognizing is unintelligible. There is
such a thing as tacit knowledge, but the various forms it may take
do not include any form such that someone who has tacit knowledge
of something would be unable to recognize or even understand an
explicit statement of what he is alleged to know tacitly. Furthermore,
there must be some criteria for tacitly knowing a theory of meaning
other than correct speech and comprehension. Otherwise explaining
correct speech and understanding by reference to such tacit knowl-
edge would be akin to explaining the effect of opium by reference to
its dormitive powers.

_ (7) There is no such thing as being guided by rules
Why there is no such . . . o .
thing as being guided with which one is totally‘ unfam1har. A rule is a
by unknown rules  Standard for correct behaviour. It is both a measure

against which behaviour can be judged to be

correct or incorrect, and a guide to action. But there is no such thing
as being guided by unknown rules, or as judging conduct to be correct
or incorrect by reference to rules one has never heard of. There is no
such thing as being guided by rules buried deep in the mind/brain
beyond the reach of consciousness, not only because there is no such
thing as a mind/brain and no such thing as rules being buried in the
brain or in the mind, but also because unknown rules cannot be used.
Just as something is a ruler only if it is used as a ruler, so too some-
thing that cannot be (and so is not) used as a rule cannot be a rule.

The confusions of
‘cognizing’ and ‘tacit
knowledge’
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Behaviour counts as acting in accordance with a rule only to the
extent that there is a practice of following the rule and using it as a
standard of correctness. For the internal relation between a rule and
what counts as accord with it is forged by the practice of its employ-
ment. But there can be no practice of following hidden rules of
language.
Coming to (8) Coming to understand is not a process of deriva-
understand an  tion, calculation or computation the upshot of which
utterance is not is a state of understanding. We do not calculate the
a computational  tryth-value of an empirical proposition from our
process knowledge of a concept (a function from an object to
a truth-value) and its argument. Nor do we calculate a proposition
from our knowledge of a propositional function and an argument.
Once the conceptual link between the meaning of a word and its use
was grasped, it should have been obvious that it makes no sense to
speak of the meaning of a sentence as being composed of the mean-
ings, that is uses, of its constituent words. Of course, the meaning of
a sentence or utterance obviously depends upon what its constituent
words and phrases mean — but that does not even suggest that it can
be calculated from the meanings or uses of its constituent words (as
the value of a function for a given object as argument can be
calculated).

, The putative explanation of how it is possible for
The incoherence of .
explaining us to under.stand novel sentences involves our
understanding new  tacitly knowing the theory of meaning for our lan-
sentences by guage and computing the meanings of new sen-
reference to a theory tences (or their utterance) from their syntactical
of meaning that we  form and the meanings of their constituent words
cannot understand i the aid of this theory. Explicit fragments of
such a theory which philosophers have come up with (e.g. Davidson’s
analysis of the logical form of action-sentences, or belief-sentences)
are not likely to be intelligible to normal speakers of a language. So
the putative explanation of understanding presupposes that ordinary
speakers of a language can compute sentence-meanings from a theory
of meaning the explicit statement of which they are incapable of
understanding. But that is not intelligible.

Of course, no speaker is aware of computing sentence-meanings.
The language theorist (e.g. Chomsky) suggests that this is because the
calculation is virtually instantaneous and non-conscious. This is sup-
posed to be an empirical claim. But we have been given no empirical
reason why understanding sentences of a language involves calculat-
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ing in the first place. The claim that understanding utterances is a
high-speed, unconscious computational process should be treated
with the gravest suspicion.

Why we do not A deeper criticism lies in a misconceived presupposi-
have to calculate tion, namely that it makes sense to suppose that
the meanings of normal speakers of a language in normal circum-
sentences stances confronted with standard kinds of sentences
may know what the constituent words of an utterance mean and
grasp the syntactical form of the sentence uttered, but still have to
calculate the meaning of the utterance. But this supposition is ques-
tionable. For to know what a word means is to know the combinato-
rial possibilities that its literal use allows. To know what the word
‘red’ means is to know that red is a colour, that if any object is red
it is extended, that red is darker than pink, that nothing can simul-
taneously be red all over and green all over, that red is seen and not
heard, and so forth. For these are in effect rules for the use of the
word ‘red’ that determine its meaning. No extra step, in particular
no calculation, could be needed, even though semi-productive forma-
tions (e.g. ‘white coffee’, ‘white Christmas’, ‘white rhinoceros’) have
to be learnt one by one. So too, to know what 2’ and ‘+’ mean is
already to know what 2 + 2’ means.’ For if someone knows what
2> means and what ‘+’ means, then he knows (can explain) what
‘2 + 2” means (can use the expression, etc.).

The compositional conception of sentence-meaning
is bewitched by a mistaken analogy, namely, be-
tween knowing the meaning of a sentence such as
‘Emeralds are green’ and knowing the answer to a
calculation such as 25 x 24°. But if there is any comparison to be
made here, it is between knowing the meaning of ‘Emeralds are green’
and knowing the meaning of 25 x 24°. If one knows what the con-
stituent words and phrases of an ordinary sentence mean, and has
mastered the ordinary grammar of the language, then one ipso facto
knows what the sentence means and what is meant by its utterance.
For if one knows what the words and phrases mean, is familiar with
the grammatical form of the sentence and grasps the context of
speech, then one is able to respond sensibly to the utterance, to ex-
plain what was meant and to use it oneself. One does not have to
calculate anything, but only to be able to do various other things.

Compositionalism is
rooted in a mistaken
analogy

3¢ For elaboration, see E. Fischer,  “Dissolving” the “Problem of Linguistic Creativ-
ity”’, Philosopbical Investigations, 20 (1997), 290-314.
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The novelty of 1t 1s an illusion that there is anything extraordinary
sentences is a red Or surprising about understanding novel sentences.
herring “Thomas’s green teddy bear is in the fridge’ is imme-
diately understood. The only thing surprising about it is that Thomas
should have a green teddy, which is unusual, and that someone should
have put it in the fridge, which is odd. What would be surprising is
if someone were able to explain what the constituent words and
phrases in an ordinary sentence mean, were familiar with the gram-
matical form of their combination, and yet not know what the sen-
tence means. We would not know what to say in such a case. For his
not knowing would, other things being equal, be a criterion for his
not knowing what one or other of the constituent words or phrases
means or of not grasping the syntax of the sentence.

There is no more Sceptigism about this pivotal question gnd incredulity
of a problem about its answers are increased when it is noted that
about utterances the whole focus of debate over the last decades has
of others than  been on understanding the utterances of others. All
about one’s own  ypderstanding has been held to be interpretation, and
interpretation has been construed as computation. But the question
of how it is possible for a speaker to understand what he says, to
know what he means by the sentences he utters, has by and large
been bypassed. Had it been squarely confronted it should have given
theorists of language pause. For there is no deep problem, and no
deep conceptual puzzle, about how we can understand what we our-
selves say.”” And if that is no problem, then there is no problem about
how we can understand what others say. The only question is what
led so many people to think that there is a problem and that it is the
deepest problem in philosophy of language and theoretical
linguistics.

7 Chomsky holds that this is in fact the deepest problem of all, and declares it to
be a mystery beyond the reach of human intelligence. But it is only a mystery given
the truth of his theories, and there is no reason whatsoever for taking his theories to

be true.
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Knowledge

1. The value of knowledge

We exercise our intellectual powers in judging things to be so or not
to be so. The use of the power of judgement, Aristotle observed, is a
characteristic activity of man." It is an aspect of our rational nature.
In judgement we aim at how things are. If things are as we judge
them to be, then we judge truly. If we judge falsely, we miss our aim.
True judgements may be expressions of opinion or belief, guesses or
hunches, hypotheses or suppositions — or they may be manifestations
of knowledge.

All higher animals achieve various forms and
degrees of knowledge. Non-human animals learn
to recognize things and clues of things, learn where
to find food or prey, learn to distinguish things of
a kind and to discriminate between things of different kinds. They
come to know what foods to eat and what to shun. They know their
way to waterholes, and the way back to their lair or burrow. Gener-
ally, they know what to fear, when to freeze and where to hide. Their
behaviour patterns are plastic, and sensitive to their knowledge of
their environment. They learn and come to know how to do a variety
of things — how to hunt and kill, to dig for roots, to crack shells and,
in the case of some kinds of apes and Corvidae, how to make and

All bigher forms
of animal life
can know things

U Aristotle, Nicomachean Ethics, 113929.

The Intellectual Powers: A Study of Human Nature, First Edition. P. M. S. Hacker.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.
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use rudimentary tools. They also know to do various things, such as
to take cover or to flee when apt. But the limits of animal knowledge
are incomparably narrower than the broad horizon of human
knowledge.

Non-human animals can know things to be so, but
cannot know things to be true. For it is sayables,
such as propositions, statements, declarations,
stories and rumours, that may be true. Such bearers
of truth and falsehood can be understood only by language-users, and
only language-users can know whether they are true or false. Both
my dog and I may know that the cat it was chasing is in the tree, but
only I can know that the proposition that the cat is in the tree is true.
Animal knowledge goes but little beyond acquired cognitive skills,
recognitional capacities and limited forms of knowing that, where,
what, when, which and to that can be exhibited in non-linguistic
behaviour. It makes no sense to ascribe to a non-language-user knowl-
edge of generalities, temporalities or apriorities.

Being sons of Adam and daughters of Eve, we value
knowledge. We compare knowledge with light and igno-
rance with darkness. Those who act in ignorance are
benighted — and know not what they do. According to the book of
Genesis, knowledge of good and evil (and what more important
knowledge could there be?) was bought at a high price and against
the will of God.? It is not absurd to cry:

The limitations of
non-human animal
knowledge

The value of
knowledge

Give me the storm and tempest of Thought and Action, rather than
the dead calm of Ignorance and Faith. Banish me from Eden when you
will, but first let me eat of the fruit of the tree of knowledge.’

Of course, this does not mean that every item of knowledge is valu-
able. Nor does it mean that there may not be some things better left
unknown. It does not mean that knowledge may not have fell con-
sequences. Nor, alas, does it mean that we do not sometimes cleave

% For an insightful interpretation of the creation myth of Genesis, see David Daube,
‘Prophets and Philosophers’, in his Civil Disobedience in Antiquity (Edinburgh Uni-
versity Press, Edinburgh, 1972), pp. 60f. Stripped of later Jewish and Christian
interpretation, it is, like the Greek Prometheus myth, the tale of the Rise of man, not

of the Fall.

3 Robert E. Ingersoll, epigram to The Gods and Other Lectures (D. M. Bennett,
New York, 1876).
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to our prejudices and reject what is known. Nevertheless, we do in
general value knowledge, and not merely because knowledge is power.
We value it because we value truth and understanding. When we are
ignorant of some matter of moment, we often seek information — not
mere belief or opinion — from others. Does it not suffice that they
have true belief? Only if we know that their belief is true — but if we
know that, we know what is the case. If we possess knowledge,
we can conform our lives, our thoughts, our passions and purposes
to how things are, and not merely to how they seem to be. Some
human beings crave to understand why things are as they are — to
make sense of the world we live in and of our place within it. To
achieve such understanding, one rests on what one knows (or thinks
one knows) of how things are, and tries to advance to explanations
of why things are so. Some human beings, sometimes, crave to under-
stand both themselves and others. Knowledge of our fellow human
beings is a prerequisite for mutual understanding. Self-knowledge is
a prerequisite for self-understanding.

2. The grammatical groundwork

Many problems and unclarities surround the

;f;ﬁi‘:gf;cgéut concept of knowledge. Some are categorial: is
knowledge knowing something to be so a mental act or activ-

ity, a disposition, a mental state or a rational
ability? Is knowing that something is so a propositional attitude, as
Russell supposed? Other problems concern the analysis of knowl-
edge. Is knowing something to be so analysable? Does it amount to
belief that is both true and certain? Or to belief that is both true and
justified? Or to some other conjunction of conditions? Other prob-
lems cluster around the relationship between knowing something to
be so, knowing someone or something by acquaintance and from
experience, knowing how to do something and knowing to do some-
thing. We distinguish between empirical knowledge of many logically
different kinds (observational, psychological, scientific-theoretic,
historical, etc.), mathematical knowledge, moral and aesthetic knowl-
edge. Are these simply knowledge of different things, or are they
different kinds of knowledge? These latter questions will be deferred
for discussion in The Moral Powers: a Study of Human Nature.
Finally, there are numerous questions concerning the relation of
knowledge to adjacent concepts, such as belief, understanding,
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certainty, indubitability, justification, memory, sources of knowledge,
modes of knowledge acquisition. Is knowing something to be so
compatible with doubting whether it is so? If one knows whether
things are so, does one also opine that they are, think that they are
or believe that they are? These are philosophical questions we shall
be occupied with in this chapter and the next two.

Philosophical concern with knowledge aims to achieve
an overview of its nature. To do this, we must clarify the
concept of knowledge. The only way to do so is to
examine the uses of the verb ‘to know’ and its cognates (or equiva-
lents in other languages). We shall start by looking at some straight-
forward grammatical and syntactical features, which will be useful
in the subsequent connective analysis.* ‘A knows . . .” is a sentence-
forming operator on a variety of linguistic forms. Examining them
will shed light upon the objects of knowledge (see table 4.1).

It is important not to confuse the fact that what is known, when
it is known that things are so, is expressed by a proposition, with the
non-fact that what is known when it is known that things are so is
a proposition. Whereas to believe the proposition that so-and-so
advanced is to believe that what he said is true, to know the proposi-
tion that he advanced is not to know that it is true — but rather, to
be familiar with it, to have heard it before. One may know many
propositions without knowing whether they are true or false, and one
may know many propositions that are false (schoolteachers often
collect the plums from their pupils’ essays).’

Wh-nominalizations (knowing where, who, when,
etc.) and hence too noun-phrases that are variants on
an interrogative (‘knowing the colour, length, weight
of’) are systematically related to knowing-that. Roughly speaking,
the Wh-nominalization states what it is to which one knows the
answer, and the that-nominalization states the answer one knows.*
To know who did such-and-such is to know that so-and-so did it; to
know where he did it is to know that he did it there; to know where

Objects of
knowledge

Wh-
nominalizations

* See A. R. White, The Nature of Knowledge (Rowman & Littlefield, Totowa, NJ,
1982), ch. 2. T am much indebted to this little-known but brilliant monograph.

* Similarly, to understand (gather) that p is not the same as to understand (com-
prehend, be able to explain) the proposition that p.

¢ ‘Roughly speaking’, because, among other things, this account must (and can)
be modified to embrace non-language-using animals’ knowing where, who, which
and when.



Bases

Examples

Declarative sentences

‘A knows Jack is in town’

That-nominalizations

‘A knows that Jack is in town’

Wh-nominalizations involving a
Wh-interrogative

These may be followed
either by:
e a verb in the indicative

e 3 verb in the infinitive

‘A knows whether Jack is at home’, ‘A
knows where Jill is and when Jack will
be home’, ‘A knows who is in the room’

‘A knows whether to take the car’, ‘A
knows when and where to plant the
roses’, ‘A knows what to do’, ‘A knows
which book to take’, ‘A knows whom to
ask’

Wh-nominalizations involving a
relative Wh-clause

‘A already knew what you said’

How-nominalizations, followed
by a verb in the infinitive

‘A knows how to V’

Noun-phrases that are variants
on an interrogative

‘A knows the colour (weight, height)
of ... (to know the colour and
weight of the chair is to know what
colour the chair is and what its
weight is)

Nouns signifying something that
has been learnt or learnt by
heart, and can be used, spoken,
recited or rehearsed

‘A knows Latin (physics, the alphabet,
‘Ozymandias’)’

Verbs in the infinitive

‘A knows to V°, ‘A knows better than to
V’

Nouns indicating an object of
acquaintance or experience

“Tom knows Jill’, ‘Dick knows Paris’,
‘Harry has known sorrow’

Table 4.1 Bases for the sentence-forming operator ‘A knows’
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to go is to know that one should go there; and so forth. To know the
colour of the cloth is to know what colour the cloth is, that is, to
know that it is such-and-such colour. To know the length of the carpet
is to know how long the carpet is, that is, to know that it is thus
long. That one knows is shown by what one says and does.
Whether knowing how to do something is
reducible to knowing-that is disputed. Ryle
argued that these are two different kinds of
knowledge — that knowing-how is not reducible to knowing-that.
White disagreed, holding that these are not two kinds of knowledge,
but knowledge of two kinds of thing.” He claimed that to know how
to V is, in the case of task-verbs (e.g. ‘to look for’, ‘listen’, ‘investi-
gate’), a matter of knowing the manner in which to V, that is, the
way of carrying out the task, and in the case of achievement-verbs
(e.g. ‘to prove’, ‘solve’, ‘ascertain’), it is knowing the means by which
to V, that is, the means to bring off the achievement. The question
of the autonomy of practical knowledge will be examined below.
We speak of knowing things, of being
acquainted, for example, with Jack and Jill.®
But to know a person well is more, often
much more, than just being acquainted with them. A fortiori it is not
merely knowing numerous truths about them. We also speak of
knowing — being familiar with (knowing one’s way around) places,
such as London and Paris, as well as of knowing works of art, music
and literature. Finally, we also talk of knowing — having experienced
— joy and sorrow. Other European languages employ two different
verbs here to do the service of the English ‘to know’: Latin has ‘cog-
noscere’ and ‘scio’, French ‘connaitre’ and ‘savoir’, German ‘kennen’
and ‘wissen’.

How is one to find a conceptually illuminating order in
this diversity? Etymology is suggestive. “To know’ is
etymologically connected with the archaic ‘to can’ (Old
English cndwan) and ‘to ken’ (Old High German knden and Middle
High German -kennen) and is unrelated to wit and wiss. The former

Is practical knowledge
autonomouss

Acquaintance, familiarity
and experience

Etymological
clues

7 G. Ryle, ‘Knowing How and Knowing That’, Proceedings of the Aristotelian
Society, 46 (1945), pp. 1-16, and The Concept of Mind (Hutchinson, London, 1949),
ch. 2; White, The Nature of Knowledge, pp. 14-29.

8 Note that to be acquainted with, in the ordinary sense of the phrase, is zot what
Russell meant by ‘knowledge by acquaintance’. For scrutiny of the varieties of objec-
tual knowledge, see T. Chappell, “Varieties of Knowledge in Plato and Aristotle’,
Topoi, 31 (2012), pp. 175-90.
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have the same Indo-European base as archaic Latin gno (as in gnoscere
— to know, and gnaotus — known), and ancient Greek yv®- (gno-) The
Old English gecndwan and Middle English crnowe overlapped seman-
tically with ‘to can’, ‘to ken’ and ‘to wit’. The verb ‘to can’ meant to
know or be acquainted with a person, to know or to have learnt a
thing, to have practical knowledge of a language or art (‘to can by
heart’, ‘to can one’s good’). “To can some (no small, good) skill of’
meant to have skill in, to be skilled. In due course, it came to mean
‘to have knowledge’, ‘to know of’, ‘to have learned how’, ‘to know
how’ and subsequently ‘to be able to’, until it finally cut its moorings
and evolved into the current modal auxiliary verb ‘can’. This gives
us an important clue, namely to look for conceptual links between
the family of cognitive verbs and the notion of being able to do
something (see below, section 7).

‘To know’ is generally held by grammarians to
be a ‘stative’ verb. Stative verbs, they commonly
contend, signify states. Such verbs are character-
ized by lack of a continuous tense, absence of a Do pro-form, and
absence of an imperative form. One cannot licitly say ‘T am knowing’
or ‘While T was knowing . . .”. One cannot say ‘What I did was to
know that it was raining’. One cannot say ‘Know that Caesar was
murdered in 44 BC’. To this one may object: one can say ‘Know this:
there will be no excuses!’, ‘Know thyself!” or ‘Know this poem by
next week!’. One may respond that these imperatives are non-stative
uses of the verb ‘to know’ that modulate its meaning — that they mean
‘bear in mind’, ‘get to know’ and ‘make sure that you know’. That
is correct. But that means that one and the same verb can have both
stative and non-stative uses. This suggests that the distinction between
states and other such general categories may be semantic rather than
syntactic. Evidently we shall have to investigate the relationship
between stative verbs and states, and between cognitive stative verbs
and mental states. For we aim to resolve the question of whether
knowing something to be so is a special kind of mental state.

One final grammatical point: ‘to know’ followed by a
declarative sentence or a that-nominalization appears
transitive, given the permissibility of transforming ‘A knows that
things are so” into ‘That things are so is known by A’ (e.g. “That the
euro is in danger of collapse is well known to the Cabinet’). It is
noteworthy that when the ‘that’ is omitted, any appearance of tran-
sitivity vanishes (*‘It is raining is known by A’). This is not surprising.
Despite Frege’s insistence that sentences are names of one or another
of two objects, namely The True and The False, sentences are not

Stative verbs and
uses of verbs

Transitivity
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names, and, contrary to what he held, the sentence-nominalization
‘that things are thus-and-so’ is not a name of the sense of a sentence.
Lack of genuine transitivity is further shown by the parenthetical use
of ‘(know’, as in “The struggle, Jack knew, had to continue’, as well
as by the legitimacy of moving the operator to the end of the sentence,
as in ‘The struggle had to continue, Jack knew’. This grammatical
datum will be important when we consider whether knowing is a
‘propositional attitude’.’

3. The semantic field

The concept of knowledge links the concepts of information and skill.
The connection is via their nexus with ‘have’, ‘can’, ‘is able to’.
Knowledge, as Aristotle pointed out, is also linked to understanding,
insight and wisdom."

The general representational form of knowledge is
possession. Knowledge is something sought, ac-
quired, possessed, retained, kept to oneself, shared,
given to others — that is how we present it. What
is possessed in the case of our knowing-that is information. Such
information may be before one’s mind — as when one is conscious
that things are so. It may be readily brought to mind — as when one
is already aware that things are so and does not need to be told. Or
it may have slipped out of mind, and one needs to call it to mind, or,
in some cases, to be reminded that things are so. This is the picture
we use. The general form of information is ‘things are so’ — the
general propositional form. It is by means of propositions (sentences
with a sense) that information is expressed and conveyed."

Possession is the
representational form
of knowledge

° See B. Rundle, Mind in Action (Clarendon Press, Oxford, 1997), pp. 53f., for
illumination on this.

10" Aristotle, Nichomachean Ethics, 1139°16-17. Techne (skill), episteme (science),
phroneésis (wisdom), sophia (understanding) and nous (insight) are the five intellectual
excellences the successful exercise of which produces true judgement.

" Tt is striking that although we rightly describe animals as knowing things to be
so and as knowing how to do things, we baulk at saying that they have acquired,
and are in possession of, information. This is paralleled by our willingness to say that
an animal thinks things to be so, and our reluctance to say that it has the thought
that things are so. This is no coincidence. Possession of information is restricted to
those who can express it and transmit it, who can inform others and be informed by
them — in short, to language-using beings.
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, , Unsurprisingly, we distinguish between possessing
Knowing that things . . . . .
are so; general gmgle items of information and general expertise
expertise in a given field of knowledge. We may be aware

that something is so, be cognizant of, or apprised
of something’s being so. Here we can be said to know what we
know perfectly well or for certain (but not ‘perfectly’, ‘thoroughly’,
‘poorly’ or ‘in detail’). But we may be knowledgeable — conversant
with some branch or other of study. Then we can be said to know
what we know thoroughly, in detail, and to have extensive or pro-
found knowledge. One may know a little or a lot of history and a
great deal of physics. By contrast, in the case of knowing a language,
one may know it well or poorly; one may know a little Greek but
not a lot of Greek; one may have extensive, but not profound or
detailed, knowledge of Greek. To know a language is to possess a
multifaceted skill.
If one possesses information, one can inform others,
answer the question of whether things are so, act or
respond to the information, make use of it in one’s plans
and projects, explain and come to understand phenomena by refer-
ence to what one knows to be so. To perceive things to be so is to
acquire (come to possess) information at first hand. To be informed
and to be kept well informed is to acquire information from others.
If one is well informed, one can speak with authority on the subject
and supply information to others. If one has mastered a subject, has
professional competence, one is able to answer questions, explain
phenomena and apply the knowledge in professional activities (of
doctor, lawyer, economist). Here the application converges on mastery
of an art.

Possessing
information

What is possessed when one has achieved mastery of
an art or craft is practical knowledge or know-how. We
may distinguish, in Aristotelian spirit,"* between the
know-how of making (mastery of a craft) the successful exercise of
which produces an artefact that is good of its kind, the know-how
of educating (of cultivating analytic powers, teaching intellectual and
practical skills, inculcating virtues), and the know-how of doing (e.g.
mastery of the art of medicine, the arts of politics or of war, the
performing arts). All involve acquisition of information and princi-
ples to a greater or lesser degree. But neither information nor maxims
suffice for mastery of a craft or art. To know the mysteries of an art,

Varieties of
know-how

12 Aristotle, Nicomachean Ethics, 1140*1-24.
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a craft, or of a profession is to have informed practical skill — result-
ing from learning, training and practice, good judgement — resulting
from experience, and flair or knack — which are native.

Knowledge may also take the form of recognitional ability (‘Td
know her voice anywhere’, ‘I know that gait — it’s Jill!’). This may
involve possession of factual knowledge, but is not reducible to it.
For it involves the ability to identify the relevant object of knowledge
on encountering it.

Our perceptual faculties are cognitive ones. It is
Our perceptual by their use that we achieve or are given informa-
faculties are cognitive . . . .
but also fallible tion about our immediate environment. They are

fallible and sometimes dubitable. Nevertheless, the
mere possibility of doubt and error does not exclude knowing. The
senses are sources of knowledge, as is patent in the logical connec-
tions characteristic of perceptual verbs. Perceptual verbs operating
on that-nominalizations are (save in intentional uses previously men-
tioned) cognitive verbs: to see that things are so is to know that they
are, to hear that it is raining is to learn something about the weather,
and to smell that the dinner is burning is to acquire information, and
so to be able to inform others, about the dinner.
Knowledge is a fountainhead of understanding
and hence linked to being both able to explain and
to deal with phenomena. Nevertheless, knowledge
(cognition) is not the same as understanding (comprehension), even
though the two concepts make tangential contact with each other at
various points. Like ‘to know’, ‘to understand’ takes names, sentences
and that-nominalizations as grammatical objects. However, it is more
restricted in the Wh-nominalizations it takes, namely ‘what’, ‘why’
and ‘how’, but not ‘whether’, ‘when’ or ‘where’. Even where there is
grammatical convergence, there are often striking semantic differ-
ences. To understand that things are so is to have gathered, to have
learnt from others, that they are so; but, of course, one may know
that things are so without having gathered it. One may know what
someone said without understanding it, one may understand what he
said without knowing whether it is true, and one may know that
what he said is true even though one does not understand it. To
understand how to do something is to have grasped the principles,
maxims or rules guiding the action and so to be able to explain how
to do it. But it is narrower in scope than knowing-how to do some-
thing, and more closely tied to knowing that a certain action is done
in such-and-such a way (see section 8 below).

Knowledge and
understanding
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Thereare further differences, which donot pertain to Wh-formations.
One may know something by heart, that is, be able to recite it, but
that is not the same as understanding it. One may know one’s way
home, but there is no such thing as understanding one’s way home.
One may know (be acquainted with) a person without understanding
him, and understand a person (e.g. Napoleon) without knowing him.
One may understand a sentence or utterance of a sentence, that is,
know what it means — which is not the same as knowing a sentence,
let alone knowing whether what is said by its utterance is true.

Figure 4.1 schematically represents a part of the web of cognitive

concepts.
What is possessed, if not possessed by nature, must be
acquired. We possess cognitive capacities (second-order
abilities) by nature, for we are born with a variety of innate learn-
ing abilities. But we possess no innate knowledge, only innate prone-
nesses, tendencies and reactive propensities without which we would
not be able to learn what we can learn."”” Our actual knowledge is
acquired.

Innateness

What is known is what it generally makes sense for

Modes of ¢, heone to learn, be taught, find out for himself, dis-
knowledge d : b f. The k 1
acquisition  COVer or detect, experience or be aware of. The knowl-

edge that things are so may be gained in many different
ways, by many different means and methods. One may acquire
knowledge by perception, observation, motivated scrutiny and inves-
tigation, engaging in an activity or practice. It may be acquired by
inference from information already available. Knowledge may be
transmitted to one by others, who teach or inform one. Or it may
be received by noticing, recognizing, becoming aware, becoming
conscious or realizing that things are so.
Modes of knowledge-acquisition may be active or
passive. Active forms of gaining knowledge are
signified by such cognitive verbs as ‘detect’, ‘dis-
cover’, ‘find out’, ‘ascertain’, ‘prove’, ‘solve’, ‘perceive’ (and factive
perceptual verbs).'* One may detect something by sheer luck, discover
something by accident or find something out serendipitously — in

Result, task and
achievement verbs

'3 The revival of innatist accounts of linguistic abilities in the hands of Chomsky
and his followers has no evidential basis. The evidence supports no more than the
claim that humans possess extensive innate propensities to cotton on to patterns of
regularity that facilitate language acquisition and recognition of linguistic norms.

4 See Ryle, The Concept of Mind, pp. 149-52.
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Figure 4.1 A representation of a part of the cognitive conceptual network
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which cases ‘detect’, ‘discover’ and ‘find out’ are result-verbs, signify-
ing the cognitive upshot of the fortuitous event. But even in the case
of these verbs, a fortiori in the case of such verbs as ‘prove’ and
‘ascertain’, which are achievement-verbs, it makes sense to speak of
trying — trying to find out, discover, ascertain or prove. And to
succeed here is to achieve knowledge of one form or another. The
attempt to achieve knowledge may involve such tasks as looking,
observing, scrutinizing, listening, experimenting, consulting, looking
up, all of which may be done voluntarily and intentionally. These can
be described by the corresponding task-verbs (see list 4.1).

Verbs of cognitive endeavour and acquisition

task-verbs looking, observing, scrutinizing,
listening for, experimenting,
consulting, looking up, checking

achievement-verbs prove, ascertain, discern, detect,
solve
result- or learn, discover, find out

achievement-verbs

Verbs of cognitive conscious of, aware of,
receptivity recognize, notice, realize

List 4.1 Kinds of cognitive verb

Verbs of cognitive achievement may be contrasted
with verbs of cognitive receptivity, such as “To
become (and then to be) conscious of’, ‘to become
(and then to be) aware of’, ‘to notice’ and ‘to realize’, which were
discussed in chapter 1. Here knowledge is not achieved or attained
by voluntary acts or activities. One cannot voluntarily become con-
scious or aware of something, or intentionally notice or realize some-
thing to be so. These verbs do not signify activities at all. One cannot
be engaged in being conscious of something, or in realizing some-
thing, or in being conscious or aware that something is so. Nor are
there methods of becoming conscious or aware of something or of
noticing or realizing something — only ways of sharpening one’s
receptivity by practice and experience. These forms of knowledge

Modes of cognitive
receptivity
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acquisition are not things we do, but things that happen to us. We
are in passive receipt of knowledge.

There are many different ways of acquiring informa-
tion. Hence the question ‘How do you know?’ can
arise. So knowing how things are is linked to valida-
tion. What is known is generally what it makes sense to confirm,
verify or otherwise validate. If one knows that things are so, then it
makes sense for one to satisfy oneself that they are — should a doubt
arise or a challenge need to be met. The concept of validation is in
turn linked to that of sources of knowledge (see list 4.2).

Knowledge and
validation

e Experience — the senses are cognitive faculties, even though
fallible.

e Practice — we not only learn how to do many things in prac-
tice, but we also often learn that things are so or are to be
done thus-and-so by practice.

e Testimony — we are eyes and ears to each other.

e Authority — the common fund of knowledge of culture and
science.

e Reason — exercised in deductive, inductive and analogical
reasoning.

List 4.2 Sources of knowledge

It is noteworthy that certain propositions of our ‘world-picture’,
such as ‘the world has existed for a long time’, are not attained from
a cognitive source, and do not rest on evidence. Any evidence for
them would be less certain than what it would allegedly support.
Hence Wittgenstein’s interest in such propositions in his last notes
On Certainty.

Knowledge, once attained, must be retained, or it will
be lost to one (see fig. 4.2). Since knowledge is pos-
sessed, we speak metaphorically of having a store of
knowledge. That leads us into conceiving of memory
(as Aristotle, Aquinas and Locke did) as a ‘storehouse of ideas’, and
we wonder (as some neuroscientists do) where in the brain the knowl-
edge is stored and in what form it is ‘encoded’. We shall discuss such

Retention, loss
and retrieval of
knowledge
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misconceptions concerning memory in chapter 9. Being possessed,
knowledge is associated with cognitive retention, with being aware
that things are so, bearing in mind that they are, learning and not
forgetting things to be so, being knowledgeable or possessing ex-
pertise in a given subject of learning or craft. It is equally closely
associated with cognitive retrieval, with recalling, recollecting and
remembering. What is acquired may be lost. Loss of knowledge may
be inability to recollect information once possessed, general failure
of memory or loss of skill or knack. Lack of knowledge may be
ignorance, lack of competence, unfamiliarity or lack of first-hand
experience.

cognitive receptivity — can’t try cognitive activity — can try
(conscious of, aware of, (investigate, detect,
notice, realize, discover, find out;
being struck by) prove, ascertain, solve)
Modes of
acquisition
of knowledge

remember s retention Of wss KNOWLEDGE =085 Of s forget

(before the mind, be unable to
at the back of the mind,
‘in storage’)

Sources of

knowledge\
experience practice reason authority testimony

Figure 4.2 Acquisition and retention of knowledge

Finally, to complete our sketch of the semantic
Knowledge, certainty  field, knowledge is linked to certainty (see section
and doubt S below). One can know for certain that some-
thing is so, and know that it is certainly so. One may make certain
that something is so, and if one has made certain, then one does
indeed know that it is so. Whether being certain (subjective certainty)
is a necessary condition of knowing something to be so, and whether
what is known must be certain (objective certainty), as Descartes and
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others supposed,'® is contentious. Knowledge has similarly been con-
nected, by exclusion, with doubt — and that in two different ways. It
has been argued that knowledge is incompatible with actually doubt-
ing (and commonly it has been held to require certainty). It has also
been argued that knowledge is incompatible with the very possibility
of doubting. Only what is indubitable, it has been thought (by Des-
cartes), amounts to genuine knowledge (scientia).

Knowledge is likewise connected with belief — a connection which
has been the source of much puzzlement throughout the ages. Since
antiquity it has been widely supposed that knowing-that is a species
of true belief or at least that the proposition that A knows that things
are so is dependent on the truth of ‘A believes that things are so’. We
shall examine the matter below and in chapter 5.

4. What knowledge is not

We can gain a distinct idea of knowledge, although not yet a clear
idea, by investigating the category to which it belongs. Knowing
things to be so has been variously categorized as an act, an achieve-
ment, a disposition, a mental state and an attitude. Showing why it
is none of these will distinguish knowledge from things with which
it is liable to be confused.

Acquiring knowledge may involve performing an act
or engaging in an activity, namely: whatever acts or
activities are involved in trying to find out, discover
or detect how things are, for example, observing, investigating, exper-
imenting. But to know something is not an act. What one did may
have been to observe, prove or detect, but not to know. Whereas
ascertaining something to be so may take time, knowing something
to be so cannot take time. One may be interrupted in the middle
of solving a problem, but one cannot be interrupted in the middle of

To know is not
an act or action

S For example, “We ought to concern ourselves only with objects which admit of
as much certainty as the demonstrations of arithmetic and geometry’ (‘Rules for the
Direction of the Mind’, AT X, 366). He never changed his mind on this. In the Dis-
course he wrote: ‘But since I now wished to devote myself to the search for truth, I
thought it necessary to . . . reject as if absolutely false everything in which I could
imagine the least doubt, in order to see whether I was left believing anything that
was entirely indubitable’ (AT VI, 31). (See also Fifth Meditation (AT VII, 69-71),
and Principles of Philosophy, part 4, 206 (AT IXB, 328f.).)
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knowing the answer to the problem. One cannot know, but only
come to know or learn something, quickly or slowly, and one cannot
know something, but only do something, voluntarily or intentionally,
carefully or carelessly. So knowing is not a mental act.

If knowing something is not an act, is it an achieve-
ment? We have seen that ‘solve’, ‘prove’, ‘ascertain’,
‘discover’, ‘detect’, ‘find out’ are verbs of cognitive
achievement. If one proves something to be so,
one has proved it, if one ascertains that something is so, one has
ascertained that it is, and if one discovers something, one has discov-
ered it. But if one knows something, it does not follow that one has
known it. As noted, knowing something need not be the successful
upshot of endeavour — one may have been a passive recipient.
Although if one knows things to be so and says that they are, one is
right, being right is not necessarily an achievement.

Is knowing something a disposition? This thought is
tempting.'® Like habits and dispositions, knowledge
is acquired, possessed, retained and lost. Like habits (a
drink before, and a nap after, lunch) and dispositions (cheerfulness,
credulity, irritability), knowing something has no location and cannot
be stored, but only retained. Nevertheless, ‘to know’ is not a tendency-
verb, and knowing is no disposition. One may know something
without any corresponding tendency to do anything. One may know
a secret without being in the slightest bit inclined to reveal it. More
knowledge does not imply more pronenesses. One may know some-
thing trivial for a moment or two and then forget it, but one cannot
have a habit or disposition for a moment or two. One can know
something and never act on what one knows, but one cannot have a
habit and never exemplify it, or a disposition and never display it.
The criteria for whether someone knows something to be so are not
criteria for having a disposition to do anything.

Is knowing a  1s knowing something a mental state or state of mind?
mental state?  This idea has, in recent years, become popular.'” It is

Knowing something
need not be an
achievement

Knowing is not
a disposition

¢ See G. Ryle, The Concept of Mind, p. 44.

7 See e.g. T. Williamson, Knowledge and its Limits (Oxford University Press,
Oxford, 2000): ‘Knowing is a state of mind . . . A state of mind is a mental state of
a subject. Paradigmatic mental states include love, hate, pleasure and pain’ (p. 21).
“To call knowing a mental state is to assimilate it, in certain respects, to paradigmatic
mental states such as believing, desiring and being in pain’ (p. 27). See also C.



164 Knowledge

superficially tempting. As noted above, grammarians classify the verb
‘to know’ as a stative verb, and take it to signify a state. In general
(with various qualifications) they mark stative verbs by an array of
negative grammatical features specified in list 4.3."® “To know’ cer-
tainly fits the bill.

Lack of a progressive form *“He is knowing p’
Inadmissibility of a Do *“What he did was to know p’
pro-form

Absence of an imperative *Know Crécy was in 1346’
form

Absence of “for . . . sake’ *T know p for her sake’
construction

Absence of volitional *“He knows p reluctantly’
manner adverbs

List 4.3 Marks of stative verbs applied to ‘to know’

Knowing has often been linked with being or feeling sure or certain,
and these at least seem to be mental states. And since ignorance is a
state (although not a mental one) inasmuch as one may be in a state
of blissful ignorance, it may seem that knowledge must be a state too.
Nevertheless, to know something to be so is not a state of any kind,
let alone a mental one.”

The verbs grammarians characterize as stative
include ‘to be’, ‘to consist of’, ‘contain’, ‘cost’, ‘fit’,
‘have’, ‘lack’, ‘include’, ‘seem’, ‘sound’, ‘tend’, ‘to

Not all stative verbs
signify states

Peacocke, Being Known (Clarendon Press, Oxford, 1999), pp. 52-5; J. H. McDowell,
‘Knowledge and the Internal’, Philosophy and Phenomenological Research, 55
(1995), 877-93. An earlier adherent to this view was H. A. Prichard, ‘Knowing and
Believing’, in his Knowledge and Perception (Clarendon Press, Oxford, 1950), pp.
85-91.

% R. Quirk, S. Greenbaum, G. Leech and J. Svartvik, A Comprehensive Grammar
of the English Language (Longman, London, 1985).

' For an explanation of why ignorance is a state even though knowing is not, see
p. 185 below.
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be disposed’ and ‘to be able’. Although grammarians are prone to say
that all stative verbs signify states, this is mistaken. Many do not. The
key that fits a lock is not in a state of fitting; including the ‘Moonlight’
Sonata is not a state of a concert programme; and to be able to play
the piano is not to be in a state of any kind. There is no such thing as
being in a state of consisting of flour and water, or in a state of contain-
ing flour. Costing 99 pence a pound is not a state of cabbages, any
more than rising in price is an activity of butter. The verbs ‘to intend’,
‘to mean’, ‘to mind’, ‘to understand’ are all psychological stative
verbs, but none of them signify mental states or states of mind that
people may be in. I may intend to go, but I cannot be in an intending
state of mind; I may mean something by what I say, but I cannot be
in a mental state of meaning something; I may mind being insulted,
but I cannot be in a state of minding. Syntax here is a poor guide to
semantics. The concepts of a state in general and of a mental state in
particular are not syntactical categories, but semantic ones.

It might be supposed that one may simply stipu-
: ng thai late that a state is what is signified by a verb
is what is signified by a1 1 ive f d that mental
stative verb multiplies acking a progressive rorm, an a enta
confusion states are whatever is signified by a psychologi-

cal verb of such a kind. One may, of course,
stipulate as one pleases. But one is ill-advised to stipulate a novel use
for an existing expression (such as ‘mental state’). For then one will
be prone to draw inferences from the new use which can be drawn
only from the old one, and to assimilate things that are categorially
quite different (such as knowing something to be so and being in
pain). More importantly, what illumination can be derived from a
stipulation that rides rough-shod over distinctions between the actual
and the potential, between being and being able to, between what
one is in and what one can do?

We have a vague and elastic concept of a mental state. It has its uses,
which are not Linnaean. Pain is not a mental state, but a sensation (one
may have a pain in one’s leg, but not a mental state in one’s leg). Love
is not a mental state but a complex disposition. Being in pain, however,
is a mental state, as are feeling cheerful or sad, depressed or joyous,
concentrating hard or feeling relaxed and dreamy (in a dreamy state
of mind). One may be in a state of indecision (but not in a state of
decision), in a state of anxiety or of contentment. Believing, far from
being a paradigmatic mental state, is not a mental state at all (see
chapter 5), and although feeling lustful is a mental state, desiring to go
to Naples before one dies is not.

Stipulating that a state
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So what is a mental state? Mental states are states of
consciousness, that is, they are characterized by obtain-
ing only while one is awake and conscious, and ceasing
when one falls asleep or loses consciousness.”’ They can be inter-
rupted by distraction of attention, and subsequently resumed. They
are roughly or accurately clockable, with beginnings and endings.
They admit of degrees of intensity, so one may be very joyous, angry
or pleased, or quite tired, contented or cheerful. They may wax and
wane. Names of mental states generally lend themselves to the form
of words ‘in a state of . . .” — as when we speak of being in a state
of intense concentration, of rising excitement, of blissful content-
ment, of acute anxiety. Mental states are manifest in expression, mien
and tone of voice (see list 4.4).

What a mental
state is

® One can be in them, but one cannot acquire or possess them.
e They obtain during periods of waking.

e They are states of consciousness, hence cease with loss of
consciousness.

e They are interruptible by distraction of attention.
e They can resume or be resumed after interruption.

e They have more or less determinable beginnings and termini
— are roughly clockable.

e They admit of degrees of intensity.
e They may wax and wane.

e They have distinctive forms of facial expression, mien, and
tone of voice.

e If a noun signifies a mental state, there is commonly a cor-
responding adjective which goes with the verb ‘feel’ (‘feels
depressed, cheerful, anxious’). Hence someone who is in a
mental state is commonly describable by the use of the con-
tinuous or imperfect tense: ‘is feeling depressed’, ‘has been

b

feeling anxious ever since . . .".

List 4.4 Ten marks of mental states

20 The first to identify the marks of a mental state was Wittgenstein. He introduced
the quasi-technical term ‘genuine duration’ (as opposed to mere duration) to demar-
cate mental states (see Zettel, §§472-89).
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.. Clearly knowing that something is so is not a mental
Why knowing is .
ot 4 mental state. We ask why — not how — someone is so cheer-
state ful, but how — not why*' — someone knows that
things are so. One is not ‘iz a state of knowing’ as
one may be in a state of eager anticipation; and learning something
new does not put one into a fresh state of knowledge, even though
it may put one into a state of dreadful anxiety or acute excitement.
One possesses knowledge, but one is 7 mental states and states of
mind.”* One acquires knowledge, one finds oneself in a mental state
— but does not acquire it. One may work oneself up into a state
of dreadful anxiety, but one cannot work oneself up into a state of
knowing that things are so. One does not cease to know the date
of the battle of Hastings when one falls asleep, and one’s knowing
the date cannot be interrupted by a telephone call as can one’s state
of concentration. One may be in an excited state of mind from the
time one heard that Jill was coming until her arrival, but one cannot
be in a state of knowing that Harald Hardrada died in 1066 from
the time one learns until one forgets. One cannot know something
intensely, as one may be intensely excited — or mildly, as one can be
mildly interested. One may be in a very cheerful state of mind or
in a slightly irritable one, but one cannot very know or even quite
know that the battle of Stamford Bridge was fought in 1066 -
only know it or know it very well. One’s knowledge that Bannock-
burn was fought in 1314 and Agincourt in 1415 cannot wax and
wane, as one’s indignation can, and one cannot be in a state of
knowing as one can be in a state of anxiety. One may look anxious,
have an expression of contentment or delight on one’s face, or frown
with intense concentration. One may speak in joyous tones, or in an
anxious voice, but there is no facial expression of knowing something
to be so, nor a cognitive tone of voice. There is, of course, such a
thing as a ‘knowing look’, but a knowing look is not an expression
of knowledge as a cheerful smile or laugh is an expression of feeling
cheerful. Someone may look as if he knows what he is doing, but
that is not because he has a knowing look on his face, but because
he is going about a task efficiently and confidently.

2! To be sure, one may ask of someone who is not supposed to know some confi-
dential piece of information “Why does he know?’ — meaning ‘How come he knows?’.
But this is not a request for grounds.

22 One should not assume that the concept of a mental state is no different from
that of a state of mind. States of mind converge on frames of mind; mental states do
not.
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We also use mental state predicates to signify disposi-
tional mental states. One may feel depressed all day,
but mercifully cease from feeling so when one falls
asleep. But one may suffer from depression, and be in a thoroughly
depressed state for some months. What this means is that for this
period one is prone to feel depressed in the course of the day. One
may feel anxious this afternoon, but be in a prolonged state of anxiety
for many months — if one has a tendency to feel anxious during one’s
waking hours over a long period of time.

Of course, one may have known all the time
that things were so. Nevertheless, knowing
something to be so is not a dispositional
mental state. For if it were, there would have to be some mental state
that actualizes the dispositional state, as feeling depressed actualizes
the dispositional state of being in a depression. But feeling that one
knows is not knowing, and there is no other candidate for actualizing
the putative dispositional state of knowing.

A further categorial candidate, originating with
Russell and currently much canvassed, is that
to know something to be so is an attitude. In
particular, it is held to be an attitude towards a proposition.> Knowl-
edge that something is so is commonly referred to as ‘propositional
knowledge’. But this is quite mistaken.

One may hope, fear, or suspect that things are thus-and-so, but
there is no such thing as hoping, fearing or suspecting the proposition
that things are thus-and-so. One may know that things are so, and
one may know the proposition that things are so. But what A hopes,

Dispositional
mental states

Why knowing is not a
dispositional mental state

Why knowing is not a
propositional attitude

% For example, T. Williamson, ‘[paradigmatic mental states] include attitudes to
propositions: believing that something is so, conceiving that something is so, won-
dering whether it is so, intending or desiring it to be so. One can also know that
something is so . . . the claim is that knowing itself is a mental relation such that, for
every proposition p, having that relation to p is a mental state. . . . Our initial pre-
sumption should be that knowing is a mental state. Prior to philosophical theory-
building, we learn the concept of the mental by examples. Our paradigms should
include propositional attitudes such as believing or desiring, if our conception of the
mental is not to be radically impoverished’ (Knowledge and its Limits, p. 21).

The notion and terminology of a ‘propositional attitude’ originates with Russell,
‘Meinong’s Theory of Complexes and Assumptions’, Mind, 13 (1904), pp. 339, 523,
and ‘The Philosophy of Logical Atomism’ (1918-19), in R. C. Marsh (ed.), Logic and
Knowledge (Allen & Unwin, London, 1956), p. 218. It is noteworthy that paradig-
matic attitudes, such as liking/disliking, approving/disapproving, are not mental
states.
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B fears and C suspects to be so may be precisely what D knows to
be so. So what D knows when he knows that things are so cannot
be the proposition that things are so. We must distinguish:

(i) knowing that things are so;
(i) knowing the proposition that things are so;
(iii) knowing that the proposition that things are so is true.

None of these, pace Russell and his followers, signify attitudes
towards anything. ‘“To know the proposition that p’ signifies no atti-
tude towards the proposition, any more than to know the Treaty of
Lisbon signifies an attitude to the treaty, or ‘to know London’ signifies
an attitude towards London. As we have seen, ‘knows’ in ‘A knows
that things are thus so’ is not transitive, and ‘that things are so’,
unlike ‘the Pythagorean Theorem’, is not the name of a proposition.
So for A to know that things are so is not for A to stand in a relation
to an object called ‘that things are so’.

Strikingly, if a verb requires a proposition-like
object (such as a claim, rumour, story, announce-
ment, declaration) towards which an attitude can
be taken, then a that-clause is not generally licit.** One can endorse
the proposition or the claim that things are so, ridicule and dismiss
the rumour that things are so, be amused by the story that things are
so and approve of the declaration or announcement that things
are so. But one cannot endorse, ridicule, dismiss, be amused by or
approve that things are so. One can take up an attitude towards
declarations and statements, but not towards that things are so. It
was mistaken of Russell to suppose that such verbs as ‘to know’, ‘to
believe’, ‘to fear’, ‘to hope’, ‘to suspect’, ‘to desire’, ‘to want’ and so
forth signify propositional attitudes. (He even went so far as to
suppose that to want a cup of tea is an attitude towards a proposi-
tion.”) The use of the term of art ‘propositional attitude’ should be

Genuine verbs of
propositional attitude

2* Rundle, Mind in Action, p. 53.

% Just how confused he was can be seen in A. R. White, ‘Propositions and Sen-
tences’, and his ‘Belief as a Propositional Attitude’, in G. W. Roberts (ed.), Bertrand
Russell Memorial Volume (Allen & Unwin, London, 1979), pp. 22-33, 242-51.
Quine went even further than Russell: “Taking the objects of propositional attitudes
as sentences does not require the subject to speak the language of the object sentence
or any. The mouse’s fear of a cat is counted as his fearing true a certain English
sentence’ (Word and Object (MIT Press, Cambridge, Mass., 1960), p. 213).
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restricted to such verbs as ‘endorse’, ‘approve’, ‘ridicule’, when they
take proposition-like objects. Knowing that something is so is neither
an attitude towards a proposition nor towards anything else.

5. Certainty

Knowledge has traditionally been associated with both certainty and
indubitability. Inasmuch as scepticism threatened the very possibility
of knowledge, certainty or even indubitability seemed to be the
weapon with which to combat it. Whether either is indeed necessary
for knowledge will be examined in section 6 below. But the concepts
of objective and subjective certainty — the certainty of things and the
certainty of people — are problematic and have been little examined
in the last four decades. It is well worth mapping the contours of the
concept of certainty in order to shed further light upon that of knowl-
edge.”® First we must shed some light on the relationships between
certainty, necessity and probability.

We distinguish between the question of whether it
10 be otherwise and 1S possibI.e fqr things to be othe'rwise (the actua'lit'y
possibility that they of a possibility), and the question of whether it is
are otherwise possible that they are otherwise (the possibility of

an actuality). The first possibility (which can be
logical, physical, technical, psychological, etc.) concerns whether
things can (or could) be otherwise, and is contrasted with necessity.
The second (which can be none of these) concerns whether things
may (or might) be thus-and-so, and is contrasted with certainty.”’
Two principles must be kept in mind here:

Possibility for things

If it is necessary that things are so, then it is not possible FOR
them to be otherwise.

%6 The best guide is A. R. White, Modal Thinking (Blackwell, Oxford, 1975), ch.
5; The Nature of Knowledge, pp. 6672, 75-8; ‘Certainty’, Proceedings of the Aris-
totelian Society, 72 (1972), pp. 1-18. I am much indebted to these discussions.

¥ 1t is noteworthy that if this is correct, then the idea of epistemic possibility is a
confused blend of the question of whether it is possible for things to be thus-and-so,
and the question of whether it is possible that things are thus-and-so. But the question
of whether, relative to what one knows, it is possible that things are thus-and-so is
patently a question concerning the possibility of an actuality, rather than the actuality
of a possibility. Hence it does not belong together with logical, physical, technical or
psychological possibility.
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If it is certain that things are so, then it is not possible THAT
they are otherwise.

‘It is certain that things are so’ is equivalent to ‘the possibility that
things are not so (or, the possibility of things not being so) is excluded’.
What excludes alternative possibilities may be circumstances (events,
actions, states of affairs) that make it certain that things are so, or
evidence that shows it to be certain that things are so.

Certainty does not imply necessity. Many things are
certainly true without being necessarily true; for
example, the fact that in present economic circum-
stances inflation is certain does not mean that it is necessary. But
if something is necessarily so, then it is certainly so, for whatever
makes it necessarily so also makes it certain that it is so. Both the
possibility for its being otherwise and the possibility zhat it is other-
wise are excluded. ‘It is necessary that things are so’ is equivalent to
‘It is not possible for things not to be so // that things should not
be so //’.

The possible, the probable and the certain form a continuum.
Something may be probable but not certain, and possible but not
probable. If it is certain that something is so, then it is certainly so.
It could have been different (unless it was inevitable), but it is not
possible that it is different. Things can be made probable or possible
no less than they can be made certain.

‘Certain’ (from certus) signifies something settled, fixed,
determined, which - if known - is therefore to be
trusted, relied or depended on. Things are certain when
it is settled that they are, were or will be so — when alternative pos-
sibilities are excluded by circumstances or action, or are shown to
be excluded by evidence. The certainty of things is distinct from
the certainty of people. It is certain that the melting of the ice-caps
increases global warming; the sun will certainly turn into a red giant
before collapsing into a white dwarf star; the prime minister faces
certain defeat in the House. These are objective certainties — made
certain by foreclosing circumstances (e.g. the increase in carbon
dioxide in the atmosphere), or by evidence (e.g. of the evolution of
stars) or by people foreclosing possibilities through their actions
(e.g. party pacts). Something can be, and can be made, possible,
probable, and more or less, or absolutely, certain. Something can be
revealed to be certain by evidence. For evidence may show that it
is certain that things are so inasmuch as it shows that all other

Certainty and
necessity

The certainty
of things
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possibilities are, for one reason or another, not realized. That it is
certain that things are so does not imply that anyone is certain that
they are. For whatever makes it possible, probable or certain that
things are so need not be known to anyone. Something is or becomes
certain (e.g. the demise of the dinosaurs, the occurrence of tsunamis)
if and when alternative possibilities are foreclosed (e.g. by the impact
of a giant meteor, by movement of tectonic plates) — not if, or indeed
when, they become known to be foreclosed. Similarly, the evidence
that shows it certain that things are so need not be recognized as
such until some time after it is known (as any reader of the tales of
Sherlock Holmes must realize).

Someone may be certain that things are so — or be
uncertain, doubtful or unsure.”® Both the certainty of
things and the certainty of people admit of degrees.
Something or someone may be absolutely, nearly, reasonably, fairly
or not at all certain (but not ‘a little certain’). Someone who is certain
that things are so is convinced that they are. He has ruled out the
possibility of things not being so, and harbours no doubts about
whether they are (he is quite sure). This may be because he thinks
(rightly or wrongly) that it is certain that they are so. It may be
because he has made certain (ascertained) that they are so, or because
he has made it certain (ensured) that things are or are going to be so
by taking appropriate measures. But it may also be because he has a
hunch, intuition or premonition.

The relationship between being certain and being sure is
subtle. The two concepts run for a while along parallel
tracks, but then diverge. If one is sure that things are
so, one is certain that they are, and if one is certain that things
are so, then one is sure that they are. But whereas it may
be certain that things are so, it cannot be sure that they are. One
can make sure, as one can make certain, that something is so,
but one cannot make it sure that something will be so as one can
make it certain that it will. Certainty is related to the exclusion of

The certainty
of people

Being sure and
being certain

28 But subjective certainty is not a mental state. To have excluded alternative
possibilities from one’s mind is not to be in a mental state. It should therefore be
unsurprising that someone’s being certain does not satisfy the requirements of ‘genuine
duration’. One cannot be interrupted in one’s certainty and later resume it (loss of
conviction and the subsequent recovery of certainty is not an interruption of cer-
tainty). One’s conviction or certainty does not cease when one falls asleep.
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possibilities, being sure (from securus) is related to the exclusion of
doubts. One can be sure of oneself (free from doubts), but not certain
of oneself. Something is said to be sure (a foothold, an income or a
refuge) if it allows someone to be sure about it — to be free of doubts
Or WOrry.

It is evident that something’s being certain and
someone’s being certain about it are independent.
Someone may be certain that things are so without
it being at all certain that they are, since other
possibilities obtain. It may be certain that things are or will be thus-
and-so without anyone being certain that they are or will be — for
no one may know that all alternative possibilities have been fore-
closed or recognize the evidence that shows it to be certain that things
are so.

Objective and
subjective certainty
are independent

Someone may be certain that things are so without
thinking that it is certain — as when a gambler is
and feels certain that his next throw of the die will
be a six (but he knows enough about probability
to know that the chances are one in six). One may feel certain that
things will turn out well (one has faith, believes in one’s luck, has a
premonition), while realizing that it is by no means certain they will
- nothing makes it certain and other possibilities are still open. One
cannot be certain without also feeling certain, or feel certain without
being certain. But being certain is subject to standards of rationality
in a way in which feeling certain is not. It would be inappropriate to
say ‘I feel certain’ rather than ‘I am certain’ when one knows for
certain that things are so.
List 4.5 makes surveyable the central distinctions we draw.

Just as it is important not to confuse what is certain
with what is necessary, so too it is important not to
confuse the certainty of things with the inevitability of
things. If something is inevitable, then it is certain to happen - for
whatever makes it inevitable also makes it certain. But there are many
things that are certain to happen without it being inevitable that they
should happen, since although they will not be avoided, they are
avoidable. (Inflation is certain to rise, but it is not unavoidable. A
decline in academic standards in Britain is certain, but not inevitable.)
Circumstances may make it certain that things will be so without
making them inevitable, just as evidence may show it to be certain
that things are so, without showing that they are inevitably so — only
that they certainly are so.

Being certain,
thinking it certain
and feeling certain

Certainty and
inevitability
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The
certainty
of things

It is certain that things are so (but it may be only more or less
certain, probable or possible that they are). If it is certain that
things are so, then the possibility of their not being so is
excluded. This may be excluded by prevailing circumstances,
events or actions, or shown to be excluded by evidence.
Something may be certain without anyone either knowing it to
be certain, or being certain that it is so.

Making it
certain

Something makes it certain (ensures) that things will be so by
foreclosing alternative possibilities. Someone makes something
certain by taking preventive or productive action that ensures
it. Something or someone makes it more or less certain that
things will be so (or makes it more or less probable). Only what
has not yet happened can be made certain. If something is (or
has been) made certain, then it is certain that it will happen.

The
certainty
of people

Someone is certain that things are so. One may be certain that
things are so without its being certain that they are. Similarly
to belief, but unlike knowledge, one can ask ‘Why are you
certain?’ but not ‘How are you certain?’ (only ‘How certain are
you?’). When one is certain that things are so, then alternative
possibilities are excluded from one’s mind. (One is sure if all
doubts are excluded.)

Feeling
certain

Someone feels certain (confident, sure) if and only if he is certain
(confident, sure) that things are so. Neither feeling certain nor
being certain, unlike knowing, imply being right. There are
criteria of rationality for someone’s being certain, but feeling
certain does not require a warrant. Feeling/being certain
approximate feeling/being sure (having no doubts).

Making
certain

Someone makes certain that something is, was or will be so
by ascertaining that alternative possibilities are excluded (but
one cannot make more or less certain that something is, was or
will be so — just as one cannot more or less find out). If one
makes certain that things are so, then one knows for certain
that they are.

Knowing
for certain

To know for certain that things are so is not the same as to
know and be certain that they are so. If someone knows for
certain that things are so, then it is certain that they are. But if
someone merely knows and is certain that things are so, it does
not follow that it is certain that they are. If one knows for
certain that things are so, then the possibility of one’s being
mistaken is excluded.

List 4.5 Certainties
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6. Analyses of knowledge

It is clear that ‘A knows that things are so’ implies that
things are as A knows them to be. If things are so, then
it is true (to say) that they are, and the proposition that
they are is true. One might say that such knowledge is only of truth,
as long as that does not lead one to suppose that its formal objects
are propositions, and that the uniform content of knowledge is that
a given proposition is true. What is correct is that the phrase ‘to know
that’, like ‘to detect that’, ‘to discover that’ or ‘to discern that’, is
factive. This does not mean that facts are the formal objects of knowl-
edge rather than propositions, but rather that what is known to be
so is in fact so.

It has commonly, but by no means uniformly, been thought that
knowledge implies belief. There are various reasons why philosophers
have assumed this. None are wholly convincing.

First, it would be decidedly odd to say ‘I know
that things are so, but I don’t believe it’. It would
why knowledge has .
been thought to be almost as odd to say ‘He knows things to be
imply belief so, but he doesn’t believe it’, although we might
well say ‘I’ve told him, but he doesn’t believe it’.
On the other hand, it does not follow that the oddity stems from a
contradiction of the form ‘Abp & p & ... & ~ Abp’.

Secondly, if someone sincerely asserts that things are so or says that
he knows that things are so — and he is mistaken, then we would
correctly characterize him as having believed (falsely) or thought
(wrongly) that things are so. So believing seems the ‘default position’
when knowledge fails, just as trying is the default position when
action fails. So if believing is knowledge minus something, knowledge
seems to be belief plus something. On the other hand, this conceptual
arithmetic does not show that knowing something to be so is truly
believing it to be so plus some further condition, any more than acting
is trying to do something plus some further condition — namely suc-
ceeding (although that too has been argued).”

Thirdly, someone may believe things to be so, because he has a
premonition or hunch. If he acquires decisive evidence, then he will

‘Know-that’
is factive

3 inconclusive reasons

* For refutation of this idea, see P. M. S. Hacker, Wittgenstein: Mind and Will
(Blackwell, Oxford, 1996), ‘Willing and the nature of voluntary action’, section 6(b);
also S. Schroeder, Wittgenstein: the Way out of the Fly-Bottle (Polity, Cambridge,
2006), pp. 221-4.
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know that what he previously believed to be so is so. Consequently
knowledge seems to be true belief together with good evidence, or
justification, or a right to be sure. — On the other hand, there seem
innumerable cases of knowledge that things are so which are not
supported by evidence (e.g. that the world has existed for many
years), that have no justification (e.g. that one’s arm is bent) and
where no question of having a right to be sure arises (e.g. that ‘Edin-
burgh’ is spelled ‘E-d-i-n-b-u-r-g-h’).

Note that the attempt to explain knowing in terms of believing is
not necessarily to claim that knowledge is a species of belief, for
something may be a necessary condition of another thing without
demarcating a species — just as travelling is a necessary condition of
arriving, but arriving is not a species of travelling.’® The moot ques-
tion is whether believing is a necessary condition of knowing, not
whether knowing is a certain kind of believing.

The relationship between knowledge and belief will be discussed
in chapter 6. In the meantime, we shall keep any doubts in abeyance,
and examine analyses of knowledge that things are so. We shall scru-
tinize three proposals that explore and exploit the nexus between
knowledge, indubitability, certainty and justified true belief.

. Descartes and his early modern followers held that
Defining knowledge i o annot doubt something to be so, then it is
in terms of . . . .
indubitability metaphysically certain. Only what is metaphysi-

cally certain qualifies as scientia — genuine knowl-
edge of truth. The mark of truth, as Descartes claimed to have
discovered from scrutiny of the cogito, is clear and distinct perception
(apprehension). Whatever is clearly and distinctly perceived is certain.
The mark of certainty is indubitability.*! Genuine knowledge must be
completely certain and resistant to all forms of doubt.
Ist objection: logical It is wrong to suppose that if we cannot (logically
exclusion of doubt Ot ‘metaphysically’) doubt something to be so,
excludes certainty  then it follows that we know for certain that it is

39 R. Chisholm, Perceiving (Cornell University Press, Ithaca, NY, 1957), pp. 17f.

3! To be sure, according to Descartes, we must also know for certain that God
exists. Atheists, he held, cannot achieve scientia. ‘I see plainly that the certainty and
truth of all knowledge depends uniquely on my knowledge of the true God, to such
an extent that I was incapable of perfect knowledge about anything else until T knew
him. And now it is possible for me to achieve full and certain knowledge of countless
matters’ (Fifth Meditation (AT VII, 71)).
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so. As we saw in chapter 1, if doubt is logically or grammatically
excluded, as it is in the case of Cartesian cogitationes such as I think’,
‘T am in pain’, ‘I seem to see’ or indeed ‘I doubt’, then so too is cer-
tainty. In such cases, the very indubitability of such cogitationes also
excludes any possibility of knowing for certain that things are so, just
as the logical exclusion of ignorance excludes the intelligibility of
knowing. If ‘I don’t know whether’ and ‘I doubt whether . . .” make
no sense, then ‘I know that . . .” as well as ‘I am certain that . . .
make no sense either. For there is nothing for knowledge or certainty
to exclude.

Secondly, that one does not, and perhaps in fact
2nd objection: cannot, doubt something to be so is not a mark of
inability to doubt . . NPT s .
is not sufficient for 1t 1ndub1tab111ty but. olnly of one’s subjective cer-
knowing tainty or faith. Nor is it a mark of one’s knowing

for certain that things are so. For most of human
history, people did not and could not bring themselves to doubt the
existence of a god or gods. They were quite certain that a god exists.
It was not possible for them to doubt this. But that does not mean
that they knew for certain that a god exists or that the existence of
a god was indubitable.

Thirdly, it is perfectly possible for someone to
know something and yet to doubt whether his
answers are right — as in the case of the hesitant
examination candidate, who despite his trepida-
tion does the calculation correctly or gets the proof right. What shows
that he knows is not his inability to doubt the answer he produces,
but the fact that he produces the right answer.

Nevertheless, there is a truth lurking in the back-
ground here. If one doubts whether things are
thus-and-so, one should not claim to know they
are so. Absence of doubt (which is not the same
as presence of certainty) is a normative condition for claiming to
know something to be so. But it is not a condition for knowing
something to be so. It is evident why it is a condition for claiming to
know. To say ‘Things are so, but I doubt whether they are’ or ‘T know
that things are so, but I’'m not sure’ is a solecism. For to assert things
to be so is to give others to know that they are. It is to tell them what
they may rely on. But to add ‘but I’'m not sure’ or ‘but I doubt it’ is
precisely to deny that they may rely on what one has told them. So
it is akin to ‘Take my word for it, but I wouldn’t’.

3rd objection: absence
of doubt is not
necessary for knowing

Absence of doubt is
necessary for
claiming to know
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The endeavour to explain the nature of knowledge
that things are thus-and-so by reference to cer-
tainty has been popular throughout the centuries.
Such accounts may take at least two different forms: one doxastic
and the other not. Locke spoke of ‘the certainty of true knowledge’.**
Kant held (in his lectures) that ‘to know is to judge something and
hold it to be true with certainty’ or, again, that ‘to know means
to hold something to be true with sufficient certainty that no doubt
remains or can remain’.”> Knowing something to be so is accordingly
true belief coupled with certainty. This idea was revived and elabo-
rated, in terms of being sure, by Ayer in the mid twentieth century.
He argued that the conditions for knowing that something is the case
is “first, that what one is said to know be true, secondly that one be
sure of it, and thirdly that one should have the right to be sure’.’*
Earlier in the twentieth century, Cook-Wilson and Prichard denied
that to know something to be so is to believe it, holding rather that
it is a sui generis self-certifying mental state characterized by cer-
tainty, which is distinct from merely thinking without question that
things are so.*

Defining knowledge
in terms of certainty

Both accounts are wrong, irrespective of their
differences concerning belief. For both mis-
construe the relation between knowledge and
certainty through lack of an overview of the
concept of certainty. Reverting to our survey of certainty, it should
be evident that one can know something to be so without knowing
for certain that it is so. One can know something to be so without
being certain that it is so. And one can know something to be so
without its being certain that it is so. Conversely, one may hold

The concepts of
knowledge and of
certainty are independent

32 Locke, An Essay concerning Human Understanding, 4th edn [1700], IV. xiv. 1;
see also chs xv—xvii. “True knowledge’ is being contrasted with what is wrongly taken
to be knowledge, but which is in fact mere opinion.

3% Kant, ‘The Blomberg Logic’ (1770s), in Lectures on Logic (Cambridge University
Press, Cambridge, 1992), pp. 116, 180; see also ‘The Jasche Logic’ (1800), ibid.,
p. 574.

3 A. J. Ayer, The Problem of Knowledge (Penguin, Harmondsworth, 1956), p. 35.

3% Prichard, “To know is not to have a belief of a special kind, differing from beliefs
of other kinds; and no improvement in a belief and no increase in the feeling of
conviction which it implies will convert it into knowledge’ (‘Knowing and Believing’,
p- 87). Moreover, he claimed, knowing is transparent: “When we know something,
we either do, or can, directly know that we are knowing it [sic]’ (ibid., p. 96).
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something to be so with complete certainty, without its being certain
that it is so, without knowing it to be so and without its being so.
The concepts of knowledge and certainty are, in this sense, mutually
independent.

So, contrary to Kant, it is evident that believing that
something is so, its being so and one’s being certain that
it is so are not sufficient for knowing that something is
so. Contrary to Cook-Wilson, it is clear that being
certain that things are so is not necessary for knowing things to be so.
One may know the answer without being at all certain about it.
Equally, one may know that things are so (someone told one the tale
going round) without knowing for certain that they are so, since one
has not made certain (ascertained) that they are. Contrary to Prichard,
knowing something to be so is not transparent and self-certifying, for
in some circumstances one may know something to be so without
realizing that one does or without being sure that one does.

Certainty is not
necessary for
knowledge

Definine knosled The final analysis of knowledge that we shall
Defining knowledge o 1 hine is the proposal that to know things to be
in terms of justified . . . ..

true belief so is a conjunction of three conditions:

(i) believing things to be so;
(ii) things being so;
(iii) having a justification for one’s belief.

This has been a common view throughout the last half-century. But
there are objections.

First, the normal contextual understanding of
the negation of ‘A knows that things are so” does
not suggest that it is a disjunction of negations,
that is, that either A does not believe things to
be so, or that things are not so, or that A is not justified in believing
things to be so. ‘Jack doesn’t know that today is my birthday’ would,
in typical contexts, be taken to imply that he lacks the information
- not that either it is not my birthday, or that he lacks justification
for thinking it to be, or that he does not believe it is. (Indeed, ‘He
doesn’t believe that she is forty today’ would normally be taken
to imply that he has been given the information, but would not
credit it.) In general, ‘A doesn’t know that things are so’ defeasibly
presupposes that things are so. ‘A doesn’t know whether things are
so’ is normally rightly taken to mean that he cannot answer

4 objections to defining
knowledge in terms of
justified true belief
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the question ‘Are things so?’. However, in some contexts one may
continue ‘but that is his best guess’, which normally defeats the
factive presupposition.

Secondly, one may have good answers to the question “Why do you
believe that?” which by no means establish that one knows what one
is justified in believing. Justified true belief often needs clinching
evidence before one can be said to know (there are very good reasons
for thinking that due to global warming, this century will end in
global catastrophe, but no one knows this to be so yet). So justifica-
tion is often not sufficient for knowledge.

Thirdly, there are indefinitely many things we know to be so, even
though we could give no justification for believing them to be so, for
example that we dreamt of so-and-so last night, that when you inter-
rupted me yesterday I was about to say such-and-such. One may
know the correct way to address the head of one’s College, how to
spell ‘queen’, who composed the ‘Moonlight’ Sonata — but one is
unlikely to have evidence for such things, only the ability to give the
right answer to the corresponding question.*® So justification is often
not necessary for knowledge.

Finally, we must bear in mind qualms about whether knowledge
necessarily involves belief at all. For if that is wrong, then a fortiori
the claim that knowledge is justified true belief is wrong. This will
be examined in chapter 6.

7. Knowledge and ability

An alternative account of knowing-that suggested by a minority of
philosophers explores the relation between knowledge and ability.
The idea originates in Plato and Aristotle, was mooted by Ryle
in The Concept of Mind, suggested by Wittgenstein in the Philo-
sophical Investigations, and advanced by White in The Nature of
Knowledge.

The proximity of knowing-how to ability is patent,
and will be examined in section 8 below. But the cate-
gorial similarity between knowing-that and ability,
though latent, is no less striking. Both knowledge that something is
so and an ability to do something can be acquired, possessed and

Knowing-that
and ability

3¢ Similar considerations apply to Wittgenstein’s ‘propositions of the world-
picture’.
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lost. Neither knowing that things are so nor an ability can be stored
anywhere, but they are retained without storage. Like knowledge,
abilities are neither acts or activities, nor achievements or dis-
positions. The ability to do something — even a mental ability like
calculating in one’s head — is not a state one is in, let alone a mental
state, and neither is knowing something. Similarly, the ability to do
something, like knowing something to be so, is not a disposition,
tendency or proneness. One may have abilities one never uses, just
as one may have knowledge one never makes use of or reveals.
White suggested that the ability in which knowl-
edge consists is the ability to produce a correct
answer to a possible question or a solution to a pos-
sible problem.’” This nexus, he argued, is patent in
cases in which knowledge is expressed by ‘know’, followed by a
Wh-pronoun. To know what, where, when, which, who, is to be able
to produce the correct answers to questions introduced by the corre-
sponding interrogatives. To know that something is so is to be able to
answer the question of whether it is so. Furthermore, to know people
and places is to be able to answer questions about them based on one’s
familiarity with them. To know physics or biology is to be able to
answer questions concerning the subject and to explain matters by
reference to the facts and theories of physics or biology. And so on.

It may be objected that this implies that non-
language-using animals cannot know anything,
since they cannot answer questions. One may
try to meet this objection by stretching the
notion of manifesting the ability to produce the right answer. So White
suggested that animals exhibit their ability to produce the right answer
to a given question in their non-linguistic behaviour — by finding the
bone they buried, recognizing their master’s footsteps, barking at a cat
hiding up a tree, finding their way home. No doubt such behaviour
does indeed show that the dog knows where it buried the bone, knows
that the cat ran up the tree and knows its way home. But it is not easy
to see why this should be thought to be a matter of an ability to answer
questions. More generally, White argued, the ability to answer a given
question is manifested in indefinitely many ways ‘by showing or telling
it, by deed or word, directly or indirectly’.’® But now what was a clear
and determinate ability (namely, to answer a Wh-question) has become

Is knowing-that an
ability to answer
questionss

Knowing-that is not
identical with the ability
to answer a question

7 White, The Nature of Knowledge, pp. 115-21.
¥ Ibid., p. 120.
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so diffuse that it is no longer clear why the ability to produce an
answer should be given pride of place over all the other kinds of things
one can do if one knows something to be so. If one knows that things
are so, then one can not only answer the question of whether they are
s0, one can also tell someone that things are so without being asked,
teach one’s pupils that things are so, correct someone who thinks they
are not so, draw conclusions from things being so, adjust one’s plans,
projects and behaviour to things being as one knows they are, and so
forth. The link between knowing and being able to is surely right, but
the prominence given to having the ability to answer the question of
whether . . . is not.

An important alternative explanation of knowl-
edge as a kind of ability has recently been
advanced by John Hyman.”” Knowledge that
things are so, he argued, is the ability to be
guided by reasons that are facts. The facts one is guided by are one’s
reasons for acting, and also for thinking and feeling. To know that
things are so is to have the ability to do things for the reason that
they are so. (If one does not know that things are so, then the fact
that things are so cannot be one’s reason for doing anything.) This
connects knowledge with rationality, with the ability to reason, and
with reasons for thinking, feeling and doing. It draws an important
construction line (as in geometry) between things being so, things
being known to be so and doing something for the reason that
things are so. But as an analysis of knowledge it is mistaken.

It is true that if [ know that things are so, then
I can act, react or respond in or to circum-
stances for the reason that things are so. I can
also cite the fact that things are so as my
reason for having acted, reacted or responded as I did. But to know
that things are so is not to have the ability to act for the reason that
things are so since there is no such ability.

(i) A person may have the ability to read or write, run or swim,
cook or bake. But no one has the ability to read-War-and-Peace-
for-the-reason-that-it-is-a-famous-novel, and Tolstoy did not have
the ability to write-a-novel-for-the-reason-that-he-would-become-
famous-by-doing-so. No athlete has the ability to run-for-the-reason-
that-it-is-sunny, even though the fact that it is sunny may be his

Is knowing-that the
ability to be guided by
reasons that are facts?

4 reasons why there is no
such thing as the ability to
act for the reason that

% J. Hyman, ‘How Knowledge Works’, Philosophical Quarterly, 49 (1999),
pp- 433-51.
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reason for going for a run. Reasons for acting do not individuate
abilities that are exercised in acting for a reason. Neither does the
possession of the information which is one’s rationale for doing what
one does. Let me explain further.

Abilities are generic. Cooking and baking are two different act-
categories. The ability to cook is different from the ability to bake.
But the ability to cook dinner for the reason that it will please Daisy
does not differ from the ability to cook dinner for the reason that it
will please Maisy. It is one and the same culinary art that is exercised.
Abilities are abilities to do things, and abilities are individuated by
reference to what counts as their successful exercise. “To @, one
might say, is the general form of an act-description. But ‘to V for the
reason that p’ is no more an act-description distinct from ‘to V for
the reason that ¢’ than ‘to V for A’s sake’ is a different act-description
from ‘to V for B’ sake’. ‘Is able to V for the reason that p’ does not
describe a kind of ability. A fortiori, it does not describe a different
ability from ‘is able to V for the reason that ¢’. So to know that things
are so is not the ability to act for the reason that things are so. Indeed,
this is what one should expect, given that there is no limit to the dif-
ferent abilities that one may exercise in doing something for the
reason that things are so. So being able to do something for the reason
that things are so is not a kind of ability.

(ii) With respect to a host of act-categories, one may learn and
often has to learn to perform acts of the category. Only by learning
can one acquire these abilities. One may learn to bake cakes, but
there is no such thing as learning to bake a cake for the reason that
it will please Daisy. One may be more or less skilful at baking cakes,
but not more or less skilful at baking cakes for the reason that Daisy
is coming to tea. One may forget how to V (and so lose the ability
to V), but one cannot forget how to V for the reason that p, let alone
forget how to V for the reason that p as opposed to forgetting how
to V for the reason that q.

(iii) If one knows that it is raining, one has a good reason for using
one’s umbrella to keep off the rain. If one sees that it has stopped
raining, one no longer has a reason for using one’s umbrella. Never-
theless, the cessation of rain has not deprived one of the ability to
open-one’s-umbrella-for-the-reason-that-it-is-raining — only of the
opportunity to use one’s umbrella in the rain.

(iv) If one knows that things are so, one can forget that they are.
But to forget that things are so is not to lose an ability, namely the
ability to act-for-the-reason-that-things-are-so. To forget that Daisy
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is coming to tea is not to forget how to bake cakes for the reason
that Daisy is coming to tea. Nor is there any such thing as remember-
ing how to V for the reason that things are so, only remembering
how to V, and remembering o V for the reason that things are so
(e.g. to lock the door because no one is home, to turn the light on
because it is getting dark).

~ Can one say that knowledge in general is the
Why knouwledge is ability to be guided by the facts? Can one argue
not the ability to be o .
guided by the facts  that ‘since the facts that we are guided by are the

facts that are our reasons, this means that knowl-

edge is the ability to do things, or refrain from doing things, for
reasons that are facts’.*” I think not. It is true that if one possesses
factual knowledge, that is, knowledge that things are in fact thus-
and-so, then that things are thus-and-so may provide one with a
reason for doing something or other. It does not follow that knowl-
edge, like rationality, is an ability to do things for reasons. In
addition, to say that reasons are facts is not like saying that Coxes
are apples, or even like saying that substances are material objects.
To say that we are guided by the facts is not akin to saying that we
are guided by the white lines. ‘Reasons are facts’ amounts to this:
that if A’s reason for V-ing is that things are so, then it is a fact that
things are so. What that means is that it is iz fact the case that things
are so; that, as a matter of fact, things are so; and equally, that it is
actually the case that things are so — or simply, that things are so. To
say that something is a fact is not to classify it or predicate something
of it.
A rational creature is a creature that has the
ability to reason and to do things for reasons
- not merely to make inferences, but also to
think, feel and act for reasons. That ability is
rationality — not knowledge. Knowledge is indeed connected to
rationality. For what one knows to be so can be taken into account
in one’s reasonings, in one’s plans and projects, thoughts, feelings and
attitudes. One can reason from what one knows, cite what one knows
as a reason for thinking, feeling or doing something or other, as well
as give it as one’s reason. What another person knows may be a
reason for him to do something. This may enable one to predict his
future action on the basis of his current knowledge, or explain
his past action by reference to his knowing what he knew. But a

Rationality is the ability
to do and respond to
things for reasons

40" J. Hyman, ‘Knowledge and Evidence’, Mind, 115 (2006), p. 893.
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construction-line is not a theorem. Knowing something to be so is
not an ability to do something for the reason that things are so.

Is knowledge that things are so an ability? It surely
seems ability-like — this is the right area on the conceptual
map in which to locate the concept. On the other hand,
there seems no act-category that answers to such a
description. It is right to connect knowledge in all its forms to poten-
tiality rather than to actuality, but questionable whether to squeeze
it into the category of ability.*! Wittgenstein exhibited characteristic
insight in his remark ‘The grammar of the word “know” is evidently
closely related to the grammar of the words “can”, “is able to”.’*
This appropriately removes knowing from the categories of mental
act, activity, achievement, state and disposition — but nevertheless
displays due caution in avoiding its straightforward assimilation to
an ability.

Knowledge
has a kinship
with ability

As earlier noted, we speak of someone being in a
: state of (e.g. blissful) ignorance, but not in a state
state of ignorance .
but not in a state of of knowing or of knowledge. It should now be
knowing clear why that is so. It is because being able to do
something is a potentiality, not a state (no one
speaks of being in a state of being able to). But to lack the ability to
do something, and equally to be unable to do something, may well
be a state of a thing, animal or person. One may be in a state of
paralysis (mental or physical) — when one cannot move. One may be
in a state of confusion — when one does not know what to do or
think. And one may be in a state of ignorance with respect to some
piece of information that one should or might be expected to have.
One’s state of ignorance will persist — until one learns, is told or
taught how things are. But one does not then make a transition from
a state of ignorance to a state of knowledge, any more than when
one terminates one’s dithering by making up one’s mind, one makes
a transition from a state of indecision to a state of decision — for there
is no such thing as a state of decision. So the fact that ignorance can
be a state (though not a mental one), is perfectly compatible with the
fact that knowledge is not a state.

Why one can be in a

I This modifies what I wrote in Human Nature: the Categorial Framework,
p- 109, where I suggested that knowledge is an ability even though not rigidly tied
to any single act-category. That qualification now seems to me too weak.

2 Wittgenstein, Philosophical Investigations [1953], 4th edn (Wiley-Blackwell,
Oxford, 2009), §150.
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, The rationale for dissociating knowing something to
Links between .
knowing and be. so from the. category of rn.er.ltal state, and of locafcl.ng
being able to it in the domain of potentialities rather than actualities

has become clear. Although it is incorrect to character-
ize knowing something to be so as an ability without more ado, it is
correct to link it with being able to do a variety of things. A non-
language-using animal can modify its behaviour and change its goals
in virtue of what it knows, even though it cannot reason from what
it knows or cite what it knows as a justifying or explanatory reason.*
Human beings can transmit what they know to others, inform them
how things are, advise them what to do, think or feel in the light of
the information they have. They can also turn to their fellow men to
find out how things are, to find out who can tell them how things
are and to find out who needs to be told how things are. They can
explain or justify their thoughts, feelings and deeds by reference to
their knowledge of how things are. And they can predict, explain,
justify and criticize the deeds of others by reference to the information
the others are known to possess or to lack.

8. Knowing-how

The Concept of Mind emphasized the irreducibly practical nature of
some fundamental, as well as some sophisticated, forms of knowing
how to do things. Ryle remonstrated against the over-intellectualizing
of human cognitive powers, reminding us that there is more to intel-
ligence than intellect. Knowing-how, he held, is an autonomous form
of knowledge. As he put it, ‘intelligent behaviour is not piloted by
the intellectual grasp of true propositions’.**

Knowing how to do something and knowing that
things are so share common features. One can
learn how to do something as well as learning that
things are so. One can find out how to do some-
thing, as one can find out whether things are so. One may wonder
how as well as wondering whether. One can forget how as well as
forgetting that, and one can be reminded how to do something as
one can be reminded that things are so. Similarly, one can ask whether

Similarities between
knowing-how and
knowing-that

3 See Human Nature: the Categorial Framework, ch. 7.

* Ryle, The Concept of Mind, p. 26.
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someone knows how to do something just as one can ask whether
he knows that or whether things are so. Nevertheless, Ryle insisted,
knowing-how is not merely another form of knowing-that. Moreover,
he claimed, ‘knowledge-how cannot be defined in terms of knowing-
that’, and ‘knowing-how is not reducible to any sandwich of
knowing-that’.**

For this he was criticized.*® It was argued that to know how to do
something is to know the way to do it. To know the way to do some-
thing subsumes both knowing the manner in which to perform a task
and knowing the means and method by which to succeed. To know
these, like knowing why, when, who, which, etc. is to know that. It
is to know that it is done so — which may be demonstrated or
described. The prominence of demonstration in the analysis of
knowing-how was emphasized in the claim that to know how to V
is to know, of some way w of V-ing, that this way is a way to do it.
On both analyses, knowing how to do something is no more than a
form of knowing-that — and practical knowledge is not a special kind
of knowledge, but only knowledge of a special kind of thing. But it
is far from obvious that all skills can be represented in the form of
knowledge-that. We must be careful not to conflate knowing how
something is done with knowing how to do it.

. A first step towards clarity is to disentangle the
Being able to, . . ..
baving an ability to ONCEPLS of being able to, having an ability to gnd
and knowing how 1o knowing-how to.”” To be able to do something

does not imply having the ability to do it, and
having the ability to do something does not imply knowing how to
do it. Conversely, one may know how to do something, but lack the
ability to do it, just as one may have the ability to do something, but
be unable to do it (one may not have an opportunity, or an instru-
ment, or one may be prevented, or one may just fail despite one’s
best efforts on the occasion).

* Ryle, ‘Knowing How and Knowing That’ (1946), repr. in Collected Papers, vol.
2 (Hutchinson, London, 1971), pp. 213, 224. See also The Concept of Mind, p. 32.
For a spirited defence of Ryle and Aristotle, see David Wiggins, ‘Practical Knowledge:
Knowing How and Knowing That’, Mind, 121 (2012), pp. 97-130, to which T am
indebted.

¢ First by White, The Nature of Knowledge, pp. 14-29, later by J. Stanley and
T. Williamson, ‘Knowing How’, Journal of Philosophy, 98 (2001), pp. 411-44.

47 For elaboration of the concept of human powers, see Human Nature: the Cat-
egorial Framework, ch. 4, section 7.
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Being able A beginner may hit the bull’s-eye With his ﬁrst shot. He
i withour  WAS able to hit the bull the first time he tried (he suc-
an abiliy ~ ceeded in hitting it), but could not do so again. It was a
fluke, and he lacks the marksman’s ability. (We distin-
guish the ‘can’ of success from the ‘can’ of ability.) Abilities are
inherently general. Having the generic ability to V is compatible with
occasional failure. In such cases, one may say: ‘I couldn’t do it’ (I
failed). But one may equally say: ‘I could have done it’ (I have the
ability). If one has the ability to V, then when one sets oneself to V
in favourable circumstances, one normally succeeds.
One may have the ability to do things with regard
to which there can be no question of knowing
how to do them. A normal human being has the
ability to blink, breathe, move his limbs — but cannot
be said to know how to do such things. Those with sharp senses have
the ability to see distant things, hear faint noises, smell the faintest
whiff of a scent; others can fall asleep at will, or go without sleep for
twenty-four hours at a stretch — but no knowledge and so no knowing-
how is involved. Such abilities may be innate or acquired, but if
acquired, then through application (one learns in and by trying). So
one may learn to sleep in the saddle, or to hold one’s drink. Such
abilities may be improved, not by acquiring information but by prac-
tice. One may lose the ability to see or to walk, to fall asleep imme-
diately or to hold one’s drink — but one cannot forget how to see or
walk, to sleep at will or to hold one’s drink.
By and large, one can be said to know how
to V only where there are means and methods
of V-ing.* Here to learn how to V is a matter
of learning the way to V, and one’s knowledge
of how to V may improve over time and with practice. Where the
means and methods are of sufficient complexity to amount to a tech-
nique or techniques, the ability is a skill. To possess a skill is to have
mastered a technique. Mastery of a technique is not reducible to
knowledge of a set of instructions and precepts, even though it
involves knowledge of maxims, principles and precepts, and the

Having an
ability to without
knowing how to

Learning how to and
knowing how to; skills
and mastery of techniques

* By and large’, since the boundary lines are blurred. One may say indifferently
‘He can hold his drink’ and ‘He knows how to hold his drink’ — even though there
are no means, methods and techniques of holding one’s drink. Similarly, one may say
‘Jerry knew how to mimic Isaiah Berlin to perfection’, even though there are no rules
for such mimicry. But if one wants a clear boundary line, this is where to draw it.
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‘mysteries’ of a craft involve extensive knowledge of materials and
procedures. To know the rules and principles of a practice is not the
same as knowing how to engage in the practice.

Nevertheless, knowing how to do something does not
always imply being able to do it, or having the ability
to do it. Having learnt how to do something, having
mastered a certain technique for doing something, one
may — in certain kinds of case — cease to be able to do what one thus
learnt to do, even though one still knows how to do it. The aged tennis
coach may no longer have the ability to play, because of rheumatism
or lack of strength. But that does not mean that he no longer knows
how to play. He may still be an excellent instructor, even though he
cannot play himself. Similarly, in cases where 7o skill is involved,
someone may know perfectly well how to do something (e.g. to lose
weight), know the method of doing it (to eat less and to take more
exercise), but be unable to do so through lack of will-power.

What then is the relationship between knowing-
how and knowing-that? Ryle was mistaken to
claim that knowing how to do something is
never paraphrastically reducible to knowing-
that. It often is. To know how to spell ‘queen’ is to know that it is
spelled ‘q-u-e-e-n’; to know how to address the Queen is to know
that she is to be addressed as ‘Ma’am’; to know how to pronounce
‘C-h-o0-1-m-o0-n-d-e-l-e-y’ is to know that it is pronounced ‘Chumley’.
On the other hand, his critics were mistaken to suppose that to know
how to do something is always reducible to knowing that it is done
so, or to knowing of some way that it is a way to do it. To know
that that (pointing at someone in the swimming pool) is the way to
swim is not to know how to swim at all. To know how to win battles
is neither knowledge that can be explained demonstratively, nor is it
knowledge possession of which is proven by pointing at another’s
successful exemplification of such military prowess. Reading Liddell-
Hart’s books on strategy may teach one the principles of warfare, but
it does not follow that one will know how to win battles. Knowledge
of the principles of warfare is unlike knowledge of an instruction
book for assembling a mechanical device or for using an electronic
gadget. Such knowledge will not enable one to go on and do it. One
may know how baseball is played but not know how to play it, as
one may know how battles are won, but not know how to win them.
One may know the theory of the practice without knowing how to
engage in the practice.

Knowing how
to without the
ability to

The relationship
between knowing-how
and knowing-that
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So some kinds of know-how can be spelled out in a
description or a straightforward set of instructions,
such that grasping the description and instructions
suffices for knowing how to execute the task. Here one may say
that knowing-how is reducible to, or is equivalent to, knowing-that.
Other kinds of know-how are not, either (i) because there are no
maxims and principles to speak of, or (ii) because, although there
are, teaching them is not adequate to impart knowledge of how to
execute the task. Knowing how to ride a bicycle approximates (i),
knowing how to fly an aeroplane is of kind (ii). Ryle was right to
insist that finding out how to do many things, discovering new ways
and means of doing things, and learning to do many kinds of thing
are not, or not only, a matter of finding out, discovering or learning
facts. There is much that we unavoidably learn to do by doing and
by trying (swimming, riding a bicycle) — not by learning rules
or maxims. There is much that we learn how to do by learning to
do. Information is doubtless crucial, but so too are experience and
practice. There are many sophisticated skills knowledge of which
cannot possibly be transmitted merely by instructions — but only
acquired through experience and practice. To know the theory of a
practice is not necessarily to know how to put the theory into prac-
tice successfully.

Reducible and
irreducible cases

There are some kinds of know-how that cannot
be captured by an array of instructions, recipes
and maxims, but have to be pedagogically dem-
onstrated. That is why master-classes are so
helpful for acquiring the mysteries of an art. But one must not
confuse demonstration with exemplification, even though demon-
strating a technique does involve exemplifying it. Rachmaninov’s
performances (unlike his master-classes) did not show how to play.
Watching Picasso painting shows one how he does it, but one will
not have learnt how to do it — although one may pick up some
clues. Furthermore, there are many highly skilful activities (the arts
of politics, or of war) that cannot be ostensively demonstrated but
only exemplified, and hence can be learnt only from a combination
of knowledge of principles, observation of masters at work, practice
and experience.

Practical knowledge is not in general reducible to knowledge of
facts, maxims and principles. Knowing-how is not in general reduc-
ible to knowing-that. Both kinds of knowledge are indispensable for
all human forms of life and are woven into their woof and weft.

Demonstrating how
to and learning how
to by doing
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9. What is knowledge? The role of ‘know’
in human discourse

Traditional attempts to analyse the concept of knowledge failed; and
we have replaced traditional decompositional analysis by systematic
connective analysis. This proves far more illuminating. We can shed
further light on the nature of knowledge by asking a new question:
Why do we need this expression? What would we lack if we had no
such word? What needs does it fulfil>*’

We are eyes and ears to each other, and informa-
tion which one person lacks may be available to
others. So we ask others whether such-and-such
is the case, hoping that they will be able to tell
us. Our questions take various forms. We may use a sentence-question:
‘Is it the case that . .. ?’ — and our respondent may reply ‘Yes’ or ‘No’.
Or we may use a Wh-question: “Where is X?°, “Who is NN?°, “When
is e?’, etc., and our respondent may tell us. These exchanges do not
call for the verb ‘to know’. It is not the role of the assertion ‘T know
that things are so’ to supply the information that things are so — that
is a role of an assertion of the declarative sentence simpliciter. But in
many cases, the person we ask may not be able to answer the question
- and, to make his position clear, he will naturally reply ‘I don’t
know’.’® So one core use of ‘know’, together with negation, is to indi-
cate that one cannot answer a certain question — that one lacks the
relevant information. It is used, typically in ellipsis, as an operator on
a Wh-nominalization. In the same kinds of context, one may use the
expression ‘As far as I know’ or “To the best of my knowledge’ to
qualify the blunt assertion (knowledge-claim) that things are so. Like
some uses of ‘I think’ and ‘I believe’, this serves to indicate that the
grounds for asserting that things are so are less than optimal, and not
beyond dispute.

Interrogative A person may assert that things are so (no matter
use to ask for Whether in answer to a question or not). The assertion
credentials  may be surprising and unexpected, or it may conflict or

Its negation can be used
to signify inability to
answer a question

* It was Oswald Hanfling, in Philosophy and Ordinary Language (Routledge,
London, 2000), ch. 6, who pioneered this route.

39 Of course, he could also say ‘I can’t tell you’, but the reason for not being able
to tell someone something may be that the information is to be kept secret. ‘I don’t
know” is more specific than ‘I can’t tell you’.
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seem to conflict with what we ourselves have observed or been told.
So we may doubt his word and question his credentials. Alternatively,
we may not doubt his word (perhaps we are already aware of how
things are), but may wonder how he could be in the position to assert
what he averred. For it may be that the speaker could not or should
not have been in a position to assert that things are so (e.g. if it was
supposed to be kept secret from him). Epistemic operators have a
role in these kinds of case. For we should naturally ask ‘How do you
know?’ or “‘Why do you believe that?’. ‘How do you know?’ may be
a request for general credentials, that is, enquiring how the agent is
able to judge of such things. Or it may be asking more specifically
how the agent was in a position to assert that things are so — which
might be answered by, for example, ‘I saw it’, or by explaining that
he gained the information by inference from such-and-such evidence,
or obtained it from testimony, or on the authority of an expert.
Alternatively, the question may be a request for evidence in support
of the assertion that things are so, which may take different forms,
for example, ‘How can you tell?” or “What are the grounds for this
claim?’ The kinds of answer to the latter questions merge with
responses to the question “Why do you believe that?’, which can be
a challenge to the addressee’s credulity and is a request for reasons.
If the answer is in one way or another inadequate, then the questioner
may be in a position to reply ‘So you don’t know’, thus denying the
reliability of the informant or of the information offered, either
because the informant was not in a position to make an unqualified
claim or because his supporting grounds are inadequate to the case
at hand.

Often, wondering how things are, we must find
out whom to ask. Here too there is an obvious role
for the word ‘know’. For we may ask ‘Do you
know whether things are so?’ or ‘Does he know
what (when, who, etc.) . .. ?” or just “Who knows whether things are
s0?’. Here the verb ‘know’ is used to enquire who can tell us. Some-
times we may already possess the information in question, yet we
may ask ‘Does he know that things are so?’ (which here presupposes
that we know that they are), not in order to obtain the information,
but in order to find out whether we need to tell him. So too, we may
start telling someone something, and he may stop us by saying ‘I
already know’, that is, there is no need to tell him. Differently,
someone who is seeking information may preface his question with
an ‘I know that things are so, but . . .”, in order to narrow down the

To find out who can
tell one, or whether
someone is informed
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range of information needed, as when one says ‘I know that the next
London train is at 12.30, but could you tell me from which platform
it leaves?” Furthermore, there are other circumstances, for example
of examinations, in which the question ‘Does he know?’ arises, even
though we ourselves possess the requisite information. Here we want
to find out whether a student, who ought to be similarly informed,
can or cannot answer the relevant question. Here (and in some other
contexts too) there is an obvious use for the response ‘I think I know’
or ‘I believe I know’ to express uncertainty as to whether one has got
things right, remembered correctly what one was taught, worked out
the answer correctly, etc. ‘I think I know” here is tantamount to ‘If I
am right, then I know, although I may not be’.
There are other contexts that call for the use of
this epistemic operator, for example to ward off
an objection, as in ‘I know that things are so, but
nevertheless I am going to V’. The role of ‘I know’
is not to impart the information that things are so,
but to make it clear that the speaker has already taken it into account
or dismissed it. Differently, ‘I know that things are so’ has a role not
to supply the addressee with the information that things are so, but
to tell him that the speaker is in possession of it, information that
functions as a background or condition for some further move in the
language-game — as when one says ‘I know that you told A about the
matter, but I wish you had asked me before you did so’. Yet another
familiar role for ‘I know’ is where there is a need to forestall or
repress doubt, either for oneself or for another, as when one explains,
while rummaging in a drawer, ‘I know I put it here’.

Since rational creatures act on, and reason from, infor-

To ward off
objections; to
indicate possession
of information

iﬁ%ﬁ;ﬁ?in 4 mation they possess, there are three further important
predicting roles the verb ‘to know’ and its negation fulfil, namely

explaining, justifying (or excusing) one’s own or others’
behaviour and reactions, and predicting the behaviour and reactions
of others. We may enquire whether another knows (or knew) that
things are so (which defeasibly presupposes that we do) or whether
he knows or knew whether things are so (which does not), in order
to be able to understand, justify or excuse, or to predict his reason-
ings, his responses, actions and omissions. For if the information that
things are so is available to him, then, given the context of his
projects, it is plausible to suppose that he has reasoned or will reason
thus, has or had reason for reacting so. Conversely, if he does not
know, then certain courses of action and certain kinds of response to
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the situation will seem unreasonable to him. Given his plans and
projects, that he knows (or does not know) that things are so will
often render his responses and actions relatively predictable, and ex
post actu intelligible, not on causal, but on rational grounds. For if
a person possesses the information that things are so, then it is pos-
sible for him to take it into account in his reasoning and in his action.
Similarly, ‘T didn’t know” or ‘He didn’t know’ is often an excuse or
explanation of an omission or impropriety. List 4.6 gives one an
overview of some of the roles and functions of the verb ‘to know’.

e To indicate inability to answer a question: ‘I don’t know.’

® To qualify an answer: ‘As far as I know.

e To ask for the source or grounds of another’s information:
‘How do you know?’

e To find out whom to ask: “Who knows wh . . . ?°, ‘Do you
know wh . .. ?’, ‘Does he know wh ... ?

e To find out whether another needs to be told or already has
the information: ‘Do you (Does he) know . . . ?’

e To indicate the redundancy of being told: I already

b

know .. ..

e To indicate that one has taken information into account: ‘I
know that . . ., so (or, ‘but nevertheless . . .).”

e To forestall doubt: ‘I know I left it here.’

e To explain and predict: ‘He knew that . .., so he ..., ‘He
does not know . . ., so he won’t .. ..

e To justify or excuse: ‘I V-ed because I knew . . .", ‘He didn’t
know ...,sohe.. ..

List 4.6 Ten uses of ‘to know’ as an instrument

From this schematic survey some general conclusions can
be drawn. First, in accounting for the use of the phrase
‘to know that’ (and its various equivalent transforms),
primacy should be given to the notion of possession of information,
to being able (or unable) to say or tell how things are. Secondly, a
large part of the rationale for the concept of knowledge turns on the
fact that information is shareable and commonly shared, that most

General
conclusions
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of our stock of knowledge is learnt not from personal experience but
from others. Hence a large part of the point and purpose of the verb
‘to know’ and its cognates lies in the quest for information and
sources of information. Thirdly, given the multiplicity of roles of this
cognitive verb, and the variety of contexts in which it is called upon
to fulfil one or another of its functions, it becomes obvious that what
is presupposed by its use, and what is demanded of its user, will vary
greatly from context to context, content to content, speaker to speaker
and questioner to respondent. The evidential demands of the law
courts, on the one hand, and of the scientific community, on the other,
are quite different from the demands on answers to requests for
humdrum information that is part of the stock of common cultural
knowledge (e.g. ‘Do you know the date of the battle of Waterloo?’,
‘Who was the inventor of the computer?’, ‘Is nitrogen heavier that
oxygen?’), on the one hand, and for passing on information (e.g.
‘Does Jack know he has got the job?’, “When is the next train to
London?’, “What is that fellow’s name?’), on the other. So too the
requirements that have to be satisfied for someone rightly to be said
to know vary further according to the information already possessed,
and reciprocally known to be possessed, by speaker and hearer.
Fourthly, given that we are rational creatures capable of acting for
reasons, it is obvious that what another knows has a pivotal role in
predicting, explaining and justifying his action, and what we know
has an equally pivotal role in our plans and projects, and in explain-
ing and justifying our behaviour. This too provides a shifting scale
for the warranted application of the concept. For often the only rel-
evant factor in making predictions and giving explanations is that the
person whose behaviour is being predicted or explained has the right
answer, and not whether he has the right warrant or justification.

It is noteworthy that the connection between knowledge and belief
seems surprisingly slender. Far from knowledge looking like
belief ‘plus something’, belief seems to be knowledge ‘minus some-
thing’. We shall pursue this matter further in the next chapter.
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1. The web of belief

Rationality is bound up with reasoning. If one is rational,
one is able to reason from premises one takes to be true
to conclusions well supported by such premises, and to
justify one’s deeds by reference to (what one takes to be) the facts of
the case that provide one with reasons for acting. In the absence of
omniscience, some of the premises rational creatures reason from are
bound to be false. In the absence of incorrigibility, some of the con-
clusions rational creatures reason to are bound to be mistaken. Often
the available evidence makes it reasonable to believe that things are
so, but does not warrant a knowledge claim. One may reason from
what one knows to be so or from what one merely believes to be so,
and one may know or merely believe the conclusions one derives. It
is reasonable to believe what is adequately, even though not conclu-
sively, supported by reasons, and it is reasonable to withhold belief
from something one knows lacks adequate support. So the concept
of belief is interwoven with the concepts of rationality, reasonableness
and grounds of judgement.'

Belief is the Belief is equally interwoven with the concept qf
default when knowledge. As we saw in the last chapter, many phi-
knowledge fails  losophers have argued that knowledge entails belief.

The weave

of belief

! For a discussion of rationality and reasonableness, see Human Nature: the Cate-
gorial Framework, ch. 7, section 1.
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It has been held that to know something to be so is to believe truly,
and to be certain that what one believes is so. An alternative view is
that it is to believe truly, and to be justified in believing what one
believes. Others, however, have argued that knowing is neither a form
of, nor a function of, believing. This much, however, is clear: someone
who takes himself to know that things are so when they are not, does
not know, but only believes things to be so. So even if knowledge is
not ‘belief plus something’, belief is the default position when knowl-
edge claims fail. Moreover, one may believe that one knows, but be
wrong — as when one mistakenly believes one has the right answer.
And one may know without believing that one knows — as students
sitting examinations often do. One may not know what one believes,
but, as we noted in chapter 2, this is quite different from not knowing
what another believes. The latter is a case of ignorance; the former
is a matter of not knowing what to believe. The relationship between
knowing and believing requires systematic scrutiny. We shall defer
this until the next chapter.

Our empirical beliefs are generally measured against
the world and found adequate or wanting. If things
are as one believes them to be, then one’s belief can
be said to be right or correct. If things are not as one
believes them to be, then one’s belief is wrong or incorrect. Belief is
above all ‘directed’ at reality — at how things are in the world, and
only secondarily at the truth of propositions.” What one believes is:
that things are so. One’s belief is correct if things are as they are
believed to be. Being correct (right) or incorrect (wrong, mistaken)
are the primary ‘values’ of believing something, as being true or false
are the primary ‘values’ of propositions, statements, assertions, dec-
larations, confessions, allegations, rumours, histories and tales. But,
of course, beliefs too may be true or false — of which more anon.

Belief is directed
at how things
are

2 Cp. B. O. A. Williams: ‘beliefs aim at truth . . . Truth and falsehood are a dimen-
sion of an assessment of belief as opposed to many other psychological states or
dispositions . . . to believe that p is to believe that it is true that p’ (‘Deciding to
Believe’, repr. in Problems of the Self (Cambridge University Press, Cambridge, 1973),
pp. 136f). This is mistaken. First, it is the expression of belief (namely, that things
are so) that may be true or false, not the object of belief — unless what one believes
is a proposition, statement, declaration, etc. (Similarly, what one sees is often reported
by a proposition, but what one sees is not a proposition or the truth of a proposition.)
Secondly, as we shall see, believing is not a psychological state, and psychological
states are not true or false.
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, Given that belief is bound up with rationality and rea-
The virtues . . .
and vices of sonableness, and given th.e r.olﬁt of these in Fhe optgnal
belief conduct of human life, belief is interwoven with a variety
of intellectual and moral virtues and vices. Credulity
and gullibility are intellectual vices of doxastic excess, the former
involving an undue proneness to believe people and their stories,
the latter a tendency to be taken in or fooled by the tales of others.
Incredulity and scepticism are intellectual vices of doxastic deficiency
— of reluctance to believe or an undue proneness to disbelieve. Super-
stition is the fault of wrongly believing in a causal nexus based
on mere association (e.g. post hoc, propter hoc) or old wives’ tales,
or behaving as if one so believed (as when one walks around rather
than under ladders even when one does not believe there to be any
danger of something falling). Bigotry and dog