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Preface

In the chemical process industries, chemical reaction and the purification of the
desired products by distillation are usually carried out sequentially. In many
cases, the performance of this classic chemical process structure can be signifi-
cantly improved by integration of reaction and distillation in a single multifunc-
tional process unit. This integration concept is called ‘reactive distillation’ (RD);
when heterogeneous catalysts are applied the term ‘catalytic distillation’ is often
used.

As advantages of this integration, chemical equilibrium limitations can be
overcome, higher selectivities can be achieved, the heat of reaction can be
used in situ for distillation, auxiliary solvents can be avoided, and azeotropic
or closely boiling mixtures can be more easily separated than in non-RD.
Increased process efficiency and reduction of investment and operational
costs are the direct results of this approach. Some of these advantages are realized
by using reaction to improve separation; others are realized by using separation to
improve reaction.

Most important industrial applications of RD are in the field of esterification pro-
cesses such as the famous Eastman Chemical Co.’s process for the synthesis of
methyl acetate [1]. This process combines reactive and non-reactive sections in a
single hybrid RD column and thereby replaces a complex conventional flowsheet
with 11 process units. With this RD technology investment and energy costs
were reduced by factor five [2]. Another success story of RD was started in the
1980s by using this technology for the preparation of the ethers MTBE, TAME,
and ETBE, which are produced in large amounts as fuel components because of
their excellent antiknock properties [3].

Nowadays, many research and development activities are under way to introduce
RD into other chemical processes. But despite the convincing success of RD in
esterification and etherification applications, it is important to note that RD is
not always advantageous. In some cases it is not even feasible. Therefore, the
development of reliable tools for the conceptual design of RD processes is one
of the most important fields of current research activities.

Due to the interaction of reaction and distillation in one single apparatus, the
steady-state and dynamic operational behavior of RD can be very complex. There-
fore, suitable process control strategies have to be developed and applied, ensuring
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optimal and safe operation. This is another very important area of current and
future research and development.

Today, RD is discussed as one part of the broader area of reactive separation,
which comprises any combination of chemical reaction with separation such as
distillation, stripping, absorption, extraction, adsorption, crystallization, and mem-
brane separation. In the next decade, unifying approaches to reactive separators
should be developed allowing the rigorous selection of the most suitable type of
separation to be integrated into a chemical reactor.

Despite the fact that the basic idea of combining reaction and distillation is old,
there has been an enormously growing interest in the design and operation of RD
processes in recent years. Fig. 1 shows the number of journal papers that have
appeared on the subject during the last 30 years. It is worth noting that the total
number of publications including the papers in conference proceedings and so
on is a multiple of the number of publications in scientific journals. In an analo-
gous manner, the industrial interest in applying this attractive process technology
has increased continuously. This is reflected by the steadily growing number of
patents applied since 1970.

Despite the large number of publications only a few review papers have been
written on this topic so far. Podrebarac et al. [4] highlighted the advantages of
RD and gave an overview on potential uses of catalytic distillation. The review by
Taylor and Krishna [5] focused mainly on the modeling aspects of RD. Doherty
and Malone [6] gave valuable commentaries on future trends and challenges in
this field of research. Gorak and co-workers [7] summarized rate-based modeling
techniques for RD and also for reactive absorption. Book chapters on RD are
available in volumes on distillation technology by Stichlmair and Fair [8], and by
Doherty and Malone [9], and also in a recent book on reactive separations [10].
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Moreover, since RD is going to become a more established technology, it has
found its way into classic chemical engineering encyclopedias [11, 12].

However, a comprehensive volume covering all aspects of application, design,
analysis, and control of RD processes is still missing. To fill this gap, the present
book was prepared. Its chapters are written by leading international experts from
both academic institutions and industrial companies. They summarize the present
state of knowledge and give an outlook on challenging issues in the future.

The book is divided into four parts: Part I surveys various industrial applications
and covers both established large-scale processes as well as new chemical reaction
schemes with high future potential. Part II provides the vital details for analysis of
reactive phase equilibria, and discusses the importance of chemical reaction
kinetics, while Part III focuses on identifying feasible column configurations
and the design of their internal structure. Analysis and control of the complex
dynamic and steady-state behavior of RD processes are described in Part IV.

Part | Industrial Applications

Chapters 1-3 give a survey of chemical reaction schemes that are performed
successfully in RD columns and present ideas for new applications. Sharma and
Mahajani (Chapter 1) point out that RD has acquired its new status only recently
in spite of the fact that the concept has been used in various processes since 1860s.
Over the last two decades, especially after the commissioning of large-scale plants
for MTBE and methyl acetate production, RD has been seen as a promising reac-
tor/separator that can fulfill multiple objectives simultaneously. With respect to
applications, engineers and chemists have started looking beyond the classic
esterification and etherification reactions. Hydrogenation, hydrodesulfurization,
isomerization, and oligomerization are some of the unconventional examples to
which RD has been successfully applied on a commercial scale. Moreover, hydro-
lysis, alkylation, acetalization, hydration, and transesterification have also been
identified as potential candidates for RD. Another important area of application
is the removal of small amounts of impurities to obtain high quality product
(e. g., phenol). RD can also be used for the recovery of valuable products like acetic
acid, glycols, lactic acid, and so on from waste streams.

Schoenmakers and Bessling (Chapter 2) give an overview of the tools that are
available today and the methods that are now introduced in the industrial practice
of chemical companies. A process synthesis procedure gives good qualitative
reference points. Simulation tools have been developed that are mainly based on
equilibrium models. But there are further steps to go on the way to the realization
of an industrial plant. The scale-up from the miniplant scale used for the experi-
mental validation of a new process is well known for conventional distillation,
but complicated by several facts for RD especially in the case of heterogeneous
catalysis. To overcome these problems either reference plant experience on an
industrial scale or (if not available) further research is required. Other options
both for homogeneous and heterogeneous catalysis are possible and are discussed
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in the contribution. The authors emphasize that the combination of reaction and
distillation not necessarily has to be operated in a counter-current column. For
slower reactions a broad variety of equipment not necessarily containing columns
can be used.

In Chapter 3, Tuchlenski and colleagues illustrate a procedure for process design
on an industrial scale using the decomposition of the fuel ether MTBE into metha-
nol and isobutene as an important example. Based solely on thermodynamic con-
siderations, a plausible column configuration is derived. In order to study the scale-
up of structured packing, experiments were performed on the lab scale as well as
on the pilot scale. While lab scale experiments could be described satisfactorily
with a simple equilibrium stage model, the same approach failed in the case of
pilot plant experiments. Hydrodynamics, maldistribution and/or mass-transfer
limitations might be a reasonable explanation and are worth more thorough inves-
tigation. The authors conclude that pilot plant operation is indispensable to estab-
lish a heterogeneously catalyzed RD process.

Part Il Physicochemical Fundamentals

Chapters 4 and 5 are dedicated to the thermodynamic and kinetic fundamentals of
RD processes. In Chapter 4, Hasse reviews the fundamentals of thermodynamic
modeling of simultaneous phase and reaction equilibria. The author emphasizes
the importance of consistency of phase equilibrium models. Thermodynamic con-
sistency provides a sound basis for developing predictive reaction models for RDs,
which are valid over a wide range of concentrations. To develop phase equilibrium
models, reliable experimental data of phase equilibria in reactive systems have to
be available. For successful measurements, suitable experimental techniques are
needed, which are briefly summarized in this chapter. Criteria for their selection
are also given.

Sundmacher and Qi (Chapter 5) discuss the role of chemical reaction kinetics on
steady-state process behavior. First, they illustrate the importance of reaction ki-
netics for RD design considering ideal binary reactive mixtures. Then the feasible
products of kinetically controlled catalytic distillation processes are analyzed based
on residue curve maps. Ideal ternary as well as non-ideal systems are investigated
including recent results on reaction systems that exhibit liquid-phase splitting. Re-
cent results on the role of interfacial mass-transfer resistances on the attainable top
and bottom products of RD processes are discussed. The third section of this con-
tribution is dedicated to the determination and analysis of chemical reaction rates
obtained with heterogeneous catalysts used in RD processes. The use of activity-
based rate expressions is recommended for adequate and consistent description
of reaction microkinetics. Since particles on the millimeter scale are used as cata-
lysts, internal mass-transport resistances can play an important role in catalytic dis-
tillation processes. This is illustrated using the syntheses of the fuel ethers MTBE,
TAME, and ETBE as important industrial examples.
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Part Il Process Design

Chapters 6-8 focus on process design, i. e. determining suitable column configura-
tions, suitable operating conditions, and suitable column internals. Chapter 6 by
Doherty and co-workers is concerned with conceptual process design. Geometrical
methods are provided, which allow at the initial stages of process development to
decide quickly whether RD is likely to be a good process concept. The attainable
region approach for reaction-mixing systems is applied to systems with simulta-
neous reaction and separation in order to assess the possible selectivity-yield-con-
version benefits of this technology. Feasible direct and indirect sharp splits are pre-
dicted with a model in which each column section is represented by a series of co-
current isobaric flashes. In the limits of no reaction, or of chemical equilibrium,
the model reduces to conventional models for distillation lines, and each column
section can be represented by the same equations. However, at intermediate rates
of reaction the models for the column sections are different, and new results are
obtained. A bifurcation study shows the limits of feasibility including the influence
of flow rate, catalyst level and holdup. Unlike distillation without reaction, limited
ranges of feasibility in all of these variables are found.

Chapter 7 by Krishna is concerned with hardware selection and design for RD
columns. An overview on available hardware for homogeneously as well as hetero-
geneously catalyzed RD processes is given. Criteria for suitable hardware selection
are discussed and illustrated by different case studies. It is shown that the require-
ments for hardware selection are different from conventional non-RD. The author
concludes that especially for heterogeneously catalyzed RD processes it is almost
impossible to reconcile the conflicting requirements and introduces the side reac-
tor concept as a promising alternative to overcome many of these conflicting hard-
ware issues.

Chapter 8 by Kunz and Hoffmann introduces a special catalyst technology devel-
oped by the authors. State of the art in industrial catalyst technology is to use cat-
alyst particles with a size in the millimeter range and to sew these particles into a
wire mesh or glass-fiber clothing to form structured packing. The manufacturing
process makes this type of packing expensive. In contrast to this, unstructured
packing materials like Raschig rings are much cheaper. However, so far, Raschig
rings with comparable catalytic activity are not commercially available. In the pres-
ent contribution the authors introduce various methods for the preparation of cat-
alytically active rings by polymerization of ion-exchange resin into the pores of a
carrier material. Application is tested for MTBE synthesis. Based on this technol-
ogy monolithic polymer/carrier materials were developed, which can be used for
other reactive separation processes like reactive chromatography and polymer-
assisted solution-phase organic synthesis.
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Part IV Modeling and Process Control

Chapters 9 and 10 are on modeling, dynamics, and control of RD processes. The
contribution by Taylor and Krishna (Chapter 9) deals with the modeling of homo-
geneously and heterogeneously catalyzed RD processes. The focus of this contribu-
tion is on steady-state behavior. First, the equilibrium stage model is introduced,
which is readily obtained from the non-reactive case by adding reaction terms.
Afterwards, non-equilibrium stage models are introduced as a more rigorous
approach. It is shown that different types of non-equilibrium models apply to
homogeneously and heterogeneously catalyzed processes. In the homogeneous
case, further distinction has to be made between slow and fast liquid-phase reac-
tions. In the heterogeneous case distinction between negligible and finite intrapar-
ticle diffusion inside the catalyst is essential. Finite intraparticle diffusion can be
modeled with the dusty fluid model, which is an extension by the authors of the
well-known dusty gas model. Finally, cell models are introduced to account for
non-ideal flow patterns on distillation trays and maldistribution in packed col-
umns. Equilibrium and non-equilibrium models are compared for different pro-
cess applications including MTBE, TAME, and ethylene glycol synthesis and a per-
spective on the use of non-equilibrium models in RD process design is given.

The final contribution by Kienle and Marquardt (Chapter 10) gives an overview
of the present knowledge of non-linear dynamics and control of RD columns. First,
focus is on open-loop dynamics. It is shown that RD processes can sometimes
show an intricate non-linear dynamic behavior, a profound understanding of
which is not only of scientific interest but also very important for improved process
design and operation. Basic terminology, methods, and tools are introduced for
analyzing and understanding non-linear dynamics. Three different types of reac-
tion systems are introduced including esterification, etherification, and the ethy-
lene glycol system. Different patterns of behavior are identified depending on
the reaction systems and the operating conditions. In the equilibrium regime of
the chemical reaction the dynamic behavior of a RD column is qualitatively similar
to a non-RD column, whereas in the kinetic regime the chemical reaction rate is
dominating. For closely boiling mixtures, like in many etherification processes,
the behavior in the kinetic regime is very similar to a single phase isothermal re-
actor. Additional effects arise for mixtures of components with completely different
boiling points as for the ethylene glycol system, for example. In the second part,
available guidelines for control structure selection and control system design are
summarized. Emphasis is on the equilibrium regime. Here, similar methods as
in non-RD apply. Additional complexity is introduced in inferential control
schemes, where temperature is used as a cheap, fast, and reliable measurement
instead of concentration. The authors conclude that control studies for kinetically
controlled processes are missing to a large extent.
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Industrial Applications of Reactive Distillation

M. M. Sharma and S.M. Mahajani

1.1
Introduction

Reactive distillation (RD) is a combination of separation and reaction in a single
vessel. The concept of combining these two important functions for enhancement
of overall performance is not new to the chemical engineering world. The recovery
of ammonia in the classic Solvay process for soda ash of the 1860s may be cited as
probably the first commercial application of RD, as shown in Fig. 1.1. Many old
processes have made use of this concept. The production of propylene oxide, ethy-
lene dichloride, sodium methoxide, and various esters of carboxylic acids are some
examples of processes in which RD has found a place in some form or the other,
without attracting attention as a different class of operation. It was not until the
1980s, thanks to the enormous demand for MTBE (methyl tert-butyl ether), that
the process gained separate status as a promising multifunctional reactor and
separator.

The commercial success of RD for the production of MTBE was immediately fol-
lowed by another remarkable achievement with the Eastman Kodak process that
condensed the whole chemical plant for methyl acetate in a single RD unit that
accepts reactants and delivers pure products. Since this demonstration of its ability
to render cost-effectiveness and compactness to the chemical plant, RD has been
explored as a potentially important process for several other chemicals and reac-
tions. Along with esterifications and etherification, other reactions such as acetali-
zation, hydrogenation, alkylation, and hydration have been explored. This chapter
gives an overview of the efforts being made in this direction and suggests some
potentially important processes for RD. The objectives of existing and potential ap-
plications of RD are to: surpass equilibrium limitation, achieve high selectivity to-
wards a desired product, achieve energy integration, perform difficult separations,
and so on. One or more of these benefits are offered by the processes in which RD

3
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NH, + CO, for absorber

-
Cooler %_

Liquor preheater —2 <+——  Filter liquor

.

Strippper a— ——‘ {NH,},CO, = 2NH, + CO, +H,0
- Lime milk
Prelimer
W
hh“'
{NH,),50, + Ca0 = 2NH, + CaS0, +H_0
o 2NH,Cl + Ca0 = 2NH + CaCl + HO
Distillation
column

Low Pressure Steam

Fig. 1.1  Ammonia recovery in Solvay process

is used. Tab. 1 gives a comprehensive list of the reactions that have been investi-
gated as candidates for RD. Tab. 2 suggests some potentially important reactions
that should be investigated. Because of the large number of such reactions, it is
not possible to describe each reacting system in detail here. The application of
RD to the most important reactions is described here to give an overview of the
issues related to industrial use of RD.
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Table 1.2 Potentially important reactions as candidates for RD.

Reaction details

Relevant
reference

Etherification/acetalization

wet ethanol (80 % w/w) to ETBE at high temperature to minimise tert-butanol
formation

reaction of 1,4 butene-2-diol with acetone and 2-methyl propanal

reaction of cis and trans- cyclohexane diol with formaldehyde

(1]

[92]

Esterification with alcohols/olefins

ethyl formate from ethanol and formic acid

isopropyl acetate from isopropanol and acetic acid

recovery of glycolic acid, glyoxylic acid from aqueous solutions as esters

recovery of acetic acid/acrylic acid through formation of n-butyl acetate, isoamyl
acetate (V-L-L system)

reaction of propylene (butylenes) with acetic acid to give isopropyl (sec butyl)
acetate.

esterification of succinic, glutaric, and adipic acid

esterification of petanoic acid with ethanol for better selectivity

[93]
[94]

(95]
[96]

Hydration
propylene glycol from propylene oxide

Transesterification

production of dimethyl carbonate (DMC) through the reaction of methanol and
ethylene (propylene) carbonate

methyl phenyl carbonate and diphenyl carbonate from phenol and dimethyl
carbonate

[97]

Condensation
acetone to isophorone

acetaldehyde to paradehyde

(70]

Amination

reaction of acetone with ammonia to give 2,2,6,6 tetramethyl-4-piperidone

Alkylation/Dimerization

removal of AMS from cumene through dimerization/alkylation
removal of styrene from ethyl benzene

ethylene to 1-butene and 1-hexene

C; fraction: cyclopentadiene and further to dicyclopentadiene; Cs olefins to
diolefins

(98]
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Table 1.2 (continued)

Reaction details

Relevant
reference

Hydrogenation/hydrodesulphurisation/hydrodenitrogenation
hydrogenation of dimethyl maleate

hydrogenation of Methyl acetylene and butyne (in C; and C, fractions from
naphtha cracker)

hydrodenitrogenation of petroleum fraction as feed to hydrocracking

[99]

Acetalization/ketalization

reaction of acetaldehyde, acetone with methanol, ethanol

(Photochemical) chlorination

chlorination of toluene: selectivity for benzyl chloride

[100]

Separation of close boiling compounds

m/p- cresol and 2,6 xylenol: preferential reaction with amine: reactive extractive
distillation

mixture of cyclohexene and cyclohexane: through hydration/esterification of
cyclohexene

[101]

Isomerization

1,4 dichloro 2-butene to 1,2 dichloro 3-butene
cyclohexanone oxime to epsilon-caprolactum
epichlorohydrin from glycerol dichlorohydrin

aniline production (V-L-L)

[102]
[102]

[103]

Cracking

dicyclopentadiene to cyclopentadiene

Impurities removal
carbonyl compounds removal from phenol
removal of minute amount of ethyl acetate in aqueous solution of ethanol

removal formaldehyde, acetaldehyde impurities from crude acetone by reaction
with diamine

[104]
[105]
[106]

13
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1.2
Etherification: MTBE, ETBE, and TAME

Gasoline reformulation using ethers such as MTBE, ethyl tert-butyl ether (ETBE),
and tert-amyl methyl ether (TAME) as octane boosters and oxygenates has been
driven by the Clean Air Act in USA in late seventies, which boosted MTBE produc-
tion to a new level in the early 1980s; TAME and ETBE also emerged as promising
fuel additives. In addition to its antiknock property, enhancing the octane number
of the fuel, MTBE improves the water tolerance limit of the fuel and has a higher
calorific value than other additives such as methanol. The RD process can exceed
the equilibrium limitation and offer more than 99 % conversion. The process is
shown in Fig. 1.2. Another important aspect of carrying out the etherification to
near complete conversion, is its efficient use in separating the iso-olefins from
the refinery stream containing both normal and secondary butenes (C, or Cs),
which otherwise are very difficult to isolate. The RD column can handle the
mixed olefins quite effectively and exploits the presence of inert butenes to improve
its own performance. This separation is necessary because n-butenes are required
in the pure form for producing pure butene-1, as a co-monomer for polymerization
of ethylene, feed for acrylates, and for the oxidative production of butadiene.

The decision to ban MTBE in California from 2003 will force refiners to look for
a new fuel additive and will probably have adverse implications for the existing and
proposed production units for MTBE and other fuel ethers. Nevertheless, MTBE
has been mainly responsible for the initiation of research and development in
RD and its high status today. In the last two decades, especially in the 80s, the pa-
tents and published literature on RD have been mainly focussed on its application
for MTBE and other ethers.

The conventional processes for the manufacture of MTBE uses a catalytic reactor
with a slight excess of methanol (methanol/isobutylene = 1.05 to 2). The products
correspond to the near-equilibrium conversion of 90-95 %. The reaction mixture is
separated using distillation, but this is complicated by the formation of the binary
azeotropes methanol-MTBE and isobutylene-methanol. The unreacted isobuty-
lene is difficult to separate from other volatile C, products. In the RD process,

¥
:

E Fig. 1.2 Process for MTBE produc-
C’ tion: an adiabatic reactor and an RD
MTBE

column

MeOH C,
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on the other hand, almost complete conversion of isobutylene is obtained, thereby
eliminating the separation and recycling problems. The RD column consists of
three sections, of which the middle section is the reactive zone packed with a
solid catalyst. The top non-reactive rectifying section performs the separation of
inert gases and excess methanol, and the bottom section separates out MTBE in
almost pure form. The boiling point of MTBE is 328 K and that of methanol is
337.5 K. Surprisingly, MTBE is the bottom product while unreacted high-boiling
methanol is collected through distillate. This behavior is caused by the formation
of the isobutylene-methanol low-boiling azeotrope, which lifts methanol from the
stripping section of the column.

The pioneering work to commercialize this technology was performed by Smith
from the Chemical Research and Licensing Company (CR&L), who has been
awarded several patents for different catalyst structures, internal column design,
and flow schemes [1]. Some patents have been assigned to the researchers from
Elf who describe using alternating catalytic and non-catalytic zones to carry out
the etherification. The efforts in these studies were directed towards minimizing
the pressure drop in the catalyst bed and providing maximum residence time
for the liquid in the catalytic zone. This was achieved by providing separate free
passage to the upflowing vapor stream either by packing the catalyst in the down-
coming stream or by providing annular space in the catalyst bed, thereby isolating
reaction and distillation zones in a single column. UOP, Koch Engineering, and
Hiils AG have jointly developed the Ethermax process for producing ethers by
RD. The process uses Koch Engineering’s Katamax packing where a solid acid cat-
alyst is confined in screen envelopes.

The existence of multiple steady states has attracted the attention of several re-
searchers [2]. Simulation studies indicated that the same column configuration op-
erating under similar conditions can give rise to different steady-state conversions.
Bravo and co-workers reported the only experimental evidence of multiple steady
states in the synthesis of TAME in the pilot plant of Neste Oy [3]. The MTBE sys-
tem also shows oscillatory behavior, as reported by Sundmacher and Hoffmann [2].

The use of RD in the manufacture of other ethers such as ETBE, TAME, and so
on, has been demonstrated to be beneficial and several patents and investigations
have emerged [3, 4]. UOP describes a process for the manufacture of DIPE (di-iso-
propyl ether), which uses propylene and water feedstock. It is a two-stage RD pro-
cess associated with simultaneous hydration and etherification [5]. The ethers,
being the heaviest components, are collected in the bottom stream.

13
Dimerization, Oligomerization, and Condensation

Owing to the uncertainty in the MTBE market, many new projects are being placed
on hold. Some of the existing plants are being modified to produce an alternate
product such as alkylate (typically the mixture of branched octanes). Alkylate can
be an ideal gasoline blendstock as it has high octane and paraffinic nature. A re-
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cent patent from UOP describes a process based on indirect alkylation, which uses
RD in the production of isobutylene dimer, disobutylene, which on hydrogenation
gives the alkylate [78]. This process uses the same feedstock, that is, the C, stream
along with methanol. The advantage of conducting dimerization in the presence of
methanol or MTBE is to protect the catalyst from coking and avoid formation of
the undesired oligomers. The motive behind using RD is to increase the catalyst
life, achieve better selectivity, avoid formation of C;, oligomers and reduce C, re-
cycle. Oligomerization of linear butenes and removal of butadiene through dimer-
ization in RD unit, as an alternative to selective hydrogenation, has also been de-
scribed [79, 80].

The condensation reactions of aldehydes, for example acetaldehyde to paralde-
hyde or formaldehyde to trioxane, also exhibit similar features and can become im-
portant candidate reactions for RD [76, 77]. An RD column with total reflux and
removal of condensed product through the bottom stream is a recommended con-
figuration for such systems. Aldol condensation of acetone to diacetone alcohol has
been widely studied as a reaction that may give better conversion and higher selec-
tivity to diacetone alcohol in the RD column, by suppressing the further formation
of mesityl oxide. The reaction takes place in the presence of anion-exchange resins
[38]. Similarly condensation of butaraldehyde to 2-ethyl hexanal has also been in-
vestigated in RD, with a view to increasing selectivity [39]. In all these reactions the
condensation product is normally heavier than the rest of the components and can
be conveniently separated out during the course of the reaction.

1.4
Esterification: Methyl Acetate and Other Esters

Methyl acetate is another high-volume commodity chemical that is manufactured
commercially using RD. It is used as an intermediate in the manufacture of variety
of polyesters such as photographic film base, cellulose acetate, Tenite cellulosic
plastics, and Estron acetate. The conventional processes used multiple reactors
with a large excess of one of the reactants to achieve high conversion of the
other. The product was difficult to purify because of the formation of methyl acet-
ate-methanol and methyl acetate—water azeotropes. Different means of dissociat-
ing the methyl acetate—-methanol azeotrope were employed, such as the use of sev-
eral atmospheric and vacuum distillation columns or extractive distillation. A typi-
cal process contained two reactors and eight distillation columns, making it com-
plex and capital intensive.

Eastman Kodak developed an RD process for the manufacture of high-purity and
ultra-high-purity methyl acetate [12]: the traditional process and the RD process are
shown in Fig. 1.3. The remarkable fact is that, in spite of the reaction having an
unfavorable equilibrium limitation, a high-purity product is obtained using a
near-stoichiometric ratio of methanol and acetic acid in the RD column. The
whole process is integrated in a single column eliminating the need for a complex
distillation column system and recycling of the methanol-methyl acetate azeo-
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trope. A single RD column at Eastman Kodak’s Tennessee plant produces
180 000 tons/year of high-purity methyl acetate.

Methyl acetate production with a heterogeneous catalyst such as ion-exchange re-
sins is also feasible and an excellent review of various investigations into this sub-
ject has been published [10]. This gives a rigorous analysis of the reacting system
in the RD column with the help of experiments and modeling. For all practical pur-
poses, chemical and phase equilibria can be assumed to explain the experimental
findings; at high reflux ratios the system may deviate slightly from this assump-
tion. The role of reflux ratio is quite crucial. It not only dictates the capital cost
and energy requirements but also influences the extent of reaction taking place
in the column. At low reflux ratio, separation is poor whereas at high reflux
ratio the reactant methanol tends to get separated through enrichment of the azeo-
trope of methanol and methyl acetate. Sufficient conversion is possible only
through a double-feed strategy. This has also been demonstrated, in a different con-
text, by Doherty and co-workers for the same system [11].

Apart from methyl acetate, RD may be used for the production of other esters
such as ethyl acetate, isopropyl acetate, and butyl acetate [13, 15]. The reaction
may also be used as tool for recovery of acetic acid and other carboxylic acids
from aqueous solutions, detailed discussion of which is in the section on recovery
of chemicals with RD.

1.5
Hydrolysis of Esters

A methyl acetate—water mixture is produced in large quantities by the purification
of terephthalic acid (PTA). The manufacture of poly vinyl alcohol (PVA) also pro-
duces large quantities of methyl acetate (1.68 kg/kg PVA). Methyl acetate is a com-
paratively low-value solvent, hence it has to be sold at a lower price. Alternatively, it
can be hydrolyzed efficiently to recover methanol and acetic acid for reuse in the
process [26—28].

The conventional process for the hydrolysis of methyl acetate uses a fixed-bed
reactor followed by a complex arrangement of several distillation/extraction col-
umns. The conversion is limited by unfavorable equilibrium (equilibrium constant
0.14-0.2) and a large amount of unconverted methyl acetate needs to be separated
and recycled. The reaction is carried out in a fixed-bed reactor and the product
stream contains all four components. It needs four additional columns to separate
the methanol and acetic acid streams and recycle unconverted methyl acetate along
with methanol to the reactor.

Fuchigami developed an RD process at laboratory level for the hydrolysis of
methyl acetate using an ion-exchange resin catalyst in a special form [26]
(Fig. 1.4). Converting the process from conventional to RD can eliminate many
complicated steps. The use of solid acid catalysts obviates the need for
spent acid recovery and exotic construction materials. The resin was molded into
7 mm X 7 mm pellets using polyethylene powder. The distillation column was
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directly packed with these pellets, which played the role of both catalyst and pack-
ing.

Water is fed at the top of the reactive section and methyl acetate is introduced at
the bottom of the reactive section. The column is operated under total reflux of
methyl acetate—-methanol azeotrope. The stripping section strips all the methyl
acetate and the bottom product is essentially free of methyl acetate. The bottom
product, which now contains only methanol, water, and acetic acid, can be easily
separated using two distillation columns in series giving methanol and acetic
acid as products. Thus, this process eliminates two main pieces of equipment
from the conventional process: first the water wash column for the separation of
methanol from methyl acetate and second the methanol enriching column for re-
covery of water-diluted methanol. Conversions of about 99 % are achieved in this
process. The estimated energy savings for this process are 50 % of that of the con-
ventional process. The reaction also has been investigated using a fluidized bed RD
column in which catalyst particles are kept suspended over a distillation tray [28].

1.6
Hydration

Hydration of ethylene oxide to ethylene glycol has also received considerable atten-
tion because of the potential benefits that RD can offer for this reaction [40—42].
The reaction is exothermic and the heat can be utilized effectively in the RD;
moreover, the control over temperature that is desired for avoiding diethylene
glycol formation, can easily be achieved in RD. It is a multi-feed operation in
which ethylene oxide is fed at the bottom of the column and water feeds can be
introduced at several locations in the upper section. The column is operated
under total reflux.

The possibility of hydrating various olefins such as isobutylene, propylene, isoa-
mylene, and cyclohexene has also been successfully explored in separate studies
[5, 43—47]. In most cases, alcohol, being a higher-boiling component, is collected
at the bottom of the column operated under total reflux. Hydration of cyclohexene
represents a peculiar example of vapor-liquid-liquid equilibrium in an RD col-
umn: a subject that has not been studied in depth.

1.7
Hydrogenation/Hydrodesulfurization/Hydrocracking

Hydrogenation in RD is a typical class of reacting system in which one of the com-
ponents is non-condensable under the operating conditions. Hydrogenative distil-
lation for conversion of isophorone to trimethyl cyclohexanone has been practiced
since the 1960s. Recently many hydrogenation or hydrodesulfurization reactions
have been investigated and commercialized successfully using RD. The following
are few important examples.
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1.7.1
Benzene to Cyclohexane

Benzene is an undesirable carcinogenic impurity in gasoline. The RD process de-
veloped by CR&L, shown in Fig. 1.5, uses a supported nickel catalyst at high tem-
perature (260-280°C) and high pressure (6 atm) and offers several advantages
apart from highly selective separation. RD facilitates efficient contact of hydrogen
with benzene, substantial removal of heat of reaction, good temperature control,
and in-situ catalyst washing to increase its life [63, 64].

H, for recycle
—»

Product

naphtha

Fig. 1.5 RD process for hydrogenation of
aromatics (removal of benzene from light
reformate)

heavies

1.7.2
Selective Hydrogenation of C, Stream

The selective hydrogenation of butadiene from the C, stream is essential for its
conversion to normal butenes to avoid the increased consumption and regenera-
tion cost of acid in alkylation units. RD technology offered by CR&L for the C,
stream selectively hydrogenates butadiene in the same column that is used for
MTBE. The existing MTBE columns can be conveniently modified to suit this pur-
pose. The butadiene content can be brought down to less than 100 ppm [57, 64].

1.7.3
Hydrogenation of Pentadiene

For Cjs alkylation, or for TAME production, removal of petandiene is required as it
increases the acid consumption in alkylation and fouling in the TAME unit. The
simple hydrogenation catalyst is quite sensitive to the presence of mercaptans pres-
ent in this stream from cat crackers and cokers, and mercaptan removal also be-
comes necessary for effective hydrogenation. However, the technology of CR&L
for pentadiene removal achieves both goals: hydrogenation of pentadiene and re-
moval of mercaptans in the same unit. The mercaptans react with olefins in the
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presence of catalyst to form olefinic sulfides and, being high-boiling components,
can be easily fractionated as the bottom product. Hence RD eliminates the mercap-
tan removal step effectively. The product from the RD unit is an ideal feedstock for
the TAME or alkylation unit [64].

1.7.4
C, Acetylene Conversion

The acetylene purge from the butadiene extraction unit contains a significant
amount of butadiene. The loss is typically 2.5 % of the total butadiene. Though hy-
drogenation and recycling of this stream looks like an attractive option, it is not
practiced because of the very short life of the catalyst owing to the presence of acet-
ylene. In such a case the conventional debutanizer can be packed with hydrogena-
tion catalyst and the acetylene purge is fed to this column. The components such
as butadiene and ethyl acetylene get concentrated in the reaction zone and signifi-
cant conversion can be realized [64].

1.7.5
Hydrodesulfurization, Hydrodenitrogenation, and Hydrocracking

Like hydrogenation, hydrodesulferization (HDS) of various fractions of crude oil
distillation, vacuum gas oil, and even the effluent from an FCC (Fluid Catalytic
Cracker) unit can be performed effectively in an RD column. Mercaptans and
thiopenes can be converted to non-sulfur compounds and H,S in the presence
of a hydrogenation catalyst on an acid support that facilitates hydrocracking.
HDS in RD requires relatively mild conditions such as low partial pressure of
hydrogen. Along with HDS, hydrodehidrogenation (HDN) also takes place in
this unit. The overhead gases may be recycled back to a crude distillation unit to
facilitate efficient stripping [67-69]. RD has also been found useful in hydro-
cracking of heavy petroleum feedstock to lighter components and subsequent
hydrogenation of the unsaturated light products, the products being lower boiling
and easily separated out in the distillation column [69].

1.7.6
Miscellaneous Hydrogenations

Apart from refining, RD also finds application in hydrogenation to synthesize var-
ious fine and other petrochemicals. As mentioned earlier, hydrogenation of iso-
phorone to trimethyl cyclohexanone has been conducted in an RD column, as
the later has a lower boiling point. The advantage is the better control over tem-
perature of this exothermic reaction [70]. Hydrogenation of anthraquinone, as a
key step to produce hydrogen peroxide is also an interesting application of RD
[62]. CDTech has developed a technology for production of methyl isobutyl ketone
by hydrogenation of mesityl oxide in RD column. The process uses acetone and
hydrogen as feedstock [66].
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1.8
Chlorination

Many hydrocarbon chlorinations that follow free a radical mechanism are asso-
ciated with the problems of poor selectivity towards the intermediate products.
Since most of the time there happens to be a distinct difference between the vola-
tilities of the various chlorinated products, RD can be an appropriate choice of re-
actor for obtaining better selectivity towards the particular chlorinated product. The
important example of commercial relevance is the photochlorination of aromatics
such as benzene or toluene [60, 100]. Like hydrogenation, this process is also asso-
ciated with the use of a non-condensing gas (chlorine) and hence its flow rate
would make a significant impact on design considerations.

1.9
Acetalization/Ketalization

Acetalization and ketalization, like esterification, are also important candidate reac-
tions for RD. It is a reversible reaction between aldehyde/ketone and alcohol that
generates one molecule of water with one molecule of acetal/ketal. Various acetals,
such as methylal and dioxalane, are useful solvents in the chemical industry. Ma-
samuto and Matsuzaki (1994) first prepared methylal from formaldehyde and
methanol in the presence of cation-exchange resins using a laboratory scale RD col-
umn conveniently packed in the form of tea-bag structures [31]. Kolah et al. studied
this reaction in both batch and continuous RD column, as shown in Fig. 1.6, with a
theoretical analysis of multiple reactions in the RD column [32]. Along with the
acetal, formation of dimers and hemiacetals also takes place with substantial con-

Methylal
+ MeOH

HCHO

MeOH

Fig. 1.6 RD process for methylal from
methanol and formaldehyde Water
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version. It was found that in a closed system, the conversion is 85 % with 6:1 mole
ratio of methanol to formaldehyde, whereas, in an RD column conversion close to
99 % can be realized with even 3:1 mole ratio. Apart from the synthesis of useful
acetals, this reaction is potentially an important tool for recovering certain valuable
aldehydes, ketones, and alcohols. As the product acetal/ketal has relatively lower
boiling point it can be separated easily during the course of the reaction and
then can be conveniently hydrolyzed back to the parent alcohol or aldehyde/ketone.
The investigations in this direction have been performed and the details are given
in the next section on recovery of chemicals.

1.10
Recovery and Purification of Chemicals

Apart from its application as a multifuctional reactor, RD can be looked upon as an
efficient separator for the recovery or purification of chemicals. The reversible re-
actions such as esterification and acetalization can be exploited for this purpose.
The component to be removed is allowed to react in the distillation column and
the resultant product can be separated simultaneously. The esters or acetals formed
can be easily hydrolyzed back to the original component under different condi-
tions.

Dilute acetic acid is produced in large quantities in many processes such as man-
ufacture of cellulose esters, terephthalic acid, and dimethyl terephthalate; and in
reactions such as acetylation and nitration. The recovery of acetic acid from
these streams is a daunting problem. The conventional methods of recovery are
azeotropic distillation, simple distillation, and liquid-liquid extraction. With the ad-
vent of RD processes, esterification of acetic acid with methanol seems to be an
attractive alternative. Neumann and Sasson [6] carried out laboratory experiments
to recover acetic acid in an RD column through esterification with methanol. Com-
mercially available ion-exchange resin particles were used along with Raschig rings
in the column. The use of a solid acid catalyst offers non-corrosive conditions so
that a less expensive material of construction can be used. Up to 84 % recovery
of acetic acid as methyl acetate was achieved. Xu et al. [8] have recently performed
detailed experimental and simulation work on recovery of acetic acid from about
10% (w/w) aqueous solutions using the same reaction with Amberlyst-15 in the
form of catalyst baskets. More than 50 % recovery was obtained in a 1.5 m high
column. They also explained their experimental results with the help of a steady
state simulator. Hoechst Celanese Corporation have described an RD process for
the recovery of acetic acid from aqueous solutions as methyl acetate. With the
use of acidic ion-exchange resin as catalyst, more than 90% recovery from 5-
30% aqueous acetic acid is described. They also suggest the use of Koch En-
gineering’s Katamax packing as the catalyst for this reaction [9]. Apart from ester-
ification with methanol, esterification with other alcohols may also be used for re-
covery. Saha et al. [14] have explored the possibility of esterifying acetic acid from
aqueous solution with n-butanol in an RD column. In this case one gets an over-
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head product of composition close to the ternary heterogeneous azeotrope of buta-
nol, butyl acetate, and water. The high-molecular weight acids such as lactic acid
and myristic acid can be successfully recovered through esterification with alcohols
such as methanol and isopropanol respectively [16, 17]. The same logic may work
for the other acids such as adipic acid, succinic acid, chloroacetic acid, trifluoroa-
cetic acid, and glycolic acid.

RD can be applied for recovery of many other chemicals from their dilute
streams. The polymer industry is often faced with the challenge of treatment of
aqueous formaldehyde solutions, which are environmentally damaging but diffi-
cult to remove. RD with methanol, ethanol, or ethylene glycol not only brings
down the formaldehyde concentration to ppm level but also yields useful acetal
products [34, 35]. On the other hand, the high-boiling alcohols such as ethylene
and propylene glycol from fermentation streams can possibly be recovered through
acetalization with either formaldehyde or acetaldehyde in an RD column [36]. Simi-
larly, non-boiling chemicals such as glyoxal and glyoxylic acid can be recovered
from their aqueous solutions through the formation of their corresponding acetals
or esters, which can be separated by distillation [107, 108].

RD is reported to have been employed for purification of phenol as the raw ma-
terial for the manufacture of bisphenol A of polycarbonate grade. The impurities,
in the form of carbonyl compounds such as acetone, mesityl oxide, and hydrotro-
paldehyde, are required to be reduced from about 3000 ppm to vanishing levels
(< 10 ppm). A continuous RD column has been described as a versatile method
to achieve this objective [109]. Hydrogenative distillation has been demonstrated
to be an attractive choice for the removal of the impurities of carcinogenic benzene
from light reformate and o-methyl styrene from cumene [64, 65]. The acrylonitrile
product stream has been successfully purified by facilitating the reaction of alde-
hyde (e.g., acrolein) impurities with suitable amine in RD [84]. Similarly crude
acetone may be purified by removing aldehyde (formaldehyde or acetaldehyde) im-
purities through the reaction with diamines in RD [105].

1.1
Difficult Separations

As mentioned before, RD can be used as an efficient separator to achieve difficult
quantitative separations. The difference in the reactivity of the components can be
exploited advantageously. A comprehensive review of separations through selective
reactions has been published, which covers several systems that fall under this ca-
tegory [110]. The use of reversible chemical reactions to enhance isomer distillation
can be traced back to the 1970s. The separation of a mixture of isomers such as m-
xylene and p-xylene through selective transalkylation of m-xylene has been reported
and is still under investigation. Gau suggested transmetallization with organome-
tallic compounds for this purpose [50]. RD of pyridine mixtures with organic acids
[87] and cresol isomers with amines [101] has also been explored. Similarly, the se-
paration of cyclohexene and cyclohexane through either esterification or hydration
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may be conveniently performed in an RD column. This separation is of prime im-
portance in a new route for manufacturing cyclohexene by partial hydrogenation of
benzene.

1.12
Chemical Heat Pumps

The chemical heat pump system involves the combination of an endothermic reac-
tion at low temperature and an exothermic reaction high temperature. It essentially
absorbs heat at low temperature and liberates the same at high temperature. Nor-
mally a reversible reaction such as dehydrogenation of 2-propanol to acetone at low
temperature and hydrogenation of acetone at high temperature is chosen for this
purpose. The reactions can be performed in RD units in order to achieve good con-
version, in-situ separation, and high energy-efficiency [71].

1.13
RD with Supercritical Fluids

Supercritical fluids are known to posses several useful characteristics required to
achieve efficient separation and enhanced reaction rates. It is also quite likely
that the introduction of the additional supercritical phase can be beneficial in cer-
tain cases (Tab. 1.3). Suitable candidates are the reactions that involve components
having their critical properties close to the reaction conditions. The reaction pres-
sure may be manipulated to fine-tune the required conditions. Hydration of ethy-
lene, propylene, n-butenes and isobutylene, esterifications of carboxylic acids with
these olefins, and even alkylations (e. g., cumene production, Cg alkylates from C,
streams) may be explored as potentially important reactions in this category.

Table 1.3 Potentially important candidates for RD with supercritical fluids.

Esterfication of acetic acid with ethylene, propylene, butenes and isobutylene
Hydration of ethylene, propylene, butenes and isobutylene

Alkylation of benzene with propylene

Alkylation of n-butenes with isobutane

Metathesis/disproportionation of olefins (C, to Cg)

1.14
Conclusions

RD is based on the concept of combining reaction and distillation to enhance the
performance of either of them. Though it is an old concept and has been success-
fully used in some traditional processes, its application area has widened signifi-
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cantly in recent years. Many more reactions and separations are yet to be evaluated
for their use in RD. We have tried to suggest a few such potential applications.
Nevertheless, with the remarkable progress that has been seen on several other
fronts, such as in the development of column hardware, modeling for design
and simulation, control strategies and so on, and considering the pace at which
new applications are being explored, RD is destined to become one of the most im-
portant tools for process integration and intensification.
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2
Reactive Distillation Process Development
in the Chemical Process Industries

H.G. Schoenmakers and B. Bessling

2.1
Introduction

Reactive distillation (RD) is a key opportunity for improving the structure of a pro-
cess [1, 2]. The combination of distillation and reaction is possible, of course, only
if the conditions of both operations can be combined. This means that the reac-
tions have to show data for reasonable conversions at pressure and temperature
levels that are compatible with distillation conditions. The type of catalysis is
also important. Homogeneous catalysis is possible in most cases but needs a
separation step to recycle the catalyst. This can be avoided in heterogeneous cata-
lysis, but here special constructions are necessary to fix the catalyst in the reaction
zone. If everything harmonizes, considerable advantages arise: for the production
of methyl acetate via RD , for example, only one column is needed instead of nine
and a reactor (Fig. 2.1).

Is this an exception or does it represent a type of process with a considerable po-
tential for improvement?

The question is:

— how processes can be identified that exhibit potential for RD,
- how such a process can be developed, and
—  how the equipment can be designed.

Some answers to this question will be offered from the viewpoint of an industrial
user. The first question refers to the phase of the process synthesis, the second to
process development by simulation and experimental validation, and the third to
the choice and design of suitable equipment.

The results presented here are not only internal research results but also from
joint research in Europe.

In view of the fact that, unlike conventional distillation, there was no integrated
development strategy for progressing from the idea to a working process for RD,
several European companies and universities joined forces in 1996 to work on a
development strategy for RD processes under the umbrella of a Brite-Euram pro-
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ject. The partners from industry were BASF, BP, Hoechst, Neste Oy, and Snampro-
getti. The academic partners were the Universities of Aston, Bath, Clausthal, Dort-
mund, Helsinki, and Moscow [3].

This first Brite-Euram Project had a duration of 3 years and a budget of about
3.8 million dollars. The task of the Universities was to develop methods and soft-
ware; the task of the industrial partners was to run the experiments. The key sub-
ject areas for this project were process synthesis, process design, and experiments
using industrially relevant reaction systems and catalyst systems. In the areas of
process synthesis and design, computational tools were developed in accordance
with the CAPE programming guidelines.

Now a second European project has started. It is called Intelligent column internals
for reactive distillation (INTINT) and deals specifically with the design of suitable
column internals adapted to the requirements of reaction and distillation, not
only of distillation, as is the case with normal packing. Again, experimental results
and simulation tools are the key subjects. The project duration is 3 years, up to
2003, and the budget is comparable with that of the first EU project.

In addition, results of internal research at BASF will be reported in connection
with questions about suitable equipment.

2.2
Process Synthesis

In RD, the reaction is superimposed on distillative separation. On the one hand,
this results in synergistic effects, such as a shift in the chemical equilibrium as
a result of products being removed and distillation limits being exceeded owing
to the reaction, while, on the other hand, it is precisely these synergies which
make RD so extraordinarily complex. It should be borne in mind that today’s East-
man Kodak process was not patented until 60 years after the first MeAc patent.

A vital aim of process synthesis is therefore to reduce the complexity of RD in
order to enable simple solutions of this sort to be recognized quickly. To analyze
processes involving reversible reactions systematically, a comprehensive process
synthesis strategy has been developed. One element of this strategy is the analysis
of RD lines. RD lines enable the feasibility of RD processes to be examined simply.
The simplification is based on the fact that, according to the Gibbs phase rule
(Fig. 2.2), the number of degrees of freedom of a system in physical and chemical
equilibrium is reduced by the number of independent equilibrium reactions. Thus,
in the case of a liquid-boiling system composed of three components A, B, C,
which react according to A + B <> C, only one concentration has to be defined
in order to fix the composition, unlike the case of a system without a reaction
where two concentrations have to be defined.

In order to be able to handle these concentration parameters appropriately, var-
ious authors have developed transformation methods [4]. These transformation
methods enable RD to be described by a system of equations that is known
from conventional distillation. The transformation converts the concentration para-
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meters x and y for the liquid- and gas-phase concentrations into the concentration
parameters X and Y, Fig. 2.3.

At the same time, the transformation eliminates the reaction term in the balance
equation. The operating line for the rectifying section of a reaction column is for-
mally identical to the operating line of a non-reactive column. An infinite reflux
ratio gives an expression that is formally identical to the one for calculating conven-
tional distillation lines [5, 6]. Accordingly, we will refer to lines that have been cal-
culated by this procedure as RD lines. These analogies are found for all the rela-
tionships that are important in distillation [7, 8].

These analogies become particularly clear if we look at the synthesis of methyl
acetate (MeAc) from methanol (MeOH) and acetic acid (HAC) as an example. Es-
sentially, we see diagrams that are similar to the distillation line diagrams of non-
reactive systems. As a result of the transformation, the four pure substances lie at
the corners of a square and the non-reactive binary systems lie along the edges.

Balance: Rectifying operating line of a RD column
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Reactive distillation lines: HAC + MeOH = MeAc + H20
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The highest boiling point in the system is that of acetic acid, while the lowest boil-
ing point is displayed by the MeOH-MeAc azeotrope (Fig. 2.4). The RD line dia-
gram makes it possible to determine the product regions of RD for infinite reflux.
Analogously to conventional distillation, the top and bottom products have to lie on
an RD line and on the balance line. It can be seen that the desired products,
namely MeAc and water, do not lie in the product region.

But by analogy with extractive distillation, it can be expected that a second feed
point would drastically widen the product region at a finite reflux ratio and thus
also increase the conversion. Between the two feed points, the column profile is
perpendicular to the distillation lines (Fig. 2.5). Since this effect is based on the fi-
nite nature of the reflux ratio employed, we can expect product purity and conver-
sion to first increase with an increase in the reflux ratio and then slowly decrease
again. The limiting value that is established for an infinite reflux ratio is deter-
mined by the azeotrope concentration in the methyl acetate/methanol system.

HAC H20
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Fig. 26 Comparison simulation: experiment for an equilibrium stage model

Our calculations using an equilibrium stage model agreed well with the experi-
ments based on separation performance measurements using catalytic rings as in-
ternals (Fig. 2.6). On the basis of these results, we have to contradict various pub-
lications that attribute the decrease to reaction-kinetic effects. The primary effect is
the saddle-point character of the products and the associated choice of a second
feed point. The options for calculation and especially interpretation of RD lines,
which have merely been outlined here are implemented in the program SYNTHE-
SISER, a software product from the first EU-project.

23
Process Design and Optimization

While process synthesis gives good qualitative reference points, for industrial im-
plementation we need quantitative results, which are as exact as possible. The de-
velopment of a program called Designer to simulate reactive rectification was
therefore a further major focus of the first EU project.

Firstly, process synthesis is used to determine whether RD is feasible and, if so,
the configuration required (second feed point, combination of reactive and non-re-
active zones). This provides first initial values and thus a good starting point for
deriving a zero-design using the stage model. The results from the stage model
in turn give usable initial values for refinement using the mass-transfer model.
Apart from the stepwise change in the level of detail in the model, it is also possible
to systematically match the solution tools to one another:

After the introductory estimate, a first profile can be determined by the relaxa-
tion method that gives initial values sufficiently good for the subsequent use of
a rigorous method of solution (Fig. 2.7).

Fig. 2.8 shows an example of process simulation using the mass-transfer model
and kinetic starting points for the reaction. The simulation and experiment results
are shown for the preparation of MTBE from isobutene and methanol. This is an

35
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Fig. 28 Comparison of experiment with simulation

example of a reaction in which the number of moles of products is different from
the number of moles of reactants. The heat of reaction is of the same order of mag-
nitude as the molar heat of vaporization of the participating components. It can be
seen that computational results and the experimental points fit well.

This program is a result of the first European project and has not (yet) been com-
mercialized. However there are programs on the market that do the job at least
partly. In many cases the results of these programs and the results cited above
will agree. Some of the major companies have in-house tools suitable for RD. It
is an open question if a rate-based approach as in Designer is really necessary.
There are many examples where RD can be simulated adequately with an equili-
brium model for thermodynamics.
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2.4
Limitations of the Methods for Synthesis and Design: the Scale-Up Problem

It has been shown what can be achieved using the tools and methods developed in
the last few years and especially in the first EU project. A question that is at least as
interesting is what can, and cannot yet be achieved. In this context, attention
should be focused on the main and secondary reactions of a simple esterification,
see Fig. 2.9. For such a reaction system it is frequently the case, for time and cost
reasons, that a complete kinetic model cannot be developed.

It may be of little consequence whether the process development chemist or en-
gineer lacks an understanding of the secondary reactions on the basis of customary
kinetic studies, since they frequently play hardly any role, as long as the distillation
does not continuously shift the equilibrium. However, the careful process engineer
will carry out experiments in a reaction column to verify the achievable purities
and yields. And with the results of these experiments a scale-up problem exists.
The reason is that in these experiments, reaction and mass transfer interact with
one another. This interaction can be explained with reference to the main reaction,
Fig. 2.10. If a separation process is superimposed on this reaction, the products
water and ester (as an example, not valid for every ester) are separated off as
low- and high-boilers respectively. However, the removal of the product accelerates
the forward reaction. If the forward reaction is accelerated by raising the tempera-

esterification, main- and side reactions

1. alcohol + acid &—— ester + water

2. 2 alcohols —— ether + water
3. alcohol — alkene + water
4. ester <— acid + alkene
Fig. 29 Main and side .
reactions for esterification 6. ...ocn...

esterification: alcohol + acid —— ester + water

d[%ter] =k*[alcohol [ acid 1- k™[ ester][water ]
t
product acceleration
sepalration of the reaction
|
reflux amount of catalyst
stages residence time, temperature
Fig. 2.10 Interaction l
of reaction and "separation performance” "reactor performance"

separation
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ture or by an increase in the amount of catalyst, the products have to be removed
more rapidly in order to avoid a change in concentration.

We would like to refer to the intensity of product removal in a reaction column
using the term separation performance and the property of converting the starting
materials using the term reactor performance.

If a development engineer has to design an industrial column purely on the
basis of miniplant experiments, he has to maintain not only the separation perfor-
mance but also the ratio of separation performance/reactor performance so that
main and secondary reactions proceed to a comparable extent in the industrial-
scale reaction column. One way in which this can be achieved is in terms of con-
struction by separating reaction and product separation from one another both in
miniplant tests and on an industrial scale. This is possible, for example, when the
reaction is carried out in the presence of a heterogeneous catalyst in the downcom-
ing stream or with side reactors at the column. An alternative is to use structured
packing with well-defined paths for the liquid flow. This problem has not yet been
solved, the main reason being the lack of reference columns on an industrial scale.

As we see it, the way forward is either:

- to develop scale-up methods or
— to carry out RD experiments on an industrial scale.

The latter possibility, which represents a step back to the process-engineering
stone-age design of columns, will in many cases mean the end of the line for
RD, since a company will rarely be prepared, for time and cost reasons, to build
integrated experimental plants on an industrial or semi-industrial scale. So devel-
oping an appropriate scale-up procedure for reactive column internals is a key task.
The second European project (INTINT) will hopefully provide some contributions.

2.5
Choice of Equipment

Up to now it was assumed that reaction and distillation can favorably be combined
in a column: in a normal distillation column in the case of homogeneous catalysis
and in a column with special internals or an additional exterior volume in the case
of heterogeneous catalysis. This was discussed in the previous chapter under the
aspect of scale-up in connection with separation and reaction performance. How-
ever columns are an appropriate solution only for reactions that are so fast as to
achieve considerable conversions in the residence time range of such columns.
The question is whether the full potential for combining reaction and distillation
can be found and industrially implemented using columns only.

At BASF, there has been some research on this point in the last couple of years,
and the results will be included in the following chapters [9]. For reasons of sim-
plicity the focus will be on equilibrium reactions where the advantages of combin-
ing reactions and distillation are obvious. The aspects influencing the choice of the
equipment will become particularly clear.
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In simple equilibrium reactions, the reaction equation can be described like this

kq
A] + Az = A3 + A4 (21)

‘minl

The rate constants for the forward and the reverse reaction may be different. The
equilibrium state (when the reaction velocity goes to zero) is described by the law
of mass action

5o _ kg, (2.2)

51 Cz kminl

The conversion of the stoichiometrically limiting reactant, for example component
1, in the equilibrium state is

Ve,

U1 - Ve
Voo Ke

(2.3)

The indices 0 indicate the initial state, the indices * the final state (i. e., the equili-
brium state). This last equation was developed using some additional simple bal-
ance equations.

The equation shows that, the most efficient way of enhancing the conversion is
to reduce the concentration of one of the reaction products. That is the principle of
superimposing a distillation on a reaction: the theme of this contribution. In the
equation the volume effect of a superimposed distillation has been taken into ac-
count.

Fig. 2.11 (equilibrium lines) is a graphical representation of the equation above
that shows more clearly the possibilities of such a combination: The fractional con-
version of component 1 approaches 1 only if the concentration of one reaction
product is significantly reduced. This holds true even for extremely unfavorable
equilibrium constants. If, for example, the equilibrium constant is 0.01, in the
equilibrium state only 1% of component 1 has been converted. However if compo-
nent 3 is removed to x = 0.0001 mole/mole, conversions of more than 90 % are
possible for component 1.

The real conversion may be defined in analogy to an equilibrium conversion but
without the equilibrium values:

0
nl—nl

0
ny

Ul= (2.4)

The reaction velocity of reactant 1 can, in most cases, be described by the simple
equation:

T:klclcz - kmin163C4 (25)
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Fig. 211 Equilibrium lines and kinetic line

Assuming stoichiometric input, with the volume correction term taking into ac-
count the distillation and with some simple balance equations, the equations
above can be rearranged in the following way:

U=t kicic, —Cloiminl C3C4 (2.6)
1

Hence the real conversion is increased if the reverse reaction is suppressed by re-
moving one of the reaction products, for example by decreasing the concentration
of component 3. The real conversion is also influenced by the residence time 7 or
by the product 7k . This can be seen in Fig. 2.11, kinetic line. It is obvious that the
suppression of the reverse reaction influences conversion only up to a certain limit.
A further drop in the concentration of the reaction product does not increase the
conversion. The contribution of the reverse reaction has become so low that the
conversion depends on the forward reaction rate only, which is a function of the
residence time 7 and of the reaction constant k.
Thus two operating conditions can be distinguished.

« The range in which the conversion is influenced mainly by the concentration of
the component to be separated; this range is called ‘controlled by distillation’.

« The range in which the conversion is influenced mainly by the residence time
and the reaction constant; this range is called ‘controlled by kinetics’.
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Industrial process design should aim at operating conditions within these two
ranges: just the sufficient residence time and only the necessary expenditure for
the distillation.

So we have a second scale-up problem: what is the suitable equipment for com-
plying with these demands? That means more precisely: How can the reactor per-
formance be reached over a broad range of reaction velocities? As preparation for
discussion on this question, an alternative configuration is considered (Fig. 2.12): A
reaction can be run within a column, that normally is understood as RD, but can
also be run in an outside reactor with a pump recycle. Such a sequential arrange-
ment exhibits the same conversion as the simultaneity of reaction and separation
as can be seen from Fig. 2.13, where a reactor with pump recycle system and a RD
configuration are compared.

So different equipment may be chosen to combine reaction and distillation
within the limiting conditions of reaction velocity, relative volatility, and catalytic
mechanism as is indicated in Fig. 2.14.

The equipment in question includes:

—  stirred vessels,
—  cascades of stirred vessels, both with or without columns, and
—  reaction columns.

Additional volume can be provided for all of them, examples are listed in Fig. 2.15.

The next considerations concentrate on homogeneous catalysis. Similar consid-
erations apply to heterogeneous catalysis, and this will be commented on later.

At first, a slow reaction is considered. ‘Slow’ means, that the reaction time is slow,
compared with the residence times typical for separation equipment such as distil-
lation trays. For residence time reasons a stirred vessel or, better, a cascade of stir-
red vessels is needed. Each vessel is supplied with energy to evaporate the compo-
nent to be separated. If the relative volatility of this component is very high, a one
stage evaporation is sufficient. At a lower relative volatility the separation requires
more stages, so a column has to be put on top of the vessel. If the separation is
even more difficult, a stripping section must be added to the column and a reboiler
is necessary. In the limiting case of a very low relative volatility, each stage of the
cascade can be operated as a countercurrent stage. The first stage is additionally
provided with a fractionating column to enrich the component to be separated.
Such a setup is equivalent to a reaction column with a large holdup on each reac-
tion stage.

Fast reactions do not demand long residence times, ‘fast’ meaning that the reac-
tion reaches equilibrium in the residence time range that is typical for column in-
ternals. The equipment therefore may be selected under the aspect of separation
efficiency . If the relative volatility of the component to be removed is low, a con-
siderable number of stages is necessary. The only appropriate equipment is a col-
umn. Depending on the required residence time it may be a packed or a tray col-
umn. A relative volatility in the medium range allows the number of stages to be
reduced, though the total hold up has to be kept constant. A tray column, perhaps
with special bubble cap trays is possible. At a certain (low) relative volatility the
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Fig. 213 Comparison of reactor with pumparound with RD

Fig. 214 Design with respect to residence time and relative volatility
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homogeneous catalysis

rectification column

column with larger volume in the bottom
stirred vessel with rectifying column
strirred vessel with full column

vessel cascade with column

strirred vessel with evaporator
evaporator

O0VLOLOLOLOO

Fig. 215 Equipment suitable for combining reaction and distillation (homogeneous catalysis)
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reaction short reaction evaporator
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g reaction column
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=]

E stirred vessel + column

stirred vessel with
cascade of stirred vessels evaporator
Relative volatility

Fig. 216 Principles of the choice of equipment (homogeneous catalysis)

number of stages necessary to influence the reaction in a desired way becomes so
small and consequently the volume per stage becomes so large that a small reactor
with a superimposed column or even a reactor with an evaporator can be used.

In the range of medium reaction velocities, mixed constructions are the ideal solu-
tion, for example special column trays with large holdup or reactor cascades with a
column on the first stage only.

The resulting principles for the choice of equipment for homogeneous catalysis
are presented in Fig. 2.16.

As mentioned earlier, heterogeneous catalysis can be treated in a similar man-
ner: Additional, separate reaction volumes are necessary to retain the catalyst.
These volumes can be arranged either within the equipment or in a side position
[10], coupled by recycle systems. Fig. 2.17 lists the equipment alternatives for het-
erogeneous catalysis [11]. As in the case of homogeneous catalysis, principles for
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heterogeneous catalysis

< rectification column with catalytic
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Fig. 217 Equipment suitable for column and reactor with pumparound
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00 0 o

the choice of equipment may be formulated. Some, not all of the possibilities are
shown in Fig. 2.18 [12-15].

After the choice of the equipment, which is in principle determined by the reac-
tion velocity and the relative volatility the next step follows: the proper design of the
chosen equipment under the special conditions of the process. Only if this step is
done with care will the advantage of the proper choice of equipment, the optimum
in energy consumption, be realized.

A
column with evaporator
catalytic with small
internals short column reactor
with catalytic

£ internals

© column with

Z | catalytic internals

S | with higher residence

§ time

(1 short column
column with  With side stream
side stream ~ "€actor(s) isabid

with reactor

reactor(s)

Relative volatility

Fig. 2.18 Principles of the choice of equipment (heterogeneous catalysis)

45



46

H. G. Schoenmakers and B. Bessling

2.6
Some Remarks on the Role of Catalysis

Catalysis can be autocatalytic, homogeneous, or heterogeneous. This is of course
also true for RD.

In the case of autocatalytic reactions the reaction velocity can only be influenced
by the reaction temperature, in other words for RD by the pressure of the equip-
ment.

Homogeneous catalysis allows the reaction velocity to be influenced by changing
the catalyst concentration. Thus the reaction velocity can be adapted over a wide
range to the needs of the distillation equipment.

Heterogeneous catalysis requires a structure to fix the catalytic particles in the
reaction zone. This may cause construction and operation problems and is also fac-
tor that limits the catalyst concentration that can be achieved. The reaction velocity
can be enhanced only to the limit set by the attainable concentration range.
Furthermore, the possibility of enhancing the reaction velocity by higher tempera-
ture or pressure is limited, because in general the catalyst consists of ion-exchange
particles, whose temperature range is limited.

So, homogeneous catalysis is much more flexible but has its price in an addi-
tional separation step necessary for catalyst recycling and by demands for expen-
sive materials in the case of mineral acids. Heterogeneous catalysis is simpler in
principle, but technical problems have to be solved. In general the equipment
will need more volume, for example the columns must have a bigger diameter.
It should be clear from these considerations that decisions have to be made in
each case.

2.7
Conclusions

In the case of conventional distillation, a sufficient body of knowledge has been
acquired to enable the tasks in process synthesis, design, and scale-up to be solved
quickly in many cases, thanks to intensive development. For RD, the methods of
design and synthesis have been developed to a considerable extent, partly with
the aid of the many analogies to distillation. A major focus of research and devel-
opment in future years should be the scale-up of reaction columns. This is where
great deficiencies still lie (Fig. 2.19). Also, the methods of choosing the best equip-
ment will have to be improved. In the expert community, columns are often seen
as the only possible choice. Work will have to be done to ensure that the benefit of
combining reaction and distillation can be enjoyed to the full by employing the
most suitable equipment.
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Maturity
A

Synthesis, design, scale-up
of conventional distillation

Synthesis, design of reactive distillation

Scale-up of reactive distillation
Fig. 2.19 State of the art > Effort
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2.9
Notation
A; component i

component concentration, kmol/m?’
k, rate constant of the forward reaction, m*/kmol h
k_, rate constant of the backward reaction, m’/kmol h
equilibrium constant
fractional conversion of component i
volume, m’
volumetric flow rate, m*/h
residence time, h

A}

T <R
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3
Application of Reactive Distillation and Strategies
in Process Design

T. Frey, F. Nierlich, T. Pépken, D. Reusch, J. Stichlmair, and A. Tuchlenski

3.1
Introduction

Mixed C, streams, containing butadiene, butenes, and butanes, are co-produced in
steam-cracking processes. These streams contain valuable components, which can
be either processed in situ or extracted purely. A typical composition of a steam-
cracker C, cut is shown in Fig. 3.1. Maximizing its value is a major objective for
most petrochemical companies. Therefore, a variety of techniques exists for up-
grading the C, streams by removal of pure C, components and conversion of
low-value streams to higher-value products.

Over the last decade reactive distillation (RD) has become a key technology for
meeting increased productivity demands. The best-known example in C, chemistry
is given by MTBE (methyl tert butyl ether) synthesis. Both the CD Tech process and
the Ethermax process by UOP consist of fixed-bed reactors followed by an RD col-

Inerts
5%

n-Butane
7%

1,3-Butadiene

409
i-Butene %

25%

cis-Butene
4% Butene-1
15%
Fig. 3.1. Typical composition of steam-cracker based C, cut ([18], reprinted from Chem. Eng. Sci.,
Vol 57, Beckmann et al., Pages 1525-1530, Copyright 2002, with permission from Elsevier
Science)

trans-Butene
4%
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umn to reach high conversions. More than 90 % conversion, limited by chemical
equilibrium, occurs in the fixed-bed reactors, the rest in the RD column.

Besides MTBE synthesis, other attractive applications of RD can be found in C,
processing, for example in the production of isobutene. Pure isobutene demand is
forecast to reach 0.8 million metric tons in Europe by 2010. Production of polybu-
tenes will probably dominate the demand for isobutene, with an average annual
growth rate of 3.9 %.

Pure isobutene can be obtained from a number of sources: raffinate I, pseudo-
raffinate (the product stream from selectively hydrogenated mixed C,s), FCC
(Fluid Catalytic Cracking) C, raffinate, isobutane dehydrogenation, etc. In general,
conventional distillation fails because of the very close boiling points of C, compo-
nents. In the case of streams like raffinate I or hydroraffinate, isobutene can be
extracted either by cold acid extraction with sulfuric acid or by conversion to an
oxygenated intermediate, for example MTBE, and subsequent back-cracking of
this stream. The production cost of pure isobutene depends mainly on the C,
source. However, MTBE decomposition is becoming the preferred way of produc-
ing isobutene since it can be integrated easily into refinery processes.

Fig. 3.2 shows the flow diagram of such a reactive-separation process [1]. An iso-
butene-containing stream, for example raffinate I, is fed to a standard MTBE syn-
thesis plant, where the reactive component isobutene is converted to the intermedi-
ate MTBE while the inert C, components are separated as distillate. Pure MTBE
enters a second RD column and is decomposed. Isobutene, as the low-boiling com-
ponent, is recovered at the top, while the bottom product methanol, acting as a re-
active entrainer, is recycled to MTBE synthesis.

This promising way of producing isobutene will be discussed below. A further
objective is to illustrate our understanding of process design for RD from the in-
dustrial point of view.

C, inerts isobutene
— —>
raffinate |
MTBE MTBE - MTBE
make-up MeOH synthesis decomposition
—a

MeOH (as reactive entrainer)

Fig. 3.2. Process scheme of reactive separation for the production of isobutene by MTBE
synthesis and subsequent decomposition of MTBE ([18], reprinted from Chem. Eng. Sci., Vol 57,
Beckmann et al., Pages 1525-1530, Copyright 2002, with permission from Elsevier Science)
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3.2
Challenges in Process Design for Reactive Distillation

A strategy for designing and developing reactive distillation processes involves three
stages: feasibility analysis, catalyst and hardware selection, and column scale-up.

3.2
Feasibility Analysis

Knowledge of the equilibrium is a fundamental prerequisite for the design of non-
reactive as well as reactive distillation processes. However, the equilibrium in reac-
tive distillation systems is more complex since the chemical equilibrium is super-
imposed on the vapor-liquid equilibrium. Surprisingly, the combination of reaction
and distillation might lead to the formation of reactive azeotropes. This phenom-
enon has been described theoretically [2] and experimentally [3] and adds new con-
siderations to feasibility analysis in RD [4]. Such reactive azeotropes cause the same
difficulties and limitations in reactive distillation as azeotropes do in conventional
distillation. On the basis of thermodynamic methods it is well known that feasibil-
ity should be assessed at the limit of established physical and chemical equili-
brium. Unfortunately, we mostly deal with systems in the kinetic regime caused
by finite reaction rates, mass transfer limitations and/or slow side-reactions.
This might lead to different column structures depending on the severity of the
kinetic limitations [5]. However, feasibility studies should identify new column se-
quences, for example fully reactive columns, non-reactive columns, and/or hybrid
columns, that deserve more detailed evaluation.

3.2.2
Catalyst and Hardware Selection

Within the scope of conventional distillation, the optimum choice of internals is
sometimes difficult, even in the area of packing because of the large variety that
exists. For reactive distillation with catalytic packing, there are only a couple of
alternatives. The major task of catalytic packing structures is to ensure an adequate
contact between catalyst surface and liquid phase. Alternative catalyst carriers are
given by catalyst coated/impregnated random packing materials, catalysts wrapped
in fabric, and various methods of placing the catalyst in tray columns. An evident
requirement in catalyst selection is a fairly long lifetime since the entire catalytic
structure has to be removed during catalyst replacement. For some processes, ex-
ternal reactors may be a promising alternative.

3.23
Column Scale-Up

When scaling up a reactive distillation process, the optimum column diameter and
height must be chosen. Similarly to conventional distillation, the determination of
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the required column height is one of the most difficult tasks in process design. In
general, it is based on the packing separation efficiency, which is obtained from
non-reactive experiments with well-known test mixtures and chemically inert pack-
ing. Care must be taken because data from lab scale packing may differ appreciably
from the packing applied on the industrial scale. According to Moritz and Hasse
[6], the Sulzer Katapak-S has about three theoretical stages per meter on the lab
scale, while on the industrial scale, the same packing provides only one to one-
and-a-half theoretical stages per meter.

Besides these essential questions various criteria such as location of the reactive
zone and catalyst mass must be taken into account. In the case of reactive distilla-
tion, the column height is influenced not only by the separation efficiency but also
by the required residence time. Further difficulties in scale-up calculations arise
from complex mass-transfer phenomena and hydrodynamic effects.

Simulation might be a decisive basis for process design when all major data are
present. However, with the current state of the art it is unlikely that any company
would build a new reactive distillation without any pilot plant tests or reliable re-
ferences.

33
MTBE Decomposition via Reactive Distillation

3.3.1
Conceptual Design

In Fig. 3.3 the vapor-liquid equilibrium and the chemical equilibrium of the ter-
nary system isobutene-MTBE-methanol are illustrated. There are two minimum
azeotropes in the non-reactive mixture, the first one between the high-boiling
MTBE and the intermediate-boiling methanol, and the second one between metha-
nol and the low-boiling isobutene. A border distillation line between the two azeo-
tropes divides the entire concentration space into two distillation regions. The
curve of the chemical equilibrium extends between the two products isobutene
and methanol. It approaches the MTBE/methanol binary edge in the methanol
corner and the MTBE/isobutene binary edge in the isobutene corner. According
to Frey and Stichlmair [7], reactive azeotropes can arise wherever the concentration
change due to distillation is co-linear to the concentration change due to reaction.
In the present system, this consideration gives rise to two curves on which reactive
azeotropes may exist. The first locus curve of reactive azeotropes passes between
MTBE and the minimum azeotrope of MTBE/methanol and the second one be-
tween isobutene and the minimum azeotrope of isobutene/methanol. At a pres-
sure of 500 kPa, the equilibrium curve does not intersect either of the two locus
curves of reactive azeotropes anywhere in the entire concentration space. Accord-
ingly, no reactive azeotrope exists in the system under these conditions.

A feasible column design can be devised from thermodynamic principles, as
illustrated in Fig. 3.4. The reactive section is located in the center between the
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Isobutene

min. azeotrope

Loci of reactive
azeotropes

border distillation
line

chemical equilibrium

MTBE " MeOH

Fig. 3.3. Azeotropes, distillation border, and chemical equilibrium of the ternary system
isobutene-MTBE-methanol at a pressure of 500 kPa ([18], reprinted from Chem. Eng. Sci., Vol 57,
Beckmann et al., Pages 1525-1530, Copyright 2002, with permission from Elsevier Science)

Isobutene

O distillation tray

® reaction tray

chemical
equilibrium

border distillation
line

MTBE MeOH

Fig. 3.4. Conceptual design of an RD column for the decomposition of MTBE and the
corresponding concentration profile calculated from thermodynamic considerations ([18],
reprinted from Chem. Eng. Sci., Vol 57, Beckmann et al., Pages 1525-1530, Copyright 2002,
with permission from Elsevier Science)
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non-reactive stripping and rectifying sections. The corresponding ternary plot
shows the concentration profile as a sequence of phase- or phase-and-chemical
equilibrium stages. In the rectifying section, conventional distillation takes place
leading to an azeotropic concentration of isobutene and methanol in the distillate.
The concentration change in the reactive section coincides with the chemical equi-
librium lines. Therefore, the composition of the ternary mixture crosses the border
distillation line from the left to the right in downward direction. In the stripping
section, isobutene is removed and a binary mixture of methanol/MTBE can be col-
lected as the bottom product.

As discussed above, thermodynamic simplifications allow an easy description
and, in turn, a good understanding of the fundamental mechanisms effective in RD.

33.2
Model Development

Depending on the complexity, various combinations of models including reaction
and mass transfer can be used to simulate reactive distillation (Fig. 3.5). The mass
transfer can be described by either assuming an equilibrium or applying a kinetic
model. By analogy, the reaction can be expressed as an established chemical equi-
librium or with reaction kinetics. However, the complexity of the modeling is
greatly increased if mass transfer and/or reaction kinetics are taken into account
8].

In the majority of cases the so-called equilibrium stage model is used for simu-
lation of distillation without chemical reaction. This has also been shown to be use-
ful in reactive distillation. The equilibrium stage model is a pragmatic approach
suitable not only in the early stage of process development. In general, it is imple-
mented in all current process simulators [9]. The mass-transfer stage model is
recommended (e.g., RATEFRAC in AspenPlus) in the advanced stage of process
development. Unfortunately, there are only few data available on suitable mass-
transfer kinetics. Furthermore, Higler et al. [10] have shown that small deviations
(about =10 %) in the mass transfer coefficients cawed deviations in computed con-
version of the same magnitude. This makes the application of these models fairly
difficult. For this reason, the equilibrium stage model was used in this study.

A

>

s — —

X mass transfer kinetics mass transfer kinetics

E. chemical equilibrium reaction kinetics

3

5 phase and phase equilibrium

3 chemical equilibrium reaction kinetics

£ >
model complexity

Fig. 3.5. Model complexity in simulation of reactive distillation
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3.3.2.1 Catalyst Selection and Reaction Kinetics

By analogy with MTBE synthesis, the decomposition of MTBE is also an acid-cat-
alyzed and equilibrium-limited reaction. Ion-exchange resins were found to be suit-
able for this reaction. Besides catalyst activity and selectivity, a major requirement
is to provide a catalyst lifetime of the same scale of time as the period of plant turn-
around. Otherwise, catalyst replacement would require a shutdown of the entire
unit. However, the results of run-time testing experiments have shown that the
ion-exchange catalyst used provides high stability for more than 8000 h. Only slight
decreases in catalyst activity have been observed.

To determine reaction kinetics, batch experiments were performed in the tem-
perature range 90-120°C. Beginning with pure MTBE, or different mixtures of
MTBE and methanol or isobutene, all experiments were started in the kinetic re-
gime and were continued until chemical equilibrium was reached. Fitting the ex-
perimental data to the well-known kinetic approach suggested by Rehfinger and
Hoffmann [11], good agreement was found between model prediction and experi-
mental data (Fig. 3.6). This holds for both the description of the kinetic regime and
the approach to chemical equilibrium. A consideration of the reaction medium in-
fluence on the chemical reaction as suggested by Fité et al. [12] gave no further im-
provement in the fit. All relevant side reactions have been included in the model,
for example, diisobutene formation [12, 13], dimethyl ether formation, and hydra-
tion of isobutene.

e

DT 3
'0.‘__._.__.-

¢ MTBE exp. -
- = = ‘MTBE, calc.

A Methanol, exp.

= = ~Methanol, calc.

mol number

® Isobutene, exp.

Isobutene, calc.

P

reaction time

Fig. 3.6. Results of a kinetic experiment performed in batch mode and comparison with model
predictions based on the kinetic approach suggested by Rehfinger and Hoffmann [11] ([18],
reprinted from Chem. Eng. Sci., Vol 57, Beckmann et al., Pages 1525-1530, Copyright 2002, with
permission from Elsevier Science)

3.3.2.2 Phase Equilibrium Model

The UNIQUAC model [14] was used to account for liquid phase non-idealities. The
vapor phase was modeled using the Redlich-Kwong EOS [15]. The combination of
both is implemented in Aspen Plus as the UNIQ-RK property model. UNIQUAC
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parameters were fitted to experimental vapor-liquid equilibrium data from the
literature and our own measurements. Special attention was paid to the exact de-
scription of the azeotropes (including the temperature dependence), as they were
found to have a strong influence on the calculated conversion.

3.3.2.3 Steady-State Simulation

After the feasibility analysis had shown that the process for the decomposition of
MTBE can be carried out using reactive distillation equipment, this conclusion had
to be verified using a rigorous model. Since no information on mass-transfer lim-
itations is available, the equilibrium stage approach is the model of choice. There-
fore, such a simulation was set up in Aspen Plus (Version 10.2) with a column con-
figuration containing a reactive section and non-reactive stripping and rectifying
sections. The chemical reaction was implemented as a user subroutine. The
amount of catalyst per theoretical stage was adjusted to match the properties of
Katapak-S by Sulzer. The feed position was set to the top of the reactive section,
since the reactant MTBE is high-boiling. The feed was pure MTBE. Its amount
was varied in order to assess the influence on column performance. The distil-
late-to-feed ratio was adjusted to collect the isobutene-methanol azeotrope as top
product. Two calculated concentration profiles are depicted in Fig. 3.7. It can be
seen that both profiles are fairly similar, although MTBE conversion is very differ-

Isobutene

=&~ High Feed Rate

@~ Low Feed Rate

MTBE Methanol

Fig. 3.7. Composition profiles of a reactive distillation column equipped with 10 reactive trays,
and 10 non-reactive trays in the stripping and rectifying section each for high and low feed-rates.
The feed position was located above the reactive section ([18], reprinted from Chem. Eng. Sci., Vol
57, Beckmann et al., Pages 1525-1530, Copyright 2002, with permission from Elsevier Science)
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ent in both. For the low conversion case, MTBE is enriched in the stripping section
while for the high conversion case, the desired product methanol is enriched.

In conclusion, MTBE decomposition may be performed using reactive distilla-
tion equipment. The top product is fairly pure isobutene and will contain some
methanol, which has to be separated downstream using conventional technology.

333
Lab-Scale Experiments

In order to evaluate the developed model and to its limitations, laboratory experi-
ments and accompanying simulations were carried out. The laboratory runs were
performed using a pressure column having a diameter of 80 mm and up to 25 bub-
ble cap trays. The reactive zone was equipped with Sulzer Katapak-S in heights of
20-40 cm. The column set-up is shown in Fig. 3.8. The catalyst pockets of the
packing were filled with the ion-exchange resin described above. The column
was operated at a pressure of 500 kPa. Feed rates were set between 2 and 5 kg/h
and the reflux ratio was varied in the range 5-10. The feed was introduced above
the reactive section. Further experiments were performed with the feed position
below the reactive section.

In a set of various experiments stable operation was observed. The bottom prod-
uct was free of isobutene. Besides the expected mixture of isobutene and methanol,
the distillate contained also small amounts of MTBE. This is due to the insufficient
separation performance in the rectifying section. However, this can be alleviated
easily by placing more trays or conventional packing in this section. The maximum
conversion achieved by using this laboratory column set-up was 78 %.

rectifying section

MTBE

reaction section

Fig. 3.8. Configuration of the lab-scale reactive
distillation column. The distillation section is
equipped with bubble cap trays, the reactive
section with Sulzer Katapak-S ([18], reprinted from
Chem. Eng. Sci., Vol 57, Beckmann et al., Pages
1525-1530, Copyright 2002, with permission from
Elsevier Science)

stripping section
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Fig. 3.9. Comparison of experimental data and model prediction for the concentration profiles of
the lab scale column ([18], reprinted from Chem. Eng. Sci., Vol 57, Beckmann et al., Pages 1525—
1530, Copyright 2002, with permission from Elsevier Science)

In order to model lab-scale experiments the separation performance of the bub-
ble cap trays was derived from our own measurements, while data concerning the
reactive packing were provided by Sulzer Chemtech.

Fig. 3.9 shows a comparison between experimental and calculated concentration
profiles in the laboratory column. A good agreement between model prediction
and experiment can be observed. The simulation was able to describe all experi-
mental data sets with the same accuracy as shown in Fig. 3.9. From these results,
it was concluded that the equilibrium stage model is capable of describing the lab-
scale experiments based solely on information on phase equilibrium, reaction
kinetics and hardware set-up, giving the simulation a predictive character.

334
Pilot-Plant Experiments

The scale-up of reactive distillation processes from the laboratory scale to full com-
mercial scale is still an unsolved problem. One of the most important questions is
whether the performance of large scale equipment can be predicted with the same
approach as applied in the lab-scale. For future developments, this would allow us
to dispense with costly and time-consuming experiments on the pilot scale.

The experimental data on the pilot scale were obtained using a column 316 mm
in diameter. The non-reactive stripping and rectifying sections contained wire
gauze packing, while the reactive section of the column was equipped with Katapak
SP-12 from Sulzer. The elements contained the same catalyst as already used in the
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Fig. 3.10. Comparison of experimental conversion values with the simulation using a reaction
rate constant of 100 % (solid line) and 12 % (dotted line) ([18], reprinted from Chem. Eng. Sci., Vol
57, Beckmann et al., Pages 1525-1530, Copyright 2002, with permission from Elsevier Science)

kinetic and laboratory scale experiments. This column was applied to perform a set
of experiments by varying the feed rate, the feed position (below, within and above
the reactive section), the reflux ratio (2-15) and the pressure (500-650 kPa). The
temperature in the rectifying section was controlled by varying the reboiler load.
As a result, the overhead product was always the isobutene-methanol azeotrope
containing small amounts of dimethyl ether formed in a side reaction.

Simulating the pilot column with the same model that was successfully used for
the 80 mm column, the computed conversion was systematically too high
(Fig. 3.10). Reaction kinetics (reduced reaction rates due to incomplete catalyst wet-
ting, mass-transfer limitations, or maldistribution) and separation efficiency of the
reactive packing were considered as possible reasons for these deviations. It was
found that the sensitivity of the computed conversion against in these factors
was small compared with the experimentally observed trends. The best agreement
was attained Dby significant reduction of the reaction rate constant. Assuming a re-
duced reaction rate of 12 %, the performance of the pilot column could be de-
scribed satisfactorily as depicted in Fig. 3.10. This implies that pilot-scale experi-
ments provide the only basis for scale-up. This conclusion is supported by the
data shown in Fig. 3.11. In this figure, experimental conversion data is plotted
against the feed location and compared with the model prediction using the re-
duced reaction rate of 12%. For the upper feed positions, the agreement is
good, the trend in the conversion for the lower feed positions is qualitatively
correct.

However, the observed reduction in reaction rate still remains unexplained. The
pilot-scale RD column was operated at similar space velocity and hydrodynamic
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Fig. 3.11. Experimental conversion as a function of feed position (symbols). The line shows the
model prediction for a reaction rate constant of 12%

loading compared with the lab-scale column. The concentrations in the reactive
sections were likewise similar in both cases. Nonetheless, the simulation showed
that the model was able to describe observed concentration and temperature
profiles of the laboratory column very well but failed in the simulation of the
pilot column.

A similar observation was made by other authors in the investigation of the
synthesis of methyl acetate. Whereas a 50 mm laboratory column could be
described very well [16] with the equilibrium stage model, this held no longer in
the case of a pilot column [17].

It is known that the geometry of the reactive packing types for lab- and pilot-scale
applications differs. This is accounted for in the present model by using the appro-
priate values for NTSM (Number of Theoretical Stages per Meter) and catalyst
mass per stage. A more detailed description of the hydrodynamics has hitherto
not been included and remains necessary for future work. Possible explanations
for the lower conversion compared to the lab column may be incomplete catalyst
wetting due to maldistribution effects, mass-transfer phenomena, or the formation
of temperature gradients in the reactive packing. As long as this puzzle remains
unsolved, a reliable scale-up of RD processes is not possible without expensive
pilot testing.
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34
Conclusions

In order to design a reactive distillation for the decomposition of MTBE a feasibility
analysis was performed on the basis of thermodynamic considerations. The results
led to a reasonable column configuration. A confirmation of the thermodynamic
suggestions was derived by simple steady-state simulations of the suggested
column set-up. In the next stage of process design a suitable catalyst and column
internals were selected. The final task was to develop a scale-up procedure based on
experimental data in the lab and pilot scale. While the lab-scale experiments could
be described satisfactorily with a simple equilibrium stage model, the same ap-
proach failed in the case of pilot-plant experiments. Hydrodynamics, maldistribu-
tion, and/or mass transfer limitations might be a reasonable explanation and are
worthy of deeper investigation. In order to fit the pilot-plant data to the equili-
brium-stage model, a reduced catalyst activity was introduced. As a result we ob-
tained good agreement between model prediction and experimental data in a
broad range of operating conditions.

However, with the present state of the art it has to be concluded that experiments
at the pilot-plant scale are indispensable for establishing any heterogeneously cat-
alyzed reactive distillation process. Reliable scale-up solely on the basis of labora-
tory scale experiments does not appear to be possible yet.
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4
Thermodynamics of Reactive Separations

H. Hasse

4.1
Introduction

Reactive separations are widespread operations. In typical reactive separation pro-
cesses such as reactive absorption or distillation the superposition of reaction and
separation is deliberately used. In other cases, simultaneous reaction and separa-
tion simply cannot be avoided. This is, for instance, the case when side reactions
occur in separation equipment or when intrinsically chemically reactive mixtures,
such as solutions of weak electrolytes or formaldehyde solutions, have to be sepa-
rated. Furthermore, in many reactors products are directly removed, which is basi-
cally a reactive separation.

Thermodynamics plays a key role in understanding and designing all these pro-
cesses. The fact that reaction and separation occur simultaneously gives rise to spe-
cial challenges both in experimental investigations and modeling the processes. It
is these challenges that we will focus on in the present chapter. This will be done
using case studies, which illustrate general facts, rather than by trying to cover the
subject comprehensively.

There are several contributions of thermodynamics to the field of reactive separa-
tions. Thermodynamics provides the basic relations, such as energy balances of
equilibrium conditions, used in the process models, which again are the key to re-
active separation design. Furthermore, thermodynamics provides models and
experimental methods for the investigations of the properties of the reacting
fluid that have to be known for any successful process design. We will focus on
equilibrium thermodynamics here but discuss relations to kinetic models.

The present chapter is aimed at readers interested in reactive distillation (RD).
The basic ideas can, however, easily be applied to other reactive separation pro-
cesses.

65



66

H. Hasse

4.2
Process Models for Reactive Distillation

4.2.1
Outline

Process models for RD have to take into account both the chemical and the phys-
ical side of the process. Two basic types of model are used: stage models, which are
based on the idea of the equilibrium stage with phase equilibrium between the out-
let streams, and rate-based models, which explicitly take into account heat and
mass transfer. Similarly to the physical side of RD, the chemical reaction is either
modeled using the assumption of chemical equilibrium or reaction kinetics are
taken into account. Note that a kinetic model, either for physical transport pro-
cesses or for chemical reactions, always includes an equilibrium model. The equi-
librium model is the stationary solution of the kinetic model, for which all deriva-
tives with respect to time become zero. Hence, whatever model type is used, it has
to be based on a sound knowledge of the chemical and phase equilibrium, which is
supplied by thermodynamic methods. Starting from there, kinetic effects can be
included.

Only a limited amount of data is needed to develop models for RD processes if
the assumption of both phase and chemical equilibrium is used. Nevertheless,
even the development of a reliable equilibrium model alone is a challenging
task, which is often underestimated. The amount of information needed to develop
reliable kinetic models greatly exceeds that for the equilibrium models. Finding
reliable model parameters is often the bottleneck in model development.

An excellent comprehensive survey on the fundamentals of different types of
model for RD processes has recently been given by Taylor and Krishna [1]. In
that paper the focus is on modeling concepts, we focus here on the application
of such models, especially the comparison of model predictions with experimental
data and the background of the complexity of the model and the effort needed for
its parameterization. We do account for the fact that the results of any such com-
parison will depend on the chosen example, but emphasize that comparison with
experimental data, especially in predictions, is the final test for any modeling strat-
egy. Unfortunately, there is only a very limited amount of data on RD experiments
available in the open literature for such comparisons.

4.2.2
Case Study: Methyl Acetate

Here we briefly discuss results from a case study on methyl acetate RD, in which,
based on detailed investigations of thermodynamics [2] and fluid dynamics [3],
different process models were not only compared with each other but also with
experimental data. Full details are reported by Moritz [4].

Methyl acetate production is often used as an example to demonstrate the advan-
tages of RD processes [5]. The basic set-up of the heterogeneously catalyzed methyl
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Fig. 41 Heterogeneously catalyzed methyl acetate
RD (MeOH = methanol, Hac = acetic acid, MeAc =
methyl acetate, W = water; shaded = reaction zone) MeAc

HAc

MeOH

W

MeOH + HAc = MeAc + W

acetate RD process is shown in Fig. 4.1. The catalytic packing used in the present
study was Katapak-S with an Amberlyst ion-exchange catalyst. Experiments were
carried out both at the laboratory scale [6] and the semi-industrial scale [4].

Two major classes of modeling concepts, the equilibrium stage and the rate-
based approach, were tested. The chemical reaction is assumed to occur only in
the liquid phase. A survey of the four models used is given in Fig. 4.2. Three var-
iants of the equilibrium stage model were considered. In the simplest model
(Model 1) the RD column is modeled as a countercurrent multistage process
with physical and chemical equilibrium on each stage. In Model 2 the assumption
of chemical equilibrium is dropped and the reaction on each stage is described by
second-order bulk reaction kinetics. Model 3 was developed to take into account the
residence time behavior of the liquid flow in the packing. For this goal the reaction
zone is described by a relatively large number of stages, or, in terms of reaction
modeling, stirred tank reactors. Neither phase nor chemical equilibrium is reached

l T Equilibrium Stage Models:
REA * Model 1: Phase & chemical
«—— EQ equilibrium

* Model 2: Phase equilibrium &
reaction kinetics

* Model 3: Murphree efficiency &
reaction kinetics

]
L

REA Rate Based Model:
{TNEQ « Model 4: Mass & heat transport &
—J reaction kinetics

Fig. 42 RD process

model types used in the l T
methyl acetate case study
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at these stages. Reaction kinetics are the same as in Model 2, Murphree efficiencies
are used to give the desired separation capacity. In the rate-based approach
(Model 4) heat and mass transfer are directly taken into account using two-film
theory. Multicomponent diffusion is modeled with the Maxwell-Stefan equations.
Bulk reaction kinetics are included as in Models 2 and 3.

Obviously, parameterizing these models meaningfully requires a very different
amount of experimental data, increasing from Model 1 to Model 4. The minimum
requirement is reliable information on vapor-liquid and chemical equilibrium
(Model 1). The phase equilibrium model and the chemical equilibrium model
should be consistent, as discussed in more detail below. Extending the equilibrium
model to Model 2, which accounts for reaction kinetic effects, is not straightfor-
ward. In the case of methyl acetate, the reaction kinetic model obtained from stir-
red-tank experiments is not in agreement with the results obtained from trickle-
bed experiments, so that empirical factors have to be introduced [4, 7]. Further-
more, the macrokinetic model requires information on the liquid flow velocity,
so that the thermodynamic design and the fluid dynamic design, which can be
done sequentially when using Model 1, are now directly coupled. The reaction
kinetic model should be consistent with the chemical equilibrium model.

Going from Model 2 to Model 3, the only additional information needed is the
residence time distribution of the packing, which is available for Katapak-S [3]. The
residence time distribution of a packing segment of length L is modeled using a
cascade of N, stirred tank reactors. The same packing segment has a known num-
ber of theoretical stages Ni,. As N, is always larger than N, the differences in
separation and reaction capacity of one stage (stirred tank) can easily be accounted
for by introducing a Murphree efficiency.

_ N (4.1)
Nrea

In the fluid dynamic design with Models 1-3, information on the density and vis-

cosity of the mixtures is needed, which usually has to be estimated as no experi-

mental data is available. This can, however, be done with an accuracy sufficient

for most cases using standard methods [8].

The amount of additional information needed to be able directly to take into ac-
count heat and mass transfer in Model 4 is high. Using the two-film theory, infor-
mation on the film thickness is needed, which is usually condensed into correla-
tions for the Sherwood number. That information was not available for Katapak-
S so that correlations for similar non-reactive packing had to be adopted for that
purpose. Furthermore, information on diffusion coefficients is usually a bottle-
neck. Experimental data is lacking in most cases. Whereas diffusion coefficients
can generally be estimated for gas phases with acceptable accuracy, this does un-
fortunately not hold for liquid multicomponent systems. For a discussion, see
Reid et al. [8] and Taylor and Krishna [9]. These drawbacks, which are commonly
encountered in applications of rate-based models to reactive separations, limit our
ability to judge their value as deviations between model predictions and experimen-
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tal results may stem either from an inadequate model itself or from bad para-
meters.

Fig. 4.3 shows a comparison of Models 1-4 with data from an RD experiment,
which is typical of the results from the study discussed here; other examples can be
found elsewhere [4]. All model results are predictions in the sense that no adjust-
ments to RD data were made. The predictions from the stage models, which take
into account reaction kinetics (Models 2 and 3), are good and do not differ largely.
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Differences between Model 2 and Model 3 would only have been expected for re-
sidence time sensitive reaction systems, such as, for instance, ethylene glycol pro-
duction from ethylene oxide and water, but not for the esterification studied here.
The very simple Model 1 still gives reasonable predictions, which would, for
instance, be sufficient for conceptual design studies. The fact that the rate-based
Model 4 gives entirely wrong predictions in the present case should not be overem-
phasized and may be due to the very limited amount of available thermophysical
and fluid dynamic input data.

Obviously, the choice of an appropriate modeling level for RD processes strongly
depends on the input available to parameterize the different models. Thermody-
namics plays a key role in providing that input.

4.3
Equilibrium Thermodynamics of Reacting Multiphase Mixtures

In any reactive separation process the mixtures involved undergo changes driving
them towards chemical and phase equilibrium. As stated in the previous section,
stage models with the simple assumption of chemical equilibrium in the streams
leaving the stage and phase equilibrium between these streams often already pro-
vide a process model with reasonable predictive power. Any more detailed model
will include an equilibrium model as a limiting case and will therefore have to
be based on reliable information about the equilibrium. We will give a brief outline
of the basic concepts of thermodynamic modeling of simultaneous chemical and
phase equilibrium here. The focus is on the options provided by classical thermo-
dynamics. A discussion of different G* models or equations of state is not within
the scope of the present chapter. The reader is referred to standard textbooks for
that purpose (for instance, Walas [10] and Prausnitz et al. [11]).

It is expected that entirely new options for thermodynamic modeling of simulta-
neous chemical and phase equilibrium will become available from molecular simu-
lations techniques. Such methods are beginning to become available [12, 13], but
can not be covered in the scope of the present chapter.

The conditions for simultaneous phase and chemical equilibrium at constant
temperature T and pressure p derived from the second law of thermodynamics
are well known and are given here for a system of N components i, P phases j,
in which R chemical reactions r occur.

Phase equilibrium

Wo=d" = 1N = 1.(P-1) (4.2)
Chemical equilibrium

S =0 j = 1.P;r = 1.R (43)
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where 4 is the chemical potential of component i in phase j, v¥ is the stoichio-
metric coefficient of component i in reaction r in phase j. v is positive for prod-
ucts, negative for educts, and zero if the component i does not take part in reaction
r in phase j.

For practical purposes, working equations have to be derived from the funda-
mental relations (4.2) and (4.3) by using appropriate normalizations of the chem-
ical potential. Which working equation is appropriate will depend on the applica-
tion. Some popular choices for the normalization of the chemical potential are as
follows.

For components in vapor, liquid, and supercritical phases

. . T o)
pho= g (Tp0) + RT In <p—’;; ¢ ) (4.4)

for condensable components in liquid phases (normalization according to Raoult)

/41; = yli’me liq'(T,p) +RTIn (xJL yjl) (4.5)
for non-condensable components in liquid phases (normalization according to
Henry)
p
who= u (TP x> ) + / v>*dp+RTIn (le y{) (4.6)

H
Psoly

where the reference chemical potential is a function of the composition of phase j,
in the case of infinitely diluted component i, denoted as x'** here. The vapor pres-
sure of that mixture at temperature T is pg,.

Relations similar to equation (4.6) are used for electrolytes (A"),, (B”),_ in solu-
tion

j ok . CJ;A . V+ Cjéf V- = (ve+v-)

wi = u5 (Tpx»")+RTIn - ]t RTIn (yi ) (4.7)
' " - ml N (ml e\ (7 +7-)

wi = ur (T;p;X’i)+RT1n<mﬁ> (mBo) +RT1n(y’i ) (4.8)

Note that, in principle, there is a free choice to apply any of the equations
(4.4)—(4.8) to any component in any phase. The only condition that has to be ful-
filled is the Gibbs—Duhem equation for each phase, which reads at constant tem-
perature and pressure

Sonldul =0 j=1.P (4.9)
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In most cases in RD equations (4.4) and (4.5) are applied to all components of the
gas and the liquid phase respectively. This leads to the well-known extended form of
Raoult’s law for the phase equilibrium between a liquid phase ' and a gas phase ”

P
P ¢S exp /vidp Xy, = px.¢; 1= L.N (4.10)
v

or, neglecting gas-phase non-idealities and the pressure dependence of the liquid-
phase chemical potential

pf xi' ylt = px: i = 1...N (4.11)

Once the choice regarding the description of the chemical potential is made, not
only the working equations for the phase equilibrium, such as equation (4.11),
are fixed but also those for the chemical equilibrium. For instance, insertion of
equation (4.5) into equation (4.3) leads after some rearrangement to the following,
thermodynamically consistent form for the chemical equilibrium constant of reac-
tion r

KPUelia Ty = ()" (4.12)

1

(xi)v: .

N
=1 i=1

N

with

N r pure lig.
> viu; (Tp)

Kpureliq. T, _ _i=1 4.13
r Ty = exp| - (4.13)

In equations (4.12) and (4.13), the superscript ‘pure liq.” refers to the state chosen
for the normalization of the chemical potentials of the reacting components.

If the normalization according to equation (4.4) is applied, as usual for the gas
phase, equation (4.3) leads to another thermodynamically consistent chemical
equilibrium constant of reaction r

pure id. gas _ p (
oo~ 3

HMZ

o
i
i=1

>ﬁwﬂﬁ@ﬁ (419

i=1
with

N pure id. gas
> Vi (T.p°)
i=1

RT

KP4 85T o) = exp (4.15)
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The different forms of the chemical equilibrium constant are not independent. For
instance, the chemical equilibrium constants K" (Tp) and KP4 85(Tp°% as
given by equations (4.12)—(4.15) are related by equation (4.16), as can, for instance,
be shown by applying equation (4.10)

r r
Kpure id. gas (T,p ; V] . N
Kpure hq <p ) S) '] exp Z Vi / v dp (4'16)
i=1 i=1 i=1

= s

Equation (4.16) allows us to calculate liquid-phase reaction equilibria from gas-
phase equilibrium constants and vice versa.

Equations such as equation (4.13) or (4.15) make it possible to calculate chemical
equilibrium constants from the chemical potentials of the pure components y,P*",
which again can be obtained from data on pure component enthalpies h"* nd
entropies s

‘M%)ure — h?ure _ Tsli)ure (417)

Numbers for h?* and s** in the standard state are available for many substances
(for instance Stull et al. [14], Reid et al. [8], Frenkel et al. [15, 16]). Numbers for
hP"¢ and sP" at other conditions can be obtained from the standard state data
using information on heat capacities and enthalpies of vaporization, which are
also available in many cases, for instance in the sources cited above. It should
be noted that the accuracy of chemical equilibrium constants obtained by this
way is limited and may not be sufficient for a given application. This is mainly
caused Dby the fact that due to the summation of the chemical potentials in equa-
tions such as equation (4.13) or (4.15), even small errors in the numbers for the
pure component chemical potentials #P*"® may become very important in the cal-
culation of the equilibrium constant from equations such as equations (4.13) and
(4.15). Therefore, the chemical equilibrium constants generally have to be deter-
mined from direct experimental investigations. A comparison of some chemical
equilibrium constants of esterifications and transesterifications as obtained from
direct measurements and from estimated numbers for 4" is given in Table 4.1,
underlining the need for accurate experimental data on chemical equilibrium con-
stants.

For any application, it is particularly important to consider on which variables
the chemical equilibrium constant depends. For gas-phase reactions, equations
(4.14) and (4.15) are generally applied, where K.>"%85(Tp" is a function of the
temperature alone. For liquid-phase reactions, equations (4.12) and (4.13) are
used in most cases. As the influence of pressure on K" (Tp) can generally
be neglected, again only a function of temperature has to be known.

It should be remembered that that situation is more complicated when chemical
equilibrium constants based on normalizations of the type shown in equations
(4.6)—(4.8) are used. Even though those chemical equilibrium constants are ther-
modynamically consistent, they are functions of the composition of the reacting
liquid phase. For example, if a dissolved gas k normalized according to equation
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Table 4.1 Comparison of chemical equilibrium constants of some esterifications and trans-
esterifications as obtained from experimental data and from numbers for "

o pure liq. pure liq.
Second reactant T/°C K, Kredict

esterifications with acetic acid

methanol 45 31.8 23.5
1-butanol 85 16.9 39
esterifications with formic acid
methanol 20 28.4 59.3
ethanol 50 12.9 42
transesterifications with 1-butanol
methyl acetate 50 0.91 2.6
ethyl acetate 35 1.1 23

(4.6) takes part in a reaction r and all other components are normalized according
to Raoult’s law, then the following expression is obtained for the thermodynami-
cally consistent chemical equilibrium constant from equations (4.3), (4.5), and (4.6)

N N
re liq. * 4 ()
KPurelia (Tpx) = H (xi)% H (yi)h (yk)vk (4.18)
=1 i=1,
i*k
with
N r pure lig. o k*
Zl Vi (Tp) + viu(Tp, x7°)
| i<
K?urehq-(T,p, xk*) = exp| - i#k (4.19)

RT

where x* refers to the composition of the solution when the concentration of the
dissolved gas k approaches 0 that is, the solvent concentration. Hence, the equili-
brium constant K,”*(Tp,x") is a function of the composition of the solvent in
that case.

4.4
Fluid Property Models for Reactive Distillation

4.4
Outline

For using the basic thermodynamic conditions for chemical and physical equili-
brium presented in the previous section, models for the activity coefficients p;
and/or the fugacity coefficients ¢; have to be applied. They are based either on
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G models or equations of state and usually contain binary adjustable parameters,
which have to be determined from experimental data. It is beyond the scope of the
present chapter to discuss details of these models, which are presented in many
standard textbooks [10, 11]. We will instead focus here on some questions related
to applying these models to RD processes, especially to the questions of sensitivity
to inaccurate input data, predictions of properties of multicomponent mixtures
from binary data, benefits from thermodynamically consistent models and conse-
quences of inconsistent models. These topics will be addressed using some typical
examples of RDs, mainly on esterifications. Furthermore, an example from a tech-
nically important intrinsically chemically reactive mixture (formaldehyde + water
+ methanol) is included.

4.4.2
Examples

4421 Hexyl Acetate: Sensitivity Analysis
Let us first consider the esterification

1-hexanol + acetic acid = hexyl acetate + water.

A scheme of an RD process to produce hexyl acetate is shown in Fig. 4.4. There are
two feeds below and above the reactive section of the column for acetic acid and
1-hexanol respectively. Owing to a low-boiling heterogeneous azeotrope, two liquid
phases form upon condensation, so that a phase separator is used.

For process simulation, the thermodynamic properties of the quaternary mixture
1-hexanol + acetic acid + hexyl acetate + water have to be known. The vapor-liquid
equilibrium model of that quaternary mixture is, as usual, parameterized based on
information from the binary systems alone. There are six binary mixtures for a
quaternary mixture, two of which are reactive in our example. The special chal-
lenges in the experimental determination of phase equilibria in reactive systems
will be discussed later. Using typical G* models, at least 12 parameters have to
be adjusted to experimental binary data or estimated. Additionally, at least the

HexOH W
—»
HAc
>
Fig. 4.4 Set-up for the production of hexyl acetate by HexAc

RD (HexOH = 1-hexanol, HAc = acetic acid, HexAc =
hexyl acetate, W = water; shaded = reaction zone) HexOH + HAc = HexAc + W
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chemical equilibrium constant of the esterification has to be known for the simu-
lation of the RD process.

In principle, it would be desirable to have information on vapor-liquid equilibria
of all binary systems in the temperature range in which the RD is carried out,
which is about 100-150°C in the case studied here. Furthermore, it would be de-
sirable to have at least some data points for ternary systems (all of which are reac-
tive) and for the quaternary system to be able to check the predictive power of the
phase equilibrium model. That ideal situation is almost never encountered in rea-
lity. In many cases, even reliable experimental data on the binary systems is miss-
ing. In the present study, no data was available for the binary systems acetic acid +
hexyl acetate and 1-hexanol + hexyl acetate. Estimations of missing data using
group contribution methods such as UNIFAC are possible, but their quality is
often hard to assess.

Furthermore, in the present case not only vapor-liquid equilibria have to be
known, but also liquid-liquid equilibria. It is well known that the simultaneous de-
scription of both vapor-liquid and liquid-liquid equilibria often fails with standard
models, if quantitative agreement is needed. Therefore, in practice, often different
sets of model parameters are used for the distillation columns and the decanters.

The information on phase equilibria in the different binary systems need not
have the same quality for all binary systems. For instance, in distillation of zeotro-
pic mixtures, the information on the binary system of the lowest and the highest
boiling component will often only be of minor importance, due to the high relative
volatility, so that predictions from UNIFAC or even the assumption of ideality will
be sufficient.

A helpful but rarely used tool for deciding whether accurate information on a
given binary system is needed for the design of a certain separation is provided
by sensitivity analysis. An example for such an analysis of the hexyl acetate RD pro-
cess shown in Fig. 4.4 is given in Fig. 4.5. The basis of the sensitivity analysis is a
given operating point of the RD column and a fully parameterized process model.
In our case the NRTL model with two adjustable parameters per binary system was
used to describe liquid-phase non-idealities in that model. Parameters for systems,
for which no experimental data was available were estimated with UNIFAC in a
first step.

The strategy for the sensitivity analysis is based on the variation of the limiting
activity coefficients of the binary systems. The binary NRTL parameters can be
determined from the knowledge of the two limiting activity coefficients. Therefore,
a given variation in the limiting activity coefficients of the binary systems produces
a certain variation of the phase equilibrium model and, hence, a certain variation of
the model predictions. In the case study shown in Fig. 4.5, both limiting activity
coefficients were increased by 30 %, which is about three times the typical experi-
mental uncertainty for that property. The results presented in Fig. 4.5 show that in
the case studied here, obviously the parameters for the three water-free binary sys-
tems I, II, and IV have the strongest influence on the simulation results, whereas
the quality of the data for the water-containing systems is much less important. It
should be noted that in the sensitivity study shown in Fig. 4.5 the decanter model
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=

§ -1 " purity HexAc

®© conversion HexOH

Il 1 v \ VI

binary systems

I: HAc - HexOH l: W -HAc V: W - HexOH
II: HAc - HexAc IV: HexOH -HexAc VI: W - HexAc

Fig. 4.5 Sensitivity analysis: Influence of errors in binary data on predictions of hexyl acetate RD
(example for a given operating point)

was not changed, so that it reflects only the influence of the data on the different
binary systems on the RD column itself. For the decanter, a different picture is ob-
tained: a similar sensitivity analysis for that apparatus shows the influence of the
aqueous systems data, as could be expected.

Such sensitivity analysis is a valuable tool for planning the experimental pro-
gram for the phase equilibrium measurements, which are often needed to comple-
ment the literature data. Another field of application of such sensitivity analysis is
the assessment of possible errors in process simulation results due to uncertainties
of the thermophysical data. In the case studied here, the sensitivity analysis
showed that the two binary systems, where data was missing (acetic acid +
hexyl acetate and 1-hexanol + hexyl acetate) have an important influence on the
process model predictions.

Presently, the type of sensitivity analysis proposed here is not supported by any
commercial process simulator. It would be desirable and fairly easy to implement
such a tool.

4.42.2 Methyl Acetate: Prediction of Polynary Vapor-Liquid Equilibria

In the previous section, the influence of the quality of binary data on simulation
results of RDs was discussed. We will now focus on the fact that even very similar
descriptions of binary data may lead to distinctly differing predictions for processes
with multicomponent mixtures, such as RD. The example used here is the methyl
acetate RD already discussed above. In modeling that process, two variants of the
UNIQUAC model were used: one with two adjustable binary parameters and one
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with three binary parameters allowing to take into account more flexibly influences
of the temperature. From Fig. 4.6 it can be seen that these two variants of
UNIQUAC yield comparable correlations of the available experimental data for
all six binary subsystems of the quaternary mixture methanol + acetic acid +
methyl acetate 4+ water. The predictions of ternary systems, however, appreciably
differ. This can be seen from Fig. 4.7, in which distillation lines for the four ternary
subsystems of the studied quaternary mixture are shown. Whereas for the three
water-containing ternary systems, very similar predictions of the distillation lines
are obtained with both models, the predictions for the system methanol + methyl
acetate + acetic acid differ unexpectedly strong. These differences also lead to
differing predictions of the RD process itself, as can be seen from Fig. 4.8. From
Fig. 4.6 alone, one would not have expected such differences. Taking into account
that in the example discussed here the data base for the binary data fit was identical
for both models and that only different variants of the same thermodynamic model
were used, clearly highlights the high sensitivity of RD process models to the
thermodynamic fluid-properties models they rely on.

— 2-Par UNIQUAC water water
= = 3-Par UNIQUAC

/N
AN
LETN
SPLLN
TAVAVATAYAYA

SFIPTIN
LN

( AVAVAVA
LA L LT JAvAVAVAVAVAVAVAVAVAY

methyl acetate methanol methyl acetate acetic acid

W/{)VAVA
I"A ’VAVVA

methanol methanol

AV’NA"AVAVA
AV TAVAYAVAVAN
VAVA\A

water acetic acid methyl acetate acetic acid

Fig. 4.7 Predictions of ternary distillation lines at p = 1 bar based on the binary data fit shown in
Fig. 4.6. (Gibbs triangular diagrams in mole fractions)
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4.42.3 Butyl Acetate: Thermodynamic Consistency
From a theoretical standpoint, it is obvious that only thermodynamic consistent
models of chemical and phase equilibria should be applied in RD modeling. We
will discuss the subject from a more practical standpoint here, using typical
liquid-phase reactions as examples, for which the thermodynamic consistent chem-
ical equilibrium constant is given by equations (4.12) and (4.13).

The following abbreviations are used here

N

K(Tpx) =[] ()" (4.20)
i=1
N

K,(Tpx) =[] ()" (4.21)

i=1

where K, is the (inconsistent) mass action law equilibrium constant of the reaction
of interest, which depends on the composition of the mixture, K, is the correspond-
ing term from the activity coefficients, which again is a function of the compo-
sition. The thermodynamically consistent equilibrium constant defined according
to equation (4.12), which is independent of the composition of the mixture, is
denoted simply by K here.

From equation (4.12) in the rearranged form

K(Tp)

K (Tpx) = — 1
(Tp.%) K (Tp.x)

(4.22)

it can be seen that it should principally be possible to predict the concentration
dependence of K, from activity coefficient data condensed into K,. Experimental
data on K, is unfortunately often subject to considerable uncertainties, especially
in those regions, where one ore more components are dilute. However, it is just
in those regions where the strongest influence of the composition on K, is
observed, due to the large numbers of the activity coefficients in the diluted
regions.

The question of whether it is possible to predict the concentration dependence of
K, from information on K, via equation (4.22) is discussed here using the esterifi-
cation of 1-butanol with acetic acid at 80 °C as an example. The experimental data
given in Fig. 4.9 show that K, is a strong function of the composition for that
liquid-phase reaction. The numbers for K, are in the range 2—-8 and systematically
vary with composition. In the studied system, there is a liquid-liquid miscibility
gap intersecting with the chemical equilibrium surface. No measurements with
liquid-liquid phase split were carried out in the present work.

Fig. 4.9 also contains results from a thermodynamic consistent model of the
studied esterification. The activity coefficients were modeled on the basis of
phase equilibrium data alone using the NRTL equation. With that model the num-
ber for the thermodynamic equilibrium constant K of the studied esterification at
80 °C was determined from a fit to the experimental data shown in Fig. 4.9 to be
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K = 22.7. Based on that single number, the activity coefficient model predicts the
influence of concentration on K, via equation (4.22). It can be seen from Fig. 4.9
that the comparison of that prediction to the experimental data generally shows
good agreement. Larger deviations are only observed for a few diluted samples
and may partially be due to experimental errors. Results such as those shown in
Fig. 4.9 are typical also for other esterifications.

4.4.2.4 Ethyl Acetate: Consequences of Inconsistency

Besides the benefits of thermodynamic consistent models of chemical reactions,
also the problems that can arise, when inconsistent models are used should be con-
sidered. Two examples will be discussed here, one in the present and the other in
the following subsection. The example discussed first relates to ethyl acetate pro-
duction by RD.

For designing RD processes, RD lines have become a widely used tool. RD line
diagrams (at constant pressure) usually do not contain information on the tem-
perature. In many systems, reactive azeotrope are observed in these diagrams.
Users generally assume that the reactive azeotrope coincides with an extremum
in the temperature. It can be shown, using the Gibbs-Konovalev theorems applied
to reactive mixtures [17] that this is always true, as long as a thermodynamic con-
sistent description of the chemical and the phase equilibrium is used [18, 19]. If,
however, an inconsistent model is applied, there is no reason, why the reactive
azeotrope and the temperature extremum should coincide. An example is given
in Fig. 4.10. It shows RD lines in the system acetic acid + ethanol + ethyl acetate
+ water at 1 bar. The RD lines were obtained using K, = 3.7. The phase equili-
brium model takes into account liquid-phase non-idealities and, hence, the descrip-
tion of the chemical and the phase equilibrium is inconsistent. As a result, the re-
active azeotrope and the temperature minimum no longer coincide (compare
Fig. 4.10).
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acetic acid ethyl acetate
391.1 K [T ; 350.3 K

reactive
azeotrope
(344.82 K)

~

J f\temperature
minimum
(344.76 K )

b ]

3732 K i 351.5 K
water ethanol

Fig. 410 RD lines (full lines) and isotherms (dashed lines) in the system ethanol + acetic acid
+ ethyl acetate + water at 1 bar. The reactive azeotrope and the temperature minimum do not
coincide as a result of thermodynamic inconsistency

4.42.5 Formaldehyde + Water + Methanol: Intrinsically Reactive Complex Mixture
Formaldehyde is one of the most important C1 building blocks in the chemical in-
dustry and is the basis for a large variety of products. It is usually handled in aque-
ous solutions, which generally also contain methanol. In those solutions, formal-
dehyde (CH,0) and water react to methylene glycol (HOCH,OH) and a series of
oligomer poly(oxymethylene) glycols (HO[CH,O],H, n > 1). Similar reactions
occur in methanolic formaldehyde solutions, yielding hemiformal (H;COCH,OH)
and poly (oxymethylene) hemiformals (H;CO[CH,0],H, n > 1).

Analysis of formaldehyde solutions by conventional methods such as titration
only gives the overall formaldehyde concentration that results from the sum of
the free formaldehyde (usually a very small amount) and that bound in its various
reaction products. The true concentrations in the solution can only be measured
with NMR-spectroscopy.

It should be kept in mind that while formaldehyde + water + methanol mix-
tures are ternary from an overall standpoint, they are polynary mixtures with
more than 20 components in appreciable concentrations if the true species are
taken into account.
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FA+W = MG gas
FA +Me = HF
FA formaldehyde
FA°- W MG Me HF W  water
AVAR . 4 4 4 4
+ 3 v < ¥ MG methylene glycol

MG, poly(oxymethylene) glycol

FA - W MG Me HF Me methanol

FA+W = MG HF  hemiformal
MG, + MG = MG, + W HF, poly(oxymethylene) hemiformal
FA + Me = HF
HF, + HF = HF ., + Me
lig.

Fig. 411 Scheme of a physicochemical vapor-liquid equilibrium model of the system formal-
dehyde + water 4+ methanol

A predictive thermodynamic model for thermodynamic properties of formalde-
hyde solutions, has been developed by Maurer and coworkers [20-23]. It explicitly
takes into account the chemical reactions in these complex systems. Fig. 4.11
shows a scheme of the vapor-liquid equilibrium model. The methylene glycol
and hemiformal formation take place both in the gas and the liquid phase. The oli-
gomers are present only in the liquid phase and do not have to be considered in the
gas phase due to their low vapor-pressures. The gas phase is a mixture of ideal
gases, non-idealities in the liquid phase are taken into account by the UNIFAC
group contribution method. Some of the UNIFAC parameters are adjusted to ex-
perimental vapor-liquid equilibrium data of systems containing formaldehyde. The
chemical equilibrium model is based on NMR spectroscopic data of the liquid
phase reactions and gas density measurements [24]. The results obtained with
that model are usually given in overall concentrations to allow direct comparison
with results from standard analysis. The agreement with experimental data on
vapor-liquid equilibria is excellent in binary, ternary, and multicomponent formal-
dehyde containing mixtures over a wide range of compositions and temperatures
[22, 23].

Fig. 4.12 gives an example of results of the application of that model. RD lines
are shown for the system formaldehyde + water + methanol at 1 bar in overall
concentrations. The distillation boundary between the low-boiling azeotrope in the
formaldehyde + water system and methanol, the global low boiler, can clearly be seen.

One advantage of such physicochemical models is that they can easily be ex-
tended to include effects of reaction kinetics. This is shown in Fig. 4.13 where re-
sults from a case study on reactions kinetic effects on separations of mixtures of
formaldehyde + water + methanol are shown. Whereas the equilibrium model
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Fig. 413 Case study on the effect of reaction kinetics on distillation of formaldehyde + water
+ methanol mixtures at 1 bar
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predicts a top product that is almost pure methanol for the investigated distillation
process, the result from the model, which takes into account reaction kinetics,
shows that the top product contains considerable amounts of formaldehyde and
water, which is in agreement with the findings from technical distillations.

The formaldehyde + water 4+ methanol system is just one example for many
technically important systems, which are intrinsically chemically reactive. Other ex-
amples include aqueous solutions of weak electrolytes, such as amine solutions
used to scrub carbon dioxide and other sour gases from gaseous streams, or the
solutions containing bases used for chemical extraction of acids from aqueous
streams. In many of these cases, the key to the development of predictive thermo-
dynamic models is a quantitative model of the often complex chemical reactions in
those mixtures. The necessary information often only can be obtained using spec-
troscopic methods [25].

In all these cases, it is essential to use thermodynamic consistent models. As an
example, modeling results for the azeotrope in the formaldehyde + water system
are discussed in more detail here using Fig. 4.14. Note that this azeotrope is in fact
one of the technically most important examples for a reactive azeotrope. The left
side of Fig. 4.14 shows results from a thermodynamic consistent model of the sys-
tem formaldehyde + water [22]. At 140 °C the pressure is plotted as a function of
the overall formaldehyde concentration xp,. There is a low boiling azeotrope at
about Xz, = 0.5 mol/mol. The right side of Fig. 4.14 shows the result that is ob-
tained, when in that model arbitrarily K, is set to unity, while the activity coefficients
are still used in the phase equilibrium calculation. Hence, the resulting model is
inconsistent. It is not important here that the vapor-liquid equilibrium calculated
with that modified model is strongly shifted, which only underlines the influence
of liquid-phase non-idealities in that system. The important message from the plot
on the right side of Fig. 4.14 is that applying the inconsistent model leads to a com-
pletely erroneous shape of the dew and bubble line. The dew and the bubble line
do not touch with a horizontal tangent as in the picture of the left hand side of
Fig. 4.14 (which is a result of the Gibbs—Konovalev theorem applied to reactive so-
lutions in equilibrium) but intersect twice. Formally, there are two concentrations
at which the condition for the reactive azeotrope Xp, = Y, is fulfilled and two other
concentrations at which the dew and the bubble line pressures are maximal.
Obviously, it is not even worth to try to interpret this and a use of such an incon-
sistent model can not be recommended.

The examples given in this and the previous sections underline the necessity for
using thermodynamic consistent models of chemical equilibria and phase equili-
bria. It should be kept in mind that this also applies to reaction kinetic models,
which always contain information on the chemical equilibrium. It should, how-
ever, be taken into account that there is also a price to pay for the advantages of
thermodynamic consistency: the evaluation of phase equilibrium data and chem-
ical equilibrium data can no longer be carried out separately and any change either
in the chemical reaction model or in the phase equilibrium model will affect the
other model too.
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4.5
Experimental Studies of Phase Equilibria in Reacting Systems

4.5.1
Outline

For the design of RD processes, besides information on the reaction, information
on phase equilibria is of prime importance, especially on vapor-liquid equilibria
and in some cases also on liquid-liquid equilibria (see above). The systematic in-
vestigation of phase equilibria for the design of RD processes will generally involve
also studies of reactive systems (see examples above). Studies of phase equilibria
in reactive systems generally pose no problem if the reaction is either very fast
or very slow as compared with the time constant of the phase equilibrium experi-
ment (high or low Damkohler number Da). In the first case, the solution will
always be in chemical equilibrium, in the second case, no reaction will take
place. The definition of the time constant of the phase equilibrium experiment
will depend on the type of apparatus used. If the RD process is catalyzed and
the catalyst does not substantially influence the phase equilibrium, the phase equi-
librium experiments can often be performed without catalyst and again no or only
little conversion will take place.

Problems with phase equilibrium experiments in reactive systems arise mainly if
the reaction time constant is of the same order magnitude as the time constants of
phase equilibrium experiments (intermediate Damkéhler number Da). For typical
fluid phase equilibrium experiments, time constants are of the order of 10-1000 s,
depending on the choice of the apparatus (and the definition of the time constant).
These are however also typical time constants for many reactions, which are of in-
terest for RD. It is therefore worthwhile to discuss measurements of reactive phase
equilibria in more detail.

Measurements of reactive phase equilibria in the non-trivial case of intermediate
Dambkoéhler numbers Da can be classified into two groups: in the first, only the fully
established equilibrium is investigated, whereas in the second the attempt is made
to measure phase equilibrium without having reached chemical equilibrium. In
experiments of the second type, reproducible results can only be expected, if
their time constant is distinctly smaller than that of the chemical reaction.

Phase equilibrium experiments are usually classified into synthetic methods and
analytical methods. In synthetic methods, the analysis of the coexisting phases is
avoided by using information on the feed composition. The value of synthetic
methods for measuring phase equilibria in reactive systems is obviously limited,
even though they can in principle be applied to studies of fully equilibrated react-
ing mixtures, and are sometimes used together with extrapolation techniques to
eliminate the influence of the reaction (see examples below).

Analytical methods for phase equilibrium measurements can be classified into
methods that need sampling, such as gas chromatography or titration, and meth-
ods that do not need sampling, such as spectroscopic methods. Sampling is often a
problem in chemically reactive systems. It may, for instance, shift the concentra-
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tion away from an established chemical equilibrium or probes may react further
after the sampling step. Therefore, spectroscopic methods, which allow a feedback
free analysis of different components of the mixture, are of special interest for in-
vestigations of reacting systems.

It is beyond the scope of the present work to discuss the different options for the
analytical methods. We only present one example here, showing what can be
achieved with modern instrumental analysis. Fig. 4.15 shows a >C NMR-spectrum
of a formaldehyde + water + methanol mixture taken with an online technique
with a 400 MHz NMR spectrometer. Signals from a large number of different spe-
cies can be resolved. Obviously, the band assignment is non-trivial for such com-
plex mixtures and special techniques, such as two dimensional NMR, have to be
applied. One of the most attractive features of NMR spectroscopy compared with
other spectroscopic methods is that the quantitative evaluation of spectra such as
that shown in Fig. 4.15 can be achieved without calibration, as the area below
the peaks is directly proportional to the number of the different nuclei in the solu-
tion if the NMR experiment is carried out propetly.

In the following discussion, we will focus on reactive vapor—liquid equilibria.
Measurements of reactive liquid—liquid equilibria can be done in standard batch
cells operated as mixer-settlers using appropriate analytical methods, as long as
only data on the fully established equilibrium is needed. Practically no data
seems to be available in the literature on liquid-liquid equilibria in mixtures
that have not reached chemical equilibrium.

452
Reactive Vapor-Liquid Equilibria

Methods for measuring reacting vapor-liquid equilibria can roughly be classified
into three groups: static or batch experiments, flow experiments and, as an intermedi-
ate between the first and the second type, recirculation experiments (Fig. 4.16).

4.5.2.1 Batch Experiments
For measuring vapor-liquid equilibria in reactive systems, analysis is needed in
most cases. Most analytical techniques require sampling. This, however, often is
non-trivial in batch cells. Special care has to be taken in sampling the gas phase,
as this tends to alter the pressure. Batch cells are, therefore, especially attractive
for measurements of reactive phase equilibria, when combined to feedback free
analytical techniques such as spectroscopy. As time constants to establish equili-
brium are rather high in batch cells, their application for studies of reacting sys-
tems is limited either to investigations of the fully established vapor-liquid and
chemical equilibrium or to studies of slow reactions. Batch cells are often com-
bined with sampling loops, which is a step in the direction of a recirculating still.
Batch cells have been used to study reactive phase equilibria, for instance by
Patel and Young [26] and Arlt [27]. These authors employ extrapolation techniques
to gain information on the state, where no reaction has occurred. This allows them
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to use the information on the amounts of the different reactants charged into the
batch cell and avoid problems with analysis. Interesting designs, in which batch
cells have been coupled with spectroscopic analytics are described by Krissmann
et al. [28] and Rogers et al. [29]. Krissmann et al. [28] used UV spectroscopy for
their studies of aqueous, sulfur dioxide containing systems. The liquid phase
was analyzed in situ in the batch cell whereas for the gas phase a special optical
cell was connected to the batch cell by a probe loop. Rogers et al. [29] studied aque-
ous amine solutions containing carbon dioxide using IR-spectroscopic analysis,
employing probe loops both for the liquid and the gas phase. Roederer [30] de-
scribes a versatile cell with in situ IR-spectroscopic analysis of both phases, in
which both vapor-liquid equilibria and reaction kinetics were studied.

4.5.2.2 Flow Experiments
The basic advantage of flow cells compared to batch cells is that sampling generally
poses less a problem, especially for the gas phase. Furthermore, the time to estab-
lish phase equilibrium after evaporation in the phase separator-equilibrium unit
(Fig. 4.16) can be kept low using suitable designs. For instance, in Cottrell-type
units, such as the one described by Rafflenbeul and Hartmann [31] that time is
of the order of 10-20 s. For reactions with time constants of the order of some min-
utes, flow techniques can therefore be used for measuring phase equilibrium with-
out having reached chemical equilibrium. The disadvantage of the technique is the
high amount of substance needed due to the single pass mode.

Single pass flow techniques have been used for studies of vapor-liquid equilibria
of reacting systems by various authors. Maurer and coworkers describe a special
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type of thin film evaporator with a residence time of about 1-2 min, which they
have extensively used for studies of vapor-liquid equilibria in formaldehyde con-
taining systems in chemical equilibrium [20, 32]. In those studies, low evaporation
ratios were used in order to only slightly shift the liquid-phase equilibrium upon
evaporation. That idea has been extended by Hasse and Maurer [21] by using a
gas saturation technique. More recently, a single pass Cottrell type flow cell was
developed especially for phase equilibrium measurements in reacting systems by
Reichl et al. [33]. Residence times are about 30-90 s in that cell.

4.5.2.3 Recirculation Experiments

The problem of high amounts of substance needed in flow cells in a single pass
mode can be circumvented using recirculation techniques. However, the recircula-
tion can cause problems in studies of chemically reactive systems if an ongoing
chemical reaction in the recirculating stream leads to shifting compositions of
the evaporator feed, so that no steady state is reached.

Nevertheless, recirculation techniques have been employed for studies of reactive
phase equilibria by several groups. In an early paper, Hirata and Komatsu [34] sug-
gest an extrapolation technique, similar to the one discussed above, to eliminate
problems with the ongoing chemical reaction. Applications of recirculating stills
for measurements of phase equilibria in esterification systems are described, for
instance, by Kang et al. [35], Lee and Kuo [36], Lee and Liang [37], and Lee and
Lin [38]. In these experiments enough time is given to reach a steady state. The
question, how the comparatively quick evaporation with non-zero evaporation
ratio affects the measurements, is, however, not discussed.

This brief survey shows that there are many options for measuring phase equi-
libria in reacting systems, which allow to carry out such studies for a wide range of
systems and conditions. The main limitation for experimental investigations of re-
active vapor-liquid equilibria is related to the velocity of the reaction itself: if phase
equilibrium measurements of solutions are needed, which are not in chemical
equilibrium, the reaction must be considerably slower than the characteristic
time constant of the phase equilibrium experiment. Apparatus are available,
where that time constant is distinctly below one minute. For systems with reac-
tions too fast to be studied in such apparatuses, it should in many cases be possible
to treat the reaction as an equilibrium reaction, so that the information on the phase
equilibrium in mixtures, which are not chemically equilibrated is not needed.

4.6
Conclusions

Thermodynamics plays a key role in understanding, modeling, and designing
reactive separation processes. The basic concepts of thermodynamic modeling of
simultaneous chemical and phase equilibrium are summarized here with empha-
sis on the different options provided by classical thermodynamics. Several types of
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RD process models are compared with each other and with experimental data on
the background of the model complexity and the amount of information needed to
parameterize the models.

Reliable models of reactive separation processes have to be based on a sound
knowledge of the properties of the reacting fluid. Thermodynamics provides
both the experimental methods and models to study and describe these properties.
Different aspects of their use in RD process design are discussed, namely the ques-
tion of sensitivity to inaccurate input data, predictions of properties of multicom-
ponent mixtures from binary data, benefits of thermodynamically consistent mod-
els, and consequences of inconsistent models. These topics are addressed using ex-
amples from different esterifications and intrinsically chemically reactive systems.
The examples given throughout the paper show the prime importance of reliable
experimental data for the development of predictive process models of RDs. There-
fore, also a brief survey on experimental techniques for studies of reactive phase
equilibria is included.

Applying thermodynamics to RD processes is a fascinating subject, which covers
all aspects, from experimental laboratory studies over modeling and simulation up
to the industrial application of these complex processes.
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4.8

Notation

At cation

Bmin anion

c molarity

¢ 1 mol/liter

Da Damkohler number (characteristic residence time/characteristic re-
action time)

E end group

EQ phase equilibrium

FA formaldehyde
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G* excess Gibbs energy
hpe molar enthalpy of pure component i
HAc acetic acid
HexOH 1-hexanol
HexAc hexyl acetate
HF hemiformal
HF, poly(oxymethylene) hemiformal with n CH,O segments
i component index
j phase index
K chemical equilibrium constant (thermodynamically consistent)
K, mass action law chemical equilibrium constant
K, chemical equilibrium constant like term in activity coefficients
m molality
m° 1 mol/kg solvent
M middle group
Me methanol
MeAc methyl acetate
MG methylene glycol
MG, poly(oxymethylene) glycol with n CH,0 segments
MeOH methanol
n mole number
n number of CH,0 segments
N number of components
Neep number of theoretical stages
Niea number of stirred tank reactors
NEQ not in phase equilibrium
NMR nuclear magnetic resonance
P pressure
P’ normalization pressure
2 vapor pressure
P number of phases
r reaction index
R universal gas constant (8.314 J/(mol K))
R number of reactions
REA reaction
sPure molar entropy of pure component i
T temperature
; molar volume of pure component i
v partial molar volume of component i at infinite dilution
\\4 water
X composition of phase
x* solvent composition (composition for infinite dilution of component i)
X; mole fraction of component i

XA overall formaldehyde mole fraction (especially: liquid phase)
X e overall methanol mole fraction



4 Thermodynamics of Reactive Separations

Xy overall water mole fraction

y gas-phase composition

Yra overall formaldehyde mole fraction in vapor phase
Greeks

@ fugacity coefficient of component i

Vi activity coefficient of component i

n Murphree efficiency

U chemical potential of component i

v stoichiometric coefficient of component i in reaction r
v, cation stoichiometric coefficient

v_ anion stoichiometric coefficient

Superscripts
C

referring to normalization using molarity

j phase
m referring to normalization using molality
pure lig. referring to normalization according to Raoult’s law
pure id. gas referring to normalization according to pure ideal gas at T, p°
r reaction
s saturation (pure component)
0 referring to normalization
* referring to normalization with y; — 1 at infinite dilution
0 referring to infinite dilution
’ liquid phase
" gas phase
Subscripts
i component
T reaction
k dissolved gas
solv solvent
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5
Importance of Reaction Kinetics for Catalytic Distillation
Processes

K. Sundmacher and Z. Qi

5.1
Introduction

Reactive distillation (RD) processes are often designed from equilibrium assump-
tions for chemical reactions and interphase phenomena. Equilibrium-based design
leads to important implications for the feasibility of RD. However, most of the
chemical reactions carried out in RD columns are kinetically controlled and they
can be strongly affected by the limitations of inter- or intraphase mass- and
energy-transport resistances.

In the first part of this chapter, the general influence of reaction kinetics is dis-
cussed using isomerization in an ideal binary mixture as a simple model reaction.
For this system, first design principles and important parametric dependencies are
discussed.

In the second part, the possible products of kinetically controlled catalytic distil-
lation processes are analyzed using residue curve maps. Ideal, as well as non-ideal,
ternary mixtures are considered. Current research activities are presented that are
focussed on reaction systems exhibiting liquid-phase splitting phenomena such as
the hydration of cyclohexene to cyclohexanol at strongly acidic catalyst particles.

In the third part of this chapter, the experimental determination and the detailed
theoretical analysis of reaction kinetics obtained at catalysts used in RD processes
are discussed. For reliable column design, activity based microkinetic rate expres-
sions are applied successfully to heterogeneously catalyzed processes. By increas-
ing the particle size of heterogeneous catalysts to be used in RD processes,
mass-transport resistances can become relevant and have to be considered for reli-
able column simulations. This is exemplified by the industrially relevant syntheses
of the fuel ethers MTBE and ETBE.
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5.2

Reactive Ideal Binary Mixtures

First, the role of reaction kinetics is analyzed considering RD processes for the
simple reversible reaction A; <> A, in an ideal binary mixture. The educt A, is
assumed to be the reaction component with the higher boiling point, so the
product A, is obtained in the distillate. The reaction can be carried out in an RD
column sequence with an external recycling loop (Fig. 5.1), a non-RD column
on top of a reactive reboiler (Fig. 5.2), or a full RD column (Fig. 5.3). More possible
configurations are analyzed elsewhere [1].

2]

Reactor:

Damkdhler Number Da = k-V/F
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Fig. 5.1.
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Reactive Total Condenser:

/ Da,,,, Damkshler Num.

Reactive Distillation Column:

N Stages

Dag Damkéhler Number per Stage
R = L/D Reflux Ratio

Reactive Total Reboiler:

Fig. 5.3. RD column with
Da,,,, Damkoéhler Num.

reactive total condenser and
reactive total reboiler

In the very early stage of conceptual process design, very little is known about
the reaction kinetics, so a macrokinetic power-law expression in terms of liquid-
phase mole fractions should be used

r:kx;(l—%ﬂ) (5.1)

X1

with n as apparent reaction order with respect to A;, K as chemical equilibrium
constant, and k as the effective rate constant of forward reaction. K and k are de-
pendent on the temperature T, but in a first step, they can be taken as constant
parameters. K can be estimated from thermodynamic relations at a typical boiling
temperature of the reaction mixture.

For the sake of a simplified nomenclature, the component indices are dropped
by setting x, = x and x; = 1 — x. In addition, a dimensionless reaction rate r* is
introduced

T _l x
r :E_(l x) <1 K(l—x)) (5.2)

As a special case of (5.2), the rate of a first-order reaction (n = 1) is given by

K
r=1- 2 with Xee = ——— (5.3)
Xce K+1

where x,. is the mole fraction of A, at chemical equilibrium. The vapor-liquid equi-
librium is described assuming a constant relative volatility a = p3/p; > 1, which is
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assumed to be constant. Then, the equilibrium mole fraction of component A, in
the vapor phase, y°, is given by

ax

= Tre-Dn G4

Ye

5.2.1
Reaction-Distillation Process with External Recycling

The simplest flow-sheet for the reaction A; <> A, is the RD column sequence with
an external recycling loop shown in Fig. 5.1. The system as a whole is fed with pure
A;. According to the assumed relative volatility of the two components ¢ > 1, the
reaction product A, is enriched in the column distillate product whereas the bot-
tom product contains non-converted reactant A;, which is recycled back to the
reactor (continuous stirred tank reactor, CSTR, or plug flow tube reactor, PFTR).
The process has two important operational variables: the recycling ratio ¢ =
BJF, that is the ratio of recycling flow B to feed flow rate F, and the reflux ratio
of the distillation column R = L/D. At steady-state conditions, D = F since the
total number of moles is assumed to be constant for the reaction A; <> A,. As
principal design variables, the Damkohler number,

Da=—— (55)

which characterizes the size of the reactor, and the number of theoretical stages N
of the distillation column are considered. The relations between the operational
and design variables are governed by the steady-state mass balances for the reactor
and the column

0 = xF+pxB—(1+¢)xR+Da - r*(xR) (5-6)
0= (1+¢)xR—gpxP—xP (5.7)

In (5.6), a CSTR is considered as reactor, and therefore the reaction rate r* is cal-
culated at the reactor outlet concentration, x*. At infinite reflux ratio, R = o, the
distillate (x®) and bottom concentrations (x®) are related to each other by the
Fenske equation [2]

1—xB

Npin+1

. — N 5.8
1-xP  «B )
with Np,;, as minimum number of theoretical column stages; (5.6)—(5.8) are used
to determine the three unknown mole fractions x*, x®, and x.
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5.2.1.1  (%,%)-Analysis

As the first step of conceptual process design, the distillation column is considered
at infinite reflux ratio, R = o, with an infinite number of stages, N = o. Under
these perfect separation conditions, the distillation column will yield a bottom
product that contains pure A,: x° = 0. Then the distillate mole fraction x” only
depends on the size of the reactor (Da), the recycling ratio (¢), and the chemical
equilibrium concentration x.. Combining (5.6) and (5.7) yields

D D
XD = with xR = —~ (5.9)
r(x%) (1+9)
For a first-order reaction, the distillate mole fraction is given by
D
xP :7(; forn=1 (5.10)
1+ D
(1+@)xce

In Fig. 5.4, the distillate quality is plotted versus the Damkohler number at differ-
ent recycling ratios for fixed thermodynamic parameters K = 2 and o = 1.5. As
expected, by increasing the recycling flow rate the product quality is improved.
At infinite Damkoéhler number, one obtains a maximum attainable composition
level x° = (1 + @)x.. Obviously, there is a critical recycling ratio, ¢, that has
to be attained in order to reach a specified product quality x°

XD
Pait(Da = 00) = ——1 (5-11)
Xce

In an analogous manner, at ¢ = %, there is a critical Damkshler number, Daj,
(minimum reactor size) that has to be realized in order to attain a specified product
quality x°. This is given by

1 [ ] ‘ H’ [¢=10,PFTR
I :
New | [0=c T [g=10 CsTR
0l =2 ciiwd
. o=1.5 ;A
n=1 LSy LLH

.1, CSTR

Fig. 5.4. Mole fraction of product
A, against Damkohler number at
different recycling ratios for 0

configuration in Fig. 5.1 (CSTR or 10 10° 10
PFTR as reactor) Damkéhler Number, Da = k- V5 /F

Distillate Mole Fraction of Product Ao, x?
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Dait(p = o0) = xP (5.12)

Note that (5.11) and (5.12) are only valid for perfect separation of the CSTR efflu-
ent, that is for R = @ and N = .

Now, the question arises whether the use of a PFTR will result in a higher pro-
ductivity of the recycling system than the use of a CSTR. For comparison, the at-
tainable product compositions x" are plotted in Fig. 5.4 for both types of reactor for
various Da and ¢. As expected, at finite recycling ratio ¢ < %, the application of a
PFTR yields higher product content in the distillate than a CSTR. But at infinite
recycling ratio, the operational curves of the PFTR and the CSTR coincide, since
both reactors are fully backmixed in this situation. Therefore, an infinite external
recycling ratio always yields the highest mole fraction of the desired product A,,
no matter whether a CSTR or a PFTR is used as reactor. The distillation column
ensures that the product concentration in the recycling flux (x") is minimized,
and as a consequence, the reaction rate at ¢ = % is higher (r* = 1) than the average
reaction rate in a PFTR at ¢ < o (r* < 1).

5.2.1.2 (%, Np,;,)-Analysis

For conceptual process design it is essential to predict the design variables; these
are the size of the reactor (Da) and the minimum number of distillation stages
(Npmin), for a specified distillate composition x°. As before, the column is consid-
ered at infinite reflux ratio (R = ).

In Fig. 5.5, the minimum number of stages required to meet the product speci-
fication (here, ¥ = 0.99) is depicted against the Damkohler number. At a given ¢
value the number of stages decreases with increasing Damkohler number. At con-
stant Da number, the necessary number of distillation decreases with increasing
recycling ratio. One can also see that the smallest investment plant costs (a linearly

N
o

N
o

\\

_
o

Cril

= — — == Fig. 5.5. Minimum number of dis-
tillation stages versus Damkshler
number for specified distillate mole
7 fraction of product A,, x° = 0.99, for
10 10 configuration in Fig. 5.1 (CSTR as
Damkéhler Number, Da = k-Vg/F reactor)

Minimum Number of Stages, Nmin
o
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weighted sum of N,;, and Da) will be obtained at infinite recycling ratio. For ¢ < o,
the size of the plant needed to meet the specification will be larger. In conclusion,
low costs for plant investment correlate with high operational costs caused by recy-
cling pumping. The operational costs for recycling pumping can be avoided by inter-
nalization of the external loop, that is by application of an integrated RD process.

At ¢ = and Da = o, the smallest possible column size is reached (Np,;, = Ny)-
The same is true for the Da number, the minimum value of which (Da = Day) is
obtained at ¢ = %, Ny, = %. According to (5.12), this critical value is Dag; = x° =
0.99. Also at ¢ < %, a certain minimum Da number is required to meet the
product specification.

5.2.2
Distillation Column with Reactive Reboiler

The integration of the recycling reactor directly into the distillation column leads to
the process configuration shown in Fig. 5.2, in which the reaction takes place
within the column total reboiler. On top of the reboiler a fully non-RD section is
installed. This process can be seen as a simple hybrid RD column with only one
reactive tray. Comparing the curves in Fig. 5.4 and Fig. 5.6, the operational charac-
teristics of the two processes, recycling system and distillation column with reac-
tive reboiler, are identical at ¢ = © and R = .

For conceptual design it is reasonable to represent the process operation in a
classical McCabe-Thiele diagram (Fig. 5.7). A relative volatility of @ = 10 was as-
sumed for the sake of better visualization. The specified distillate composition
(assume x° = 0.95) fixes the operating point of the condenser. The reboiler oper-

1
Q R E|d

><. 0.9 17/ /!’/

Al et

< 0.8 Chemical Equilibrium / o -
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8 0'7-—-—------—-—-‘---’- A LA D

& 06 f //// -"— -

o N = / // ,'

S 05 /

= . K=2 fi ’/ i
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= 04— = 1.5 fh—1— 775;‘?7 YARER LSS EEEEEEE
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[} — A/‘/./ yi . L
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© 1

= 0.1 t

g 0 —""’"‘ﬂ ’

2 -1 0 1 2
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Damkéhler Number, Da = k- Vg /F
Fig. 5.6. Mole fraction of product A, against Damkshler number at different reflux ratios R for
configuration in Fig. 5.2
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Fig. 5.7. Illustration of operation of process configuration in Fig. 5.2 in a McCabe-Thiele dia-
gram at different Damkahler numbers

ating point is obtained from the intersection of the operating lines of the distilla-
tion section and of the reactive total reboiler. The latter is only a straight line for a
first-order reaction (n = 1). The two operating lines are given by the corresponding
mass balances

0 = —RxB+(1+R)y®—xP (5.13)
YB

0= RxB—(1+R)yB+Da<1——> (5.14)
ce

The resulting reboiler operating point has the coordinates

xB = l((1+R))/foD), VB = xee 1*£ (5.15)
R Da

Fig. 5.7 shows how the reboiler operating point is shifted by changing the Dam-
kéhler number. All reboiler operating lines for the different Da numbers meet
in the pole point 7., whose coordinates are given by
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D
:¥xce_%: Yn = Xece (516)
At Da = =, chemical equilibrium is established in the reboiler, y* = x,, = K/(K + 1)
= 2/3, and the smallest number of stages N is required to attain x° = 0.95 as top
product concentration. At Da < o, the A, concentration in the reboiler is lower
than at equilibrium and consequently more distillation trays are needed. At Da
= 1.6, the intersection of the reboiler operating line and the distillation operating
line is exactly located on the vapor-liquid equilibrium (VLE) line, so x® = x°(y®). At
this pinch point the corresponding reflux ratio reaches a minimum value R, and
the number of stages is infinite. For Da < 1.6, no feasible operating point exists.
The minimum reflux ratio is calculated as follows

B _ D
Rpin = XEY(YBW (517)
For n = 1, y® can be calculated from (5.15). Ry, depends on the kinetic parameters
(Da, n) as well as on thermodynamic parameters (K, a) of the system. Fig. 5.8
illustrates how the minimum reflux ratio varies with the Damkohler number for
different reaction orders n. Qualitatively, R, decreases hyperbolically with increas-
ing Da number. Multiple pinch points are possible for negative reaction orders
within a certain Da window due to multiple intersections of the reboiler operating
line with the VLE line. At R, = %, the critical Damkoshler number, Da; = x°
(5.12) is recovered. At Da = % the smallest possible reflux ratio R.; is obtained,
which only depends on thermodynamic parameters besides the product specifica-
tion x”
— 4D

Rerit = % (5.18)

% (Xee) ~ Xee

Minimum Reflux Ratio, R,
)

Fig. 5.8.  Minimum reflux ratio ver- o
sus Damkahler number at different 10
reaction orders n for configuration in

Fig. 5.2 Damkohler Number, Da = k-V/F
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The Fenske equation yields the minimum number of stages at Da = © and R = %

min —

log <1fin : 1;3?) 1

1
loga (-19)

5.2.3
Fully Reactive Distillation Column

In Fig. 5.3, a fully RD column is depicted in which the chemical reaction A; <> A,
takes place. The educt A, is fed at the point of its highest concentration within the
column, that is the reboiler. In general, the Damkéhler numbers of the reboiler,
Da,,, of the condenser, Da,, and of the reactive stages, Da,, can be chosen inde-
pendently. Their corresponding mass balances are given by

total condenser (i = 1) 0 = (R+1)(y® —xP)+ Daconr™(xP) (5.20)
stages (i = 2,.., NC) 0 = R(x'~1—x/)+(R+1)(y*(x') —y*(x'* 1))+ Dasr* (') (5.21)
total reboiler (i = N) 0 = RxB—(R+1)yB+ Da,epr”(y®) (5-22)

Fig. 5.9 shows the geometric representation of these balances in the McCabe—
Thiele diagram. The distillate composition x” is located at the intersection of the
condenser operating line and the operating line of the RD section. By specifying
xP, the number of reactive trays can be estimated from the classical staircase con-
struction. From the intersection of the operating line of the column section with
that of the reboiler line, the bottom composition is determined.

For design purposes, it is desirable to know the maximum attainable distillate
concentration of the reaction product A,. This composition can be found from
the intersection of the reactive condenser operating line with the VLE line. At
the intersection point, the following equation is valid

0 = (R+1) (y*(21) = %Ra) + Dlcont™ (5

m max)

(5.23)

In a similar manner, the minimum attainable bottom concentration is determined
from

0 = Rx(xB, )~ (R+1)xE, +Daeyr™(xf

min)

(5.24)

For R > 1, (5.23) and (5.24) correspond to the feasibility relations proposed first by
Chadda et al. [3], which were derived from a cascadic flash calculation. From
Fig. 5.10, one can see that the attainable top concentration for n = 1 is continu-
ously decreasing with increasing Damkéshler number Da,,, due to the increased
intensity of the backward reaction of A, to A; in the upper column section. For
Dao, = %, x° approaches the chemical equilibrium composition ... Similar trends
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are obtained for other reaction orders. At n = 3 multiple attainable compositions
are possible.

Fig. 5.11 illustrates how the attainable distillate composition x°,., predicted from
(5.23), compares with the distillate concentration x” obtained from column simu-
lations. At a finite number of trays N, above a certain Day/R ratio the chemical
equilibrium x,. is overcome and a maximum distillate mole fraction is obtained.
Any further increase of the Damkéhler number leads to a continuous decrease
of the distillate concentration down to the chemical equilibrium level. Depending
on the number of column stages N, the simulated maximum value of x° can be
significantly lower than the maximum attainable distillate composition x°,.. As
an example, for a 20-stage column with Da,/R = 0.1, the compositions are x”
= 0.82 from simulation and x°,.. = 0.89 from (5.23). The McCabe-Thiele diagram
in Fig. 5.12 reveals that the corresponding operating line of the RD section and the
VLE line are in a tangent pinch situation at the given parameters.

Comparing the performance of the three different RD processes considered, one
can conclude that a non-RD section on top of reactive total reboiler seems to be the
best configuration for both productivity and reliability of design. The minimum
reflux ratio Ry, of this configuration can be estimated from (5.17) and (5.15).
This R, value can be significantly reduced by installation of a pre-reactor [1]. A
fully RD column often suffers from splitting of the product in the upper column
section owing to backward reaction.
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53
Kinetic Effects on Attainable Products

As shown above, reaction kinetics have a significant influence on RD process per-
formance in binary mixtures and the same is true for multicomponent mixtures.
In the following, the attainable products of kinetically controlled RD processes
are analyzed, first for ideal ternary mixtures, then for non-ideal ternary mixtures
occurring in industrially important fuel ether synthesis, and finally for an extrem-
ely non-ideal system with potential liquid-phase splitting. In all cases, reversible
reactions of type A + B <> C are considered.

As a common analysis tool, residue curve mapping (RCM) is well established.
Fien and Liu [4] published a comprehensive review of the synthesis and shortcut
design of non-reactive separation processes based on RCMs. Barbosa and Doherty
[5] developed RCMs for RD processes with single chemical equilibrium reaction.
Ung and Doherty [6] extended this method to systems with multiple equilibrium
reactions.

The determination of the singular points appearing in these maps yields impor-
tant information about the attainable bottom product compositions in real counter-
current columns. However, as shown by Chadda et al. [3], both the distillate and
the bottom product compositions can be better obtained as singular points of a re-
active enriching flash cascade or a stripping flash cascade, respectively. As will be
shown, singular point analysis can also provide valuable information about the role
of interfacial mass-transfer resistances in RD processes.

109



110

K. Sundmacher and Z. Qi

5.3.1
Singular Point Analysis

For counter-current RD columns with a single chemical reaction taking place, the
attainable bottom compositions x® can be interpreted as singular points of the
mass balances of the reactive reboiler depicted in Fig. 5.13a

B
dri = —(y5(xB)—xB) + (vi—xPvr) - Da-r*(xB); i=1,...,NC-1 (5.25)

where the Damkéhler number is defined as Da = kV,,,/V with Vas the vapor flow
rate at the bottom of the column. The corresponding attainable distillate composi-
tions ¥ can be interpreted as singular points of the mass balances of the reactive
condenser depicted in Fig. 5.13b

dyf
dr

= (yi—xP (5)) + (vi—y$vr) - Da-r*(xP); i=1,..., NC—1 (5.26)

with the Damkéhler number Da = kV,,/V where V stands for the vapor flow rate
at the top of the column. (5.25) and (5.26) are valid for an infinitely extended col-
umn operated at infinite reflux ratio (,%0-analysis). They correspond to (5.24),
which was derived for the binary case. For Da = 0, the non-reactive singular points
(pure components and non-reactive azeotropes) will be recovered. For Da = =, the
singular points fulfill the chemical equilibrium condition. Then we get the relation

0= (vi—xPvr) - r"(xP); i=1,...,NC—1 (5.27a)
0= (vi—yvr) - r"(xP); i=1,...,NC—-1 (5.27b)
v,y

IS

i A A A

Fig. 5.13. a) Reactive reboiler, b) reactive condenser
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There are three possible kinds of singular points from (5.27)

— reactive azeotropes,
—  pure components, both in case of r* = 0, and
—  the pole 7 of stoichiometric lines, determined from (v; — xyy) = 0.

For a given single reaction, the pole 7 is single and is always outside the valid com-
position space since there should be at least one v; with a sign opposite to vy. For
the special case with v = 0, the stoichiometric lines become parallel and the pole 7
approaches infinity.

From (5.25) and (5.26), the locations of the singular points in the composition
space can be determined as follows. At the bottom, the condition for singular
points for a component i from (5.25) is

0= —(y5(xB)—xP) + (vi—xPrr) - Da - r(xB) (5.28)

For an arbitrary reference component k, the condition for singular points is given
by

0= —(y§(xB)—xP)+ (ve—xPrr) - Da - r*(xB) (5.29)

Using (5.29) to substitute the term Da-r* in (5.28) yields

xP—yf = (i—vrxf) L (5.30)
1 1 1 Vk_VTxk
(5.30) can be rearranged to obtain finally
XB-YB=0 (i=1,---,NC-2) (5.31)

where X® and Y;” stand for the transformed liquid and vapor phase mole fractions

VP —v; B VYS —ViYs
xp= 5 (RO ) (T TP \(om) (5.32)
=V V=Y

For all singular points with and without chemical reaction, (5.31) gives the neces-
sary conditions. They only depend on the vapor-liquid equilibria and on the reac-
tion stiochiometry, and are completed by (5.29), which reflects the influence of the
chemical reaction kinetics. For the distillate composition, one ends up with the cor-
responding singular point condition

XP—YP=0 (i=1,---,NC-2) (5.33)
The completing kinetic relation for the reference component k is given by

0= (i) =) + (o) - Da- 1 (xP) G-34)

m
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5.3.2
Ideal Ternary Mixtures

For the purpose of illustration of the relations developed above, RD of an ideal mix-
ture of three components being subject to the reversible liquid-phase reaction A +
B <> C is considered. The rate of reaction is given by the power law expression

r= k(xAxB— %) (5.35)

The chemical equilibrium constant is assumed to be constant, K = 5, and k is
taken as independent of temperature. The vapor-liquid equilibrium is described
by means of constant relative volatilities with ayc # 1, agc # 1, and axc # apc.

5.3.2.1 Case a: apc = 0.2, agc = 3.0

In this case the reaction product C is the intermediate boiler. All potential singular
points are located on an ellipse, which is the dashed curve given in Fig. 5.14. There,
for better illustration, the behavior outside the physically relevant composition
space is also depicted for the four Damkohler numbers considered. The solid
curves represent the location of points fulfilling the kinetic relation of bottom prod-
ucts (5.29). The attainable bottom products at a given Damkéhler number are ob-
tained as intersection points of the potential singular point curve and the kinetic
curve.

At Da = 0, there are three intersections, which are the three pure component
vertices with different stabilities. At Da = 0.5, there are also three intersections,
two of which are the pure A vertex (stable node) and the pure B vertex (unstable
node). The third one with x = (—0.1560, 0.0785) is a saddle point. At Da = 0.7,
five intersections exist. The point with x = (—0.4322, 0.4723) is a stable spiral
while the points with x = (—0.2736, 0.1674) and x = (—0.0575, 0.9750) are saddle
points. The pure A and B vertices remain their stabilities. At Da = 2.33, there are
three intersections. The pure A vertex remains stable node but the pure B vertex is
now a saddle point. The point with x = (0.6959, 1.0785) is an unstable node. In
conclusion for this reaction system, only pure A will be a stable bottom product
of a real counter-current RD column.

5.3.2.2 Case b: ayc = 5.0, agc = 3.0

In this case the reaction product C is the highest boiler and all potential singular
points are located on the two dashed hyperbola branches shown in Fig. 5.15. At Da
= 0, only the three pure reaction components are attainable singular points
(Fig. 5.15a). At Da = 0.3, besides the pure A vertex (unstable node) and the
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Fig. 5.14. Singular points for ideal ternary system A + B <> C, chemical equilibrium constant K =
5.0, relative volatilities apc = 0.2, agc = 3.0 at different Damkéhler numbers: @ = stable node,
O = unstable node, [ = saddle point, dashed line = singular poin curve, solid line = kinetic
curve

pure B vertex (saddle point), there exists one more attainable singular point inside
the physically relevant composition space (Fig. 5.15b) and one additional point out-
side this space. At Da = 1.5, the pure A vertex is now a saddle point as the pure B
vertex (Fig. 5.15c). The intersection point inside the valid composition space
remains a stable node while the outside point is an unstable node. The stable
node represents the attainable bottom composition of a infinitely high counter-cur-
rent RD column operated at infinite reflux ratio. For the boiling sequence consid-
ered here, evidently low Damkéhler numbers have to be applied in order to achieve
pure C in the column bottom product.
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533
Non-Ideal Mixtures

After the above discussion on RD of ideal ternary mixtures, in this section two non-
ideal ternary systems are considered. These are the heterogeneously catalyzed
syntheses of the fuel ethers MTBE (methyl tert-butyl ether) and TAME (tert-amyl
methyl ether) by etherification of methanol with isobutene or isoamlyenes respec-
tively. Both reaction systems have enormous industrial importance because of the
outstanding antiknock properties of MTBE and TAME as gasoline components.

5.3.3.1 Synthesis of MTBE

The fuel ether MTBE is synthesized by the liquid-phase reaction of isobutene (IB)
and methanol (MeOH) using macroreticular sulfonic acid ion-exchange resins as
catalysts. The stoichiometric equation is given by

+H*
MeOH + IB = MTBE (5.36)

The microkinetics of this reaction were investigated in detail by Rehfinger and
Hoffmann [7]. These authors proposed the following rate expression in terms of
liquid-phase activities: the derivation is described in Section 5.4.3

r= ch(T)( (5.37)

mp 1 aMTBE)
2
aveort  K(T) dyreon

In (5.37), r stands for the volumetric reaction rate, ¢, represents the concentration
of acid groups per unit volume of catalyst, and g; is the liquid-phase activity of com-
ponent i. The temperature dependence of the reaction rate constant k can be ex-
pressed by the Arrhenius equation. All kinetic and thermodynamic parameters
can be found elsewhere [7].

Fig. 5.16 shows residue curve maps for four selected values of the Damkéhler
number Da at an operating pressure of p = 0.8 MPa. The residue curve map for
distillation without reaction (Da = 0, Fig. 5.16a) shows one saddle point, which
is the binary azeotropic point between MeOH and MTBE. The second binary azeo-
tropic mixture of MeOH and IB represents an unstable node. These two points are
linked by a separatrix, which acts as a distillation boundary. Consequently, two
stable nodes exist in the system: one stable node at pure MTBE for initial composi-
tions below the distillation boundary and another stable node at pure MeOH fo
mixtures having an initial composition above the distillation boundary.

By increasing the Damkéhler number, the influence of the chemical reaction is
fortified. For Da = 10* (Fig. 5.16b) the shape of trajectories starting with a relatively
high mole fraction of MeOH is still similar to those of distillation without reaction,
so that pure MeOH remains a stable node in the system. Near the MTBE vertex, the
conditions change remarkably. The reaction vector is pointed towards the chemical
equilibrium line (dashed curve). As a consequence, the stable node moves from
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Fig. 5.16. Residue curve maps for heterogeneously catalyzed MTBE synthesis at operating
pressure p = 0.8 MPa for different Damkéhler numbers ([8], reprinted from Chem. Eng. Sci.,
Vol 52, Thiel, Sundmacher and Hoffmann, Pages 993-1005, Copyright 1997, with permission
from Elsevier Science)

pure MTBE to a point that has the composition x = (0.035, 0.2), while the unstable
node has moved out of the physically relevant composition space.

Further enhancement of Damkohler number to Da = 2 X 10~* (Fig. 5.16¢) leads
to the situation in which the lower stable node coincides with the saddle point so
that they extinguish each other. Hence the trajectories run into pure MeOH. At Da
=1 (Fig. 5.16d) the reaction vector is dominant in relation to the separation vector.
Thus every residue curve is dominated by the stiochiometric restriction when mov-
ing towards the curve of chemical equilibrium. Because of the dominance of chem-
ical reaction, the trajectories do not pass this line, but remain on it until they reach
the pure MeOH vertex.
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The results of the simulation shown in Fig. 5.16 can be summarized as follows.
At a given operating pressure, p, it is possible to pass the distillation boundary by
determining an adequately high Damkéhler number Da. Hence, one stable point
in the region of MTBE vertex disappears and every trajectory ends at pure MeOH.
The second effect of raising Da is that the collecting line, which is also a separatrix,
approaches the curve of chemical equilibrium. These findings were reported by
Thiel et al. [8] for heterogeneously catalyzed MTBE synthesis, and, with some
quantitative differences, also by Venimadhavan et al. [9] for the homogeneously
catalyzed case.

To study the behavior of the singular points in the vicinity of the MTBE vertex,
Thiel et al. [8] used a continuation method with the Damkashler number as continua-
tion parameter. The results computed at p = 0.8 MPa are shown in Fig. 5.17. It can
be observed that a stable node branch beginning from pure MTBE in the absence of
chemical reaction moves away from MTBE vertex with rising Da. As the Damkdhler
number Da = 1.49 X 107" is reached, the stable node branch turns into a saddle
branch. This point is called the kinetic tangent pinch [9]. The saddle branch arrives
at Da = 0.0 in the binary azeotropic point between MeOH and MTBE.

5.3.3.2 Synthesis of TAME

TAME is produced by liquid-phase synthesis from methanol and isoamylenes.
Among the three isoamylenes only 2-methyl-1-butene (2MB1) and 2-methyl-2-bu-
tene (2MB2) are reactive in etherification; 3-methyl-1-butene (3MB1) is non-reac-
tive. Besides the two synthesis reactions, the isomerization of the reactive isoamy-
lenes takes place simultaneously [10]
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MeOH + 2MB1 = TAME (5.38a)
MeOH + 2MB2 = TAME (5.38b)
2MB1 = 2MB2 (5.38¢)

To calculate residue curve maps for the synthesis of TAME one has to proceed in
the same manner as the MTBE example and calculate phase equilibria between
liquid and vapor phases, chemical equilibrium constants in the liquid phase,
and kinetics of the chemical reactions.

Because there are three reactions taking place, three coupled chemical equilibria
have to be considered. Rihko et al. [11] proposed the following expressions, which
are based on their experiments (T in K)

TAME synthesis from 2MB1  K; = 1.057X10 *exp(4273.5/T) (5.39a)
TAME synthesis from 2MB2 K, = 1.629X10 *exp(3374.4/T) (5.39b)
Isomerization reaction K; = Kj/K; (5.39¢)

Oost and Hoffmann [10] have developed a kinetic expression for the TAME synth-
esis of the lumped C5-reactants 2MB1 and 2MB2 in terms of liquid-phase activities

(5.40)

G2MB1 1 arame
ry=r+trn= CLkl,z(T)( - )

ameort  Ki(T) @ge0n

where the reaction rate constant for the lumped TAME synthesis k,, obeys the
Arrhenius equation. For the isomerization reaction, the following rate expression
was proposed [10]

r3 = ciks(T) (asz— Z“(A;Z)) (5.41)

For the sake of a simplified illustration, the mixture of isomers 2MB1 and 2MB2 is
treated as one pseudo-component isoamylene (IA) so that its mole fraction is x4, =
XomB1 T XamB2-

Fig. 5.18 shows residue curve maps of pure distillation of the non-reactive mix-
ture IA/MeOH/TAME. Corresponding to the mixture in the MTBE synthesis, two
binary azeotropic points exist: an unstable node between the olefin IA and the
alcohol MeOH, and a saddle point between the ether TAME and the alcohol.
These two points are linked by a distillation boundary line, which separates the
whole composition space into two distillation areas. In the lower one pure TAME
is the stable node; in the upper area pure MeOH is the stable node. By increasing
the operating pressure p, the two azeotropic points move towards pure MeOH.
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Fig. 5.18. Residue curve maps for distillation without reaction (Da = 0) of the mixture 1A/
MeOH/TAME at two operating pressures ([8], reprinted from Chem. Eng. Sci., Vol 52, Thiel,
Sundmacher and Hoffmann, Pages 993-1005, Copyright 1997, with permission from Elsevier
Science)

In Fig. 5.19 the residue curve maps of RD for TAME synthesis are displayed. For
these results the operating pressure was changed (0.1 MPa, 1.0 MPa) as the second
parameter besides the Damkohler number (107*, 107>, 1.0). The results calculated
with the lower pressure show basically the same characteristics as discussed for the
synthesis of MTBE. At a low Damkéhler number, Fig. 5.19a, the separation effect is
still dominating over the reaction effect so that two stable nodes in MeOH and
nearby TAME are developed. A slight enhancement of Da leads to Fig. 5.19c,
which is qualitatively similar to Fig. 5.19a except that the slower stable point has
discharged from the TAME vertex. If Da is increased to Da = 1, there is a strong
influence of the chemical reactions and one stable node disappears and every tra-
jectory runs into the collecting trajectory, which is the only remaining separatrix in
the composition space. This separatrix is in the vicinity of the chemical equilibrium
line and ends in the MeOH vertex, Fig. 5.1%.

By raising the operating pressure p a new behavior of the system can be studied.
A new saddle point appears and at Da = 10~* and p = 1.0 MPa three stable points
exist (Fig. 5.19b). In addition to the stable node in the MeOH vertex and in the re-
gion between chemical equilibrium and TAME vertex a third stable point is built in
the isoamylene (IA) vertex. This is remarkable since IA is the light-boiling pure
component of the system. In addition, a second saddle point appears.

As in the MTBE system, by use of a continuation method the location of singular
points in the TAME residue curve map can be tracked against the Damkshler num-
ber Da. The calculated results at various operating pressures are given in Fig. 5.20.
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At an operating pressure p below 1.0 MPa, the curves have a qualitative shape si-
milar to those computed for the MTBE example: a stable node branch moves from
the TAME vertex to the kinetic tangent pinch and reaches its maximum Damkdéhler
number Da,,, here. Then, the stable node branch turns into a saddle branch and
runs into the binary azeotropic point between MeOH and TAME. A second saddle
branch develops if an operating pressure p = 0.8 MPa at the starting point of pure
IA is chosen. This saddle branch moves away from the IA vertex and reaches the
line of chemical equilibrium at Da — . This point is marked with a diamond in
Fig. 5.20. If p is set to 1.0 MPa the stable node branch does not turn into a saddle
branch that ends in the binary azeotropic point between MeOH and TAME, but
which runs into pure IA. Consequently, at p = 1.0 MPa a second saddle branch,
which starts at the binary azeotropic point between MeOH and TAME and arrives
in the line of chemical equilibrium at Da — %, can be computed. In addition, in
Fig. 5.20 the branch of kinetic tangent pinches is also plotted.

Residue curve maps and parametric dependencies similar to those reported for
the MTBE and TAME system were also obtained for the heterogeneously catalyzed
synthesis of the alternative fuel ether ETBE from isobutene and ethanol [12].

534
Systems with Liquid-Phase Splitting

Little research has been done on reacting systems with simultaneous distillation
and liquid-phase splitting. Ung and Doherty [13] presented a theory of phase equi-
librium in multiple reaction systems, which also covers heterogeneous liquid sys-
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tems. Most recent papers dealing with this subject were written on the butyl acetate
esterification system and only mentioned phase-splitting behavior as a side phe-
nomenon [14-16]. Westerberg et al. [17] published a survey of the possible combi-
nations of many phenomena including the three involved in this case, but they did
not deal in detail with the occurrence of liquid-phase splitting in RD. Gumus and
Ciric [18] specifically tried to simulate such a system. Their focus was on the simul-
taneous reaction/distillation/phase splitting behavior because its prediction is com-
putation-time intensive so that it is ideally suited to show the efficiency of a new
numerical algorithm. Recently, Qi et al. [19] developed a model for studying the
effects of chemical kinetics on the residue curve maps of pseudohomogeneous
and heterogeneous reactive mixtures. The kinetic effects in the two kinds of sys-
tems were compared. The special case in which the chemical reaction only occurs
in one of the two liquid phases inside the L-L region was also taken into account.
As reaction system of technical relevance, these authors considered the liquid-
phase hydration of cyclohexene and water to form cyclohexanol

+

cyclohexene +H,0 2 cyclohexanol (5.42)

For this reaction system, the liquid-phase non-ideality can be described by the
UNIFAC activity coefficient model [20]. Panneman and Beenackers [21] studied
the reaction kinetics of (5.42) catalyzed by macroporous strongly acidic ion-ex-
change resins. Based on their results, Qi et al. [19] proposed an activity-based reac-
tion rate expression for this reaction

r = ck(T) (aeneaHZO_ Kc?i})) (5.43)

with the equilibrium constant and the forward rate constant as functions of tem-
perature

K(T) = 2.37X10 Sexp (730‘236 K/ mo}) (5.44)
RT

k(T) o —103.2 kJ/mol

—1/5 = 2.77X108 exp <7RT (5.45)

The pseudohomogeneous chemical equilibrium (PCE) for the cyclohexanol reac-
tion system is illustrated in Fig. 5.21a and the non-reactive isobaric L-L phase dia-
gram is plotted in Fig. 5.21b. The raffinate phase is very close to the pure water
vertex (see enlarged view in the right block). The two L-L envelopes intersect
the PCE at two points x = (0.3466, 0.1840) and x = (0.0003, 0.9969). The two
parts of the PCE outside the L-L region and the so called ‘unique reactive
liquid-liquid tie line’ [19] comprise the heterogeneous chemical equilibrium line
(HCE), which is the bold line in Fig. 5.21b.
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Fig. 5.22. Residue curve maps for heterogeneously catalyzed cyclohexanol synthesis at p =
0.1 MPa: a—c) pseudohomogeneous liquid system, d—f) heterogeneous liquid system ([19],
reprinted from Chem. Eng. Sci., Vol 57, Qi, Kolah and Sundmacher, Pages 163-178, Copyright
2002, with permission from Elsevier Science)
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The kinetic RCMs for the pseudohomogeneous system and for the heteroge-
neous system at different Damkoéhler numbers are shown in Fig. 5.22. For the
pseudohomogeneous RCMs, with increasing Damkohler number the saddle
point on the water—cyclohexanol edge and the stable node (pure cyclohexanol)
move into the composition triangle (Fig. 5.22). There they meet and extinguish
each other at the critical Damkohler number Da = 0.165. Meanwhile, the saddle
point (pure cyclohexene) in the non-reactive RCM also moves into the triangle,
shifts towards the PCE and leaves the pure cyclohexene vertex as a stable node
(Fig. 5.22b). Fig. 5.22c shows the pseudohomogeneous equilibrium RCM (Da =
500). The reactive azeotropes in the two systems are identical because they are
located outside the L-L phase splitting region.

For the heterogeneous liquid system, the reaction was assumed to take place in
both liquid phases. When we compare the RCMs at the same Da for the pseudo-
homogeneous and heterogeneous systems, again we can find that the properties
(including the reactive azeotrope) of the RCMs outside the L-L region are identical.
But they are distinct inside the L-L region because of their different chemical equi-
librium curves (compare Fig. 5.21).

Moreover, the bifurcation behavior for the pseudohomogeneous and heteroge-
neous kinetic RCMs is different, as shown in Figs.5.23. For the heterogeneous
case (Fig. 5.23D), the saddle point branch starting from the water—cyclohexanol
edge and the stable point branch starting from the pure cyclohexanol vertex meet
on the L-L envelope (extract side) at the critical Da = 0.109. This point represents
the kinetic tangent pinch point of the system. For the pseudohomogeneous system
(Fig. 5.23a), bifurcation occurs at the critical Damkaohler number Da = 0.165.

Recently, Steyer et al. [22] presented an extended analysis of cyclohexanol synth-
esis and splitting, supposing that the chemical reaction will proceed in the two
liquid phases at different rates, that is with different Damkéhler numbers.
Based on their results, these authors proposed a flow-sheet of two coupled RD
columns for the separation of cyclohexene/cyclohexane mixtures.

535
Systems with Interfacial Mass-Transfer Resistances

Recently, the effect of interfacial mass-transfer resistances on the location of the
attainable products of a reactive separation process was analyzed considering the
simple model A 4+ B «» C [23]. The analysis was based on the calculation of the
top and bottom products of a separative reactor of infinite height at infinite reflux
ratio (%,%-analysis). The products of this reactor are obtained from the following
equations in matrix-vector notation

Bottom 0 = — [k"](y*(xB)—«B) + (v—xByr) - Da - r*(xB) (5.46)

Distillate 0 = [k*](y*(x®)—xP) + (v—yvr) - Da - r*(xP) (5.47)
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with the reactor coordinate 7, the vapor phase equilibrium composition y*, the vec-
tor of reaction rates Da-r*, the matrix of multicomponent mass-transfer coefficients
[k*], the matrix of stoichiometric coefficients v, and vector of total mole changes vr.
The [k*] elements can be obtained from the Maxwell-Stefan equations with suit-
able bootstrap conditions [24].

If [k*] is a diagonal matrix, the attainable products will not be affected by inter-
facial mass-transfer phenomena. In contrast, if the off-diagonal elements of the [k*]
matrix are not vanishing, mass transfer can have a strong influence on the prod-
ucts. As a consequence, the attainable product region of a membrane reactor, for
instance a pervaporative reactor, can be shifted by tailoring the membrane material
and/or its pore structure.

Fig. 5.24 shows some illustrative results of a fixed-point continuation for the re-
versible reaction A + B «» C carried out in a pervaporative reactor with internal
reflux. The Damkéhler number Da is used as continuation parameter. The boiling
sequence p°, > p', > p°. was assumed so that the desired product C is obtainable as
a bottom product. The reaction kinetics are described by the power law expression
r* = xpxg — xc/ K with the chemical equilibrium constant K as in Section 5.3.2. The
role of mass transfer can be studied in terms of the dimensionless quantities kyc
and kg, that is the relative membrane permeabilities between A/C and B/C, re-
spectively. For the ternary system considered, the elements of the mass-transfer
coefficient matrix [k*] are calculated as follows [24]

kaa = kaclyaksc+(1=ya)l/S (5.482)
kg = [yaksc(kac—1))/S (5.48b)
kg = [yskac(ksc—1)]/S (5.48¢)
kg = knclyskac+(1=ys)l/S (5.48d)

where S = yakgc + yskac + Ve

When kjc = kge = 1, the off-diagonal elements of [k*] are equal to zero and the
RD process discussed in Section 5.3.2 (case b) is recovered. Then, the location of
the attainable product composition only depends on the vapor-liquid equilibria.
In Fig. 5.24, singular point curves for the attainable bottom products of the de-
picted counter-current pervaporative reactor are given as a function of kuc
(Fig. 5.24a) and kgc (Fig. 5.24b). For each set of membrane permeabilities there
is one curve of possible singular points. The full circles on the singular point
curves indicate stable nodes, that is they mark attainable bottom products. For
the system considered, stable nodes are only obtained below the chemical equili-
brium line.

As can be seen from Fig. 5.24a, by increasing k,c the fixed-point curves move
towards the C/B edge until a border line for k- — o« is reached. When k, is de-
creased, the fixed points move towards the C/A edge until another border line for
kac — 0 is achieved that cannot be overcome. The gray area between the two border
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lines and the chemical equilibrium line indicates the resulting attainable region.
As illustrated in Fig. 5.24b, a different attainable region is obtained by changing
the relative permeability kgc. When kpc decreases, the stable node branch ap-
proaches the B/C edge and at kzc — 0 even includes the pure B vertex.

These results are valid for the bottom products and are based on (5.46). A similar
analysis can be carried out for the attainable top products by use of (5.47) [23].

5.4
Determination and Analysis of Reaction Kinetics

We have seen that the kinetics of the chemical reactions carried out play a major
role for the performance of RD processes. Therefore, especially for reliable design
and operation of counter-current columns, it is important to determine and analyze
the reaction rates in detail. In the following, some guidelines are given about how
to formulate rate expressions and which transport resistances have to be accounted
for when describing the kinetics of reactions under the operating conditions of RD
columns.

5.4.1
Physicochemical Transport Phenomena

It is preferable if the reactions in RD columns are catalyzed by heterogeneous cat-
alysts because they are easily kept in the reactor and they allow hybrid RD columns
combining reactive and non-reactive sections. Fig. 5.25 illustrates a column ran-
domly packed with supported ion exchangers in rings. Such a heterogeneous cat-

Catalytically Active Supported lon
Rings (8x8 mm) Exchange Resin

o

Catalytic
Packing

Feed
—>

Packing

< Gel Particles (1-2 um) with Macroporous
R-SO,H* as Acidic Functional Support
Groups, ¢, = 1.0 eq(H*)/I (Pores: 3 um)

Fig. 5.25. Installation of ring-shaped ion-exchange catalyst in distillation column
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alyst was successfully used for the synthesis of the fuel ether MTBE [25], the fuel
ether TAME [26, 27], and the ester methyl acetate [28].

Fig. 5.26 gives a schematic representation of the mass and energy transport phe-
nomena occurring in the RD process with a heterogeneous catalyst. In this pro-
cess, the chemical reaction takes place in the solid catalyst phase. Along the exter-
nal catalyst surface, the liquid phase trickles down the column. The liquid phase
and the rising vapor phase are in counter-current flow. The sketch in Fig. 5.26 as-
sumes the catalyst to be totally wetted at its external surface. Internally the porous
catalyst bodies very often are completely wetted due to capillary forces but in some
cases this situation can be changed by internal boiling processes [29].

The directions of the mass and energy fluxes between the phases cannot be pre-
dicted because of the influence of convection in axial column direction, and due to
the fact that multicomponent mass-transport phenomena may result in uphill
transport [30]. There are three types of transport resistances present in the consid-
ered three-phase (vapor/liquid/solid) process

—  transport between the vapor and the liquid phase,
—  transport between the liquid and the solid phase,
— intraparticle transport within the solid phase.

If supported macroreticular ion exchangers are used as catalysts, the intraparticle
transport processes can be decomposed into gel phase diffusion and macropore dif-
fusion [31]. For a combination of the two mechanisms special catalyst models were
proposed [32].

Furthermore, it should be mentioned that for structured packing additional
mass-transport resistances may exist between the catalyst particles in the struc-
tured wire gauzes of the packing. So far, relatively little is known about these inter-
particle resistances. However, they may play a major role in RD operations since a

VL- LS- Fig. 5.26. Schematic of the transport
Interface Interface phenomena in a column section packed
with heterogeneous catalyst
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significantly reduced catalyst activity was reported for the splitting of MTBE in an
RD column compared with the activity that was observed at the non-packed catalyst
particles in a liquid-phase batch reactor (Chapter 3).

5.4.2
Process Evaluation by Dimensionless Numbers

For the reliable prediction of RD process performance it is crucial to identify the
dominant local mass and energy transport resistances between the phases in a
packed catalytic column section. Dimensionless parameter groups are an efficient
tool for this purpose, which allow estimation of the relevance of certain transport
resistances from experimental data. Here only the most important qualitative
results are given [33].

1. As already used in the preceding subsections, the Damkshler number Da eval-
uates the effective rate of the chemical reaction in comparison to the feed flow
rate

_ keVear _ effective rate of reaction

D
¢ F X feed flow rate

(5.49)

In (5.49), k¢ represents the effective reaction rate constant including internal
transport resistances of the catalyst packing. V,, stands for the catalyst volume
installed in the column. For Da >> 1 the chemical reaction approaches chemical
equilibrium, for Da < 1 the reaction is far from its equilibrium.

2. Since the separation in distillation columns is dominated by the vapor-liquid
equilibrium, it is a reasonable assumption to neglect the mass-transfer resis-
tances between the vapor phase and the liquid phase. However, in RD columns,
the importance of vapor-liquid mass-transport resistances depends on the fol-
lowing dimensionless ratio

NTUY,, _ ctkYo,@ VL mass transfer rate

Da kees effective rate of reaction

(5.50)

which can be easily derived from a steady-state liquid-phase mass balance.
NTU,}, is the overall number of mass-transfer units of a selected key compo-
nent i referred to the vapor phase. For (5.50), the mass-transfer coefficient
ki, and the specific mass-transfer area a have to be estimated from literature
correlations, for example, from Onda’s correlations, which are valid for packed
towers [34]. For N TUi,OVV/ Da >> 1, the vapor-liquid mass-transfer resistances are
negligible in comparison to the chemical reaction resistance. Therefore, only for
very fast chemical reactions interfacial mass-transfer phenomena are of major
importance.

3. Internal mass transport inside the catalyst particles should be evaluated with
the help of the Thiele modulus
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1 r rate of chemical reaction

¢

- o< 5.51
Sy cthiDgfﬂ . rate of intraparticle diffusion G->1)

In (5.51), r stands for the intrinsic reaction rate at liquid bulk conditions. For
worst-case-estimations, one should use a highest rate value possible in the con-
sidered RD column. In this respect it should be kept in mind that the reaction
rates under RD conditions strongly depends on the operating pressure that in-
fluences the boiling temperatures, that is the reaction temperature. D, repre-
sents the effective diffusion coefficient of a selected reaction component inside
the catalyst particles. One should use the component with the lowest mole frac-
tion x; in the liquid bulk mixture as key component [35]. Its effective diffusion
coefficient can be estimated from the diffusion coefficient at infinite dilution:
Des® = (¢/7)D;” with the total porosity e and the tortuosity 7 of the applied
catalyst. Based on (5.51) one can say that intraparticle diffusion resistances
will be negligible, if ¢ < 1.

4. The importance of external mass transport resistances at the outer surface of
the catalyst particles are estimated with the following Biot number

BilS— (1/Sv) - kiS rate of LS mass transfer

5.52
" Dsfﬂ ; rate of intraparticle diffusion (-52)

where k" stands for the liquid—solid mass-transfer coefficient of the key com-
ponent i, which can be estimated from published correlations [36, 37]. An eva-
luation of experimental data from different authors reveals that for most RD
processes the Biot number is Bi,* ~ 10-100. Therefore, external mass trans-
port resistances are negligible. Only for extremely fast reactions at an egg-shell
type catalyst, the transport of species towards the external catalyst surface may
be important.

5. The heat of reaction (—AxH") can lead to a temperature increase/decrease in-
side the catalyst particles. The significance of this phenomenon is evaluated
by means of the Prater number f, which is well known from the reaction engi-
neering literature

(—ArHO)clx; D rate of intraparticle diffusion

p (5.53)

A TE rate of intraparticle heat conduction

Since the Prater numbers of RD processes were found to have values f < 1073,
the internal heat-transport effects can be neglected. The same is true for exter-
nal heat transport effects [33].

6. The thermal sensitivity of the chemical reaction kinetics is an important effect
that is characterized by the Arrhenius number

y = Ea/(RT") (5.54)
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543
Formulation of Reaction Rate Expressions

For process modeling proposes the effective chemical reaction rate r has to be ex-
pressed as a function of the liquid bulk composition x, the local temperature T, and
the catalyst properties such as its number of active sites per catalyst volume ¢, its
porosity ¢ and its tortuosity 7. As discussed in Section 5.4.2, the chemical reaction
in the catalyst particles can be influenced by internal and external mass transport
processes. To separate the influence of these transport resistances from the intrin-
sic reaction kinetics, a catalyst effectiveness factor 7 is introduced by

Teff =11 (5.55)
The catalyst effectiveness factor depends on the parameters defined in Section 5.4.2
n = n($,BiLS By) (5.56)

In correspondence with the guidelines given above, the catalyst effectiveness is
mostly only a weak function of Bi,'*, 8, and y. Therefore: 5 ~ 5(¢). The latter func-
tion is available in analytical form for first-order reactions [38]. In the general case,
it has to be determined from the numerical solution of the catalyst particle bal-
ances, as done for instance in [35, 39-42]. In the case of negative reaction orders,
multiple effectiveness factors can be obtained [32]. This is illustrated in Fig. 5.27
for the MTBE synthesis where the rate has a negative order with respect to the
educt methanol.

—
=

—— T T T

AgGP (RT) = -6

stable branch

-
unstable branch ‘\

stable braD ‘

-

| Catalyst Rings:
D;/D,=0814, H/ D~

Catalyst Effectiveness Factor,

o
i

1 T
Thiele Modulus, @

Fig. 5.27 Simulated effectiveness factor of a ring-shaped catalyst body plotted versus the Thiele
modulus for MTBE synthesis ([32], reprinted from Chem. Eng. Technol., Vol 21, Sundmacher,
Kiinne and Kunz, Pages 494-498, Copyright 1998, with permission from Wiley-VCH)

=1
-
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In (5.55), r is the intrinsic reaction rate per volume of catalyst at liquid bulk con-
ditions

r=akT)f() (-57)

where k(T) is the intrinsic reaction rate constant at reaction temperature, and f{x)
contains the dependency of r on the liquid-phase composition. The intrinsic rate r
has to be determined in the absence of any transport limitations. For this purpose,
the use of separate kinetic measurements in a continuous stirred tank reactor
[31, 43] or a differential tube reactor [44] are strongly recommended. In order to
excluded transport limitations, measurements with increasing stirrer speed
(CSTR) or increasing recycling rate (differential reactor), and decreasing catalyst
particle size are indispensable [45, 46].

When formulating a microkinetic rate expression r(Tx) one has to account for
the sorption equilibria of the reaction components between the liquid phase and
the active catalyst phase. For this purpose, since the liquid-phase reaction mixtures
have a strongly non-ideal behavior, one should use generalized Langmuir sorption
isotherms in terms of liquid-phase activities as proposed first in the pioneer work
of Rehfinger and Hoffmann [45]. According to these authors, the sorption equili-
bria of the N species A; on one active site S is given by

K
Ai+S = AS (5.58)
Ksiai
b= (5.59)
1+ Z Ks,jaj
j=1

where 6, is the fraction of active catalyst sites occupied by component A, K;; is the
sorption equilibrium constant of A;, and g; is the liquid-phase activity at T (a; = x;
;) with the activity coefficient p;, which can be estimated from the UNIQUAC
method, for example.

In order to formulate an expression f{x) in (5.57), the rate determining step of
the reaction mechanism has to be identified. For many heterogeneously catalyzed
liquid-phase reactions the rate limiting step is found to be the reaction of sorbed
molecules. For example, in the synthesis of the fuel ethers MTBE, TAME, and
ETBE at acid ion-exchange catalyst the rate limiting step can be expressed as
follows

k¢
Alcohol - S+Olefin - S k:‘ Ether - S+S (5.60)

r=cp (k+ 0 AtcoholOotefin — k- HEthergo) (5 61)
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where 8, is the fraction of unoccupied sites, and k the rate constant of forward (+)
and reverse reaction (—). Inserting (5.59) into (5.60) leads to am expression for the
reaction rate in terms of the liquid-phase activities, which in turn are dependent on
the liquid-phase composition

k+ Ks,Alcohol Ks,Oleﬁn G Alcohol #0lefin — k- Ks,Ether AFther
P (5.62)

N 2
1+ Z KSJ-aj
=1

Due to the highly selective sorption of the polar alcohol molecules at the acid ion-
exchange catalyst, the rate expression in (5.62) can be simplified considerably into

F = lk(T) <a01eﬁn _ 1 agmer ) (5.63)

Galcohol  Kg azzklcohol

The temperature dependence of the reaction rate constant k is given by the Arrhe-
nius equation

K(T) = K{Tiet)exp (— = (% - f)) (5.64)

where k(T is the rate constant at T,.c and E, is the activation energy.

In Fig. 5.28a experimental and simulated rates for the synthesis of MTBE from
methanol and isobutene are depicted, which show that the rate expression (5.63) is
valid for the MTBE synthesis [45]. Fig. 5.28D illustrates its validity for the ETBE
synthesis from ethanol and isobutene [41] compared with experimental data re-
ported by Francoisse and Thyrion [47]. In analogous manner this rate approach
can be applied to the synthesis of the fuel ether TAME from methanol and isoam-
lyenes [43, 46]. Activity-based rate expressions were also applied for other reactions
carried out in strongly non-ideal liquid mixtures, for example for butyl acetate
synthesis [48] and for dimethyl ether synthesis [49].

5.4.4
Importance of Transport Resistances for Column Operation

For the simulation of RD columns in which the chemical reactions take place at
heterogeneous catalysts, it is important to keep in mind that a macrokinetic expres-
sion (5.55) has to be applied. Therefore, the microkinetic rate has to be combined
with the mass transport processes inside the catalyst particles. For this purpose a
model for the multicomponent diffusive transport has to be formulated and com-
bined with the microkinetics based on the component mass balances. This has
been done by several authors [50-53] by use of the generalized Maxwell-Stefan
equations.
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For illustration, here we will briefly summarize some phenomena that will ori-
ginate from the diffusion-reaction interaction at acid ion-exchange catalysts during
the MTBE synthesis. In Fig. 5.29 simulated profiles of reaction rates and compo-
nent activities within a spherical catalyst particle are given, assuming an excess
of isobutene in the surrounding bulk phase. As can be seen from this figure,
due to internal diffusion limitations the methanol concentration decreases towards
the particle center. In contrast, the MTBE-content increases towards the catalyst
center. As a result of the methanol decrease, the MTBE-formation rate is increas-
ing, reaches a maximum, and then is sharply decreasing until it drops nearly to
zero. The reason for this peculiar phenomenon, is the negative reaction order of
the reaction rate (5.63), with respect to the reactant methanol. Consequently,
there is a particle core that is nearly free of methanol. This gives rise to an unde-
sired side reaction, that is the dimerization of isobutene and its further reaction to
higher oligomers that can deactivate the catalyst [51].

Dimer formation leads to a significant increase of the boiling temperatures along
the stripping section of a RD column as can be seen from the experimental data
shown in Fig. 5.30. The comparison with two alternative process models reveals
that only a heterogeneous column model, that is a model that includes the mass
transport phenomena within the catalyst rings, is able to predict the observed
steady-state process behavior with respect to axial column temperatures
(Fig. 5.30a) as well as with respect to the axial liquid-phase compositions
(Fig. 5.30D).
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5.5
Conclusions

As has been outlined in the first sections of this chapter, RD processes can effi-
ciently replace reactor—separator flow-sheets by internalization of external recycling
loops. This is demonstrated for a simple isomerization reaction in an ideal binary
mixture. It is clearly shown that hybrid columns combining non-reactive and reac-
tive sections overcome the restrictions of fully RD columns. The most simple and
effective solution for isomerization reactions is a reactive total reboiler with a non-
reactive column on top.

The kinetics of a chemical reaction have a significant influence on the products
that can be attained from a RD process. The attainable products of counter-current
RD columns of infinite height operated at infinite reflux ratio can be obtained as
singular points of a reactive reboiler batch process (bottom product) or a reactive
condenser batch process (distillate product). The compositions of both products
are located on a unique singular point curve. This curve is independent of any spe-
cial type of reaction kinetics. However, the locations of the top and bottom products
on this curve depend on the structure of the rate equation and on the intensity of
the reaction (Damkohler number) in the considered reaction system.

In the last sections of this chapter, the determination and analysis of reaction ki-
netics is discussed. Dimensionless parameter groups are a very efficient tool for
evaluating quickly the importance of the physicochemical phenomena occurring
in RD columns. Since most of the reactions in RD columns take place in non-
ideal liquid mixtures at heterogeneous catalysts, the use of activity-based Langmuir
sorption isotherms is recommended. This approach results in microkinetic rate ex-
pressions in terms of liquid-phase activities. As a most important advantage, these
rate equations coincide with the chemical equilibrium in the limiting case of van-
ishing reaction rate.

The steady-state process behavior of counter-current RD columns operated with
heterogeneous catalysts depends strongly on the reaction macrokinetics. This is
illustrated using the formation of MTBE in a packed RD column as an example.
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5.7
Notation

A, A, educt, product (-)

B bottom flow rate (mol-s™")
D distillate flow rate (mol-s™")
Da Dambkaéhler number (-)

feed flow rate (mol-s™")

chemical equilibrium constant (-)

reaction rate constant (mol-m—>s™")

liquid flow rate (mol-s™")

total number of stages (-)

minimum number of stages (-)

reaction order (-)

vapor pressure of component i, (Pa)

reflux ratio (-)

minimum reflux ratio (-)

reaction rate (mol s~ 'm™)

dimensionless reaction rate (-)

reaction volume (m”)

reaction volume on one stage (m’)

vapor flow rate (mol-s™})

mole fraction of A, in liquid phase (-)

Xee mole fraction of A, at chemical equilibrium (-)
x°(y)  liquid-phase mole fraction of A, at vapor-liquid equilibrium (-)
y mole fraction of A, in vapor phase (-)

EZZ“?‘“N“H
B

%2}

E
5

T mmE s

5t

-

AR

y°(¥)  vapor phase mole fraction of A, at vapor-liquid equilibrium (-)

Greeks

a relative volatility A,/A; (-)

@ recycling ratio (-)

e, reboiler pole

Subscripts

1,2 related to components A;, A,
crit critical

TI related to pole location
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related to condenser
maximum attainable value
minimum attainable value
related to reboiler

related to a single distillation stage

forward reaction
chemical equilibrium
catalyst

Superscripts
B, D, F related to bottom, distillate, feed flow

related to outlet of chemical reactor

dimensionless
at equilibrium
saturated state
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Feasibility and Process Alternatives for Reactive Distillation

S.B. Gadewar, N. Chadda, M. F. Malone, and M. F. Doherty

6.1
Introduction

Reactive distillation (RD) has the demonstrated potential for capital productivity
improvements (from enhanced overall rates, by overcoming very low reaction equi-
librium constants, and by avoiding or eliminating difficult separations), selectivity
improvements (which reduce excess raw material use and by-product formation),
reduced energy use, and the reduction or elimination of solvents. Some of these
advantages are realized by using reaction to improve separation, such as overcom-
ing azeotropes or reacting away contaminants; others are realized by using separa-
tion to improve reactions, for example, overcoming reaction equilibrium limita-
tions, improving selectivity, or removing catalyst poisons. The potential is greatest
when both aspects are important. This technology is potentially attractive whenever
there is a liquid phase reaction that involves an excess of reactant. Many existing,
and potential, applications are discussed by Sharma and Mahajani [40].

Some of the successes of RD are so dramatic that we might ask if all liquid-phase
chemical processes should be based on simultaneous reaction and separation
instead of more traditional separate steps. The answer is no, because combining
reaction and distillation is not always advantageous; in some cases it may not
even be feasible! A key question is ‘How can we decide quickly whether RD is a
good process concept?’ This question is addressed mainly by studies in conceptual
design, which is the major focus of this chapter.

For conceptual design of RD, systematic methods are needed for deciding its fea-
sibility. We use geometric methods which have been used extensively to assess the
feasibility for non-RD. For non-RD, a number of algorithms can be used to find the
feasible splits. Stichlmair and Herguijuela [44] calculate the products at total reflux
while Wahnschafft et al. [49] and Fidkowski et al. [15] use pinch tracking tech-
niques to estimate the feasible products for finite as well as total reflux. These
methods rely on geometric visualization, so have been applied to ternary mixtures.
Algorithms building on these ideas, but that do not rely on visualization are
described by Safrit and Westerberg [42] and Rooks et al. [38]. These methods can
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also be applied in the limit of reaction equilibrium using transformations of the
compositions that have properties similar to those of mole fractions in non-reactive
mixtures [1, 9, 46]. There is a one-to-one correspondence between the real mole
fractions and the transformed variables at chemical equilibrium.

Such one-to-one transformations are not known for kinetically controlled RD
although some aspects of these transforms remain useful in the kinetic regime.
Studies at finite rates of reaction are important because most RD devices operate
in this regime. There are several approaches available that capture some of the ef-
fects of finite reaction rates, such as, geometric design methods [2, 3, 34]; mixed
integer nonlinear programming (MINLP) methods [6, 28, 36]; attainable region
methods [32, 33]; residue curve/bifurcation methods [37, 45, 47, 48]; and difference
point methods [30]. However, there are few tools that assess the feasibility of reac-
tive mixtures in the kinetic regime. Giessler et al. use static analysis to determine
feasibility of reactive columns operated with large internal flows [17, 18]. Chadda et
al. generate feasible product regions at finite rates of reaction for ternary systems
[4]. However, that method cannot be extended to treat a larger number of compo-
nents or multiple reactions.

In this chapter, we describe an algorithm for predicting feasible splits for contin-
uous single-feed RD that is not limited by the number of reactions or components.
The method described here uses minimal information to determine the feasibility
of reactive columns: phase equilibrium between the components in the mixture, a
reaction rate model, and feed state specification. This is based on a bifurcation
analysis of the fixed points for a co-current flash cascade model. Unstable nodes
(light species’) and stable nodes (‘heavy species’) in the flash cascade model are
candidate distillate and bottom products, respectively, from a RD column. There-
fore, we focus our attention on those splits that are equivalent to the ‘direct’ and
‘indirect’ sharp splits in non-RD. One of the products in these sharp splits will be
a pure component, an azeotrope, or a kinetic pinch point; the other product will
be in material balance with the first.

The proposed algorithm is based on the following.

« A bifurcation study to predict the distillate and bottoms products for the entire
range of reaction rates from the limit of no reaction to the limit of chemical equi-
librium. This provides a global view of the direct and indirect split products from a
continuous RD at all rates of reaction.

« Flash calculations and the application of the lever rule (overall mass balance relat-
ing the feed, distillate and bottoms product streams) to predict feasible sharp splits
for a given feed condition.

We begin by describing a simple example that demonstrates the advantages gained
by combining reaction and separation. These advantages are represented in terms
of the attainable region.
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6.2
Motivation

A method for assessing the feasibility of reactor systems that has gained promi-
nence in the past decade seeks attainable regions. This approach does not assume
a reactor network a priori, but only the set of fundamental processes (such as reac-
tion, mixing etc.) that can occur. The concept was first proposed by Horn [26] and
later developed by Glasser and co-workers. Horn defines the attainable region as
the collection of the ‘objective variables,” such as recycling flow rate and composi-
tion of the product, that corresponds to the totality of physically possible reactors
[26]. Glasser et al. define the attainable region as a domain in the concentration
space that can be achieved by using any system of steady-flow chemical reactors,
that is, by using the processes of mixing and reaction [19]. This attainable region
is sometimes called the ‘kinetically attainable region’ to distinguish it from the
‘thermodynamically attainable region,” determined by equilibrium constraints
[43]. Glasser et al. established a set of necessary conditions for the kinetically attain-
able region [19]. Currently, sufficient conditions for the kinetically attainable region
are not known.

Feinberg and Hildebrandt derived properties for the boundary of the attainable
region [10]. They showed that the boundary of the attainable region is always acces-
sible by means of elementary reactors (PFR, CSTR etc.) taken in simple combi-
nation. Glasser et al. considered combinations of plug-flow, CSTR, and recycle re-
actors in constructing the attainable region [19]. This analysis was also applied to
systems with three dimensional attainable regions [22, 23], to adiabatic systems
[20, 24], and to more complex reactor systems [21]. Feinberg showed that a differ-
ential side-stream reactor (DSR) can reside on the boundary of the attainable
region only if it satisfies specific design equations that govern the precise way of
adding side-streams along the length of the reactor, and these equations depend
on the reaction chemistry and kinetics [11]. The CSTRs that give rise to extreme
points of the attainable region must also conform to certain special design equa-
tions [12]. These design equations indicate that for a CSTR to give a point on
the boundary of the attainable region, there are only very exceptional values of re-
sidence time (which are usually computable). Rooney et al. describe a method for
constructing attainable regions of dimensions greater than two by combining two
dimensional projections of candidate regions [39]. Smith and Malone applied the
concept to polymerization reaction systems for determining the attainable region
for number-average molecular weights and polydispersity [41].

One important use of the attainable region concept is in assisting the process of
optimization. Lakshmanan and Biegler used the attainable-region properties to
formulate a reactor network and optimized it using a MINLP approach [29].
Pahor et al. suggest an iterative procedure using attainable region analysis to up-
date the superstructure in a MINLP formulation [35].

Relatively little has been published on the attainable region for reaction com-
bined with separation. One of the first papers applied the concept of attainable
region to find feasible compositions for systems with simultaneous reaction and
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separation in co-current devices [33]. The reaction-separation devices considered
were CSTR with vapor removal and PFR with vapor removal. However, they did
not estimate the conversions achieved using the reaction—separation devices. It is
not known how simultaneous separation with reaction in a counter-current device
affects the region of feasible compositions. Feinberg [13] showed that for finding
bounds on the attainable effluents from reactor-separator systems of arbitrary
design, it is sufficient to consider a reaction system with a finite number of
CSTRs coupled with a separation system capable of making sharp separations;
the number of CSTRs needed to describe the boundary of the attainable region
depends on the number of independent reactions in the reaction chemistry.

The aim of this example is to apply the attainable region methodology to a coun-
ter-current reaction—separation process. The attainable region for reaction—separa-
tion should encompass all possible compositions achievable by using the phenom-
enon of reaction, separation, and mixing (including those obtained by hybrid de-
vices for reaction—separation). In this example, we focus on specific devices, there-
fore, the region that we identify should be considered a feasible region, which will be
a subset of the attainable region for reaction—separation. The feasible region gives
an estimate of the composition space achievable using a counter-current reac-
tion—separation device and therefore provides an estimate of its potential advantage
over conventional reactors and separators.

Consider a system with the elementary irreversible reactions in series

kes kea
A——>B——>C

in an ideal liquid solution. For simplicity, we assume an isothermal case. For this
reaction system, a PFR will always give better yield and selectivity to the desired
product B than a CSTR [31]. When the rate constants for both the reactions are
identical, the attainable region boundary is the PFR trajectory, which is convex.
The CSTR locus lies inside the PFR trajectory.

Now consider a two phase CSTR consisting of an isobaric flash separator with a
simultaneous chemical reaction in the liquid phase, as shown in Fig. 6.1.

¥y

-
L

*  Fig. 6.1 CSTR with vapor removal
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We assume the liquid and vapor are in phase equilibrium, and that the volatili-
ties of components B and C relative to A are constant and equal to 5 and 3, respec-
tively. Therefore, the vapor in phase equilibrium with the liquid reaction mixture
will have more of the desired product B compared to the liquid phase. It is intuitive
that removing vapor from a CSTR will help in removing the desired product from
the reaction mixture, and is bound to improve the selectivity for the process. A
model was developed by Gadewar et al. for the device in Fig. 6.1 to calculate the
yield of B and selectivity to B with the conversion of A [16]. Activity-based rate
expressions are used in formulating the model for reasons explained in Nisoli
et al. [33].

The overall material balance (Fig. 6.1) is written as

F-L-V+ Z vrre(x) H = 0 (6.1)
k=1

where r,(x) is the reaction rate per mole of liquid mixture for the kth reaction, and
has the dimensions of moles reacted per mole of mixture per unit time. vy; and vy,
are the algebraic sum of the stoichiometric coefficients for the first and second re-
action, respectively. The streams F and L are assumed to be saturated liquids. The
material balance for the i’ component is

2
Fxio — Ly — Vi + ) wigre(9)H =0 (6.2)

The vapor compositions are determined by using a constant relative volatility
model. Since both reactions are equimolar, v;; = vy, = 0. Eliminating L from
(6.1) and (6. 2), we get

H 2
X — X0=— (X% — p) + ?Z VirTe(%) (6.3)

The Damkohler number [7], Da = Hk; ¢/F, is the ratio of a characteristic liquid
residence time (H/F) to the characteristic reaction time (1/k¢ .f), where, k¢ . is
the rate constant for the reference reaction. ¢ = V/F, is the fraction of liquid
feed that is vaporized. Using these parameters in (6.3), we get

% —x0=¢ (% —y) + Da Z - :;(xz (6.4)

The difference between the liquid composition vectors x and x; is given in terms of
a separation vector (x — y) and a reaction vector >_;_, 7(x). Given a value for F, a
choice of ¢ sets all of the flows and Da determines the reactor volume. The yield of
the desired product B and the conversion of A is found from the combined streams
L and V, and the overall outlet composition vector is given by ((1 — ¢)x + ¢y). The
selectivity to B is simply the ratio of yield of B to conversion of A.
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Fig. 6.2 Effect of separation on the attainable region for A— B — C

We use first order reaction rate models for both reactions, where the rates are
given as r; = kg 1%, and r, = kg x4 — kg y25. We choose ¢ = V/F = 0.8, and a liquid
feed of pure A to the two-phase CSTR. Assuming that the rate constant for both
reactions is identical, k¢ = k¢, = k¢ r, the conversion of A, the yield and selectivity
to B are determined from the overall composition vector after specifying a value for
Da and solving (6.4). The conversion increases monotonically with Da since the
characteristic residence time increases for a given characteristic reaction time.
Fig. 6.2 shows the yield of B against the conversion of A for the two-phase
CSTR. The hatched area is the attainable region for single-phase reactors (CSTR,
PFR). The figure shows that using a CSTR with vapor removal gives a larger region
of feasible compositions than for single-phase reactors. Fig. 6.3 shows the selectiv-
ity to B against the conversion of A.

Good improvement in selectivity is possible by using a two-phase CSTR over a
conventional reactor. Since the desired product, B is the lightest boiling component
in the mixture, vaporization improves yield and selectivity to B. It is therefore lo-
gical to string together a series of CSTRs where the liquid and vapor streams
move in a counter-current fashion (Fig. 6.4).

The resulting reactive-separation device greatly increases the feasible region, and
dramatically improves the selectivity to B, Figs 6.5 and 6.6.
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Fig. 6.5 Feasible region (hatched region) for reactions-in-series in a counter-current reactive
separator

A comparison of the selectivity of B corresponding to the boundary of the feasi-
ble region and that for a single phase PFR is shown in Fig. 6.6. The selectivity to B
is high even at higher conversions by using a counter-current reactive separator.
This approach provides an estimate of the raw material savings by using simulta-
neous reaction—separation in a counter-current device, and therefore the economic
incentive for implementing such a configuration. For a 95 % selectivity, the single
phase reactor network can be operated at a maximum conversion of about 10 %,
however, to achieve the same selectivity, the reactor network consisting of a coun-
ter-current cascade can be operated at about 40 % conversion. In plants with recy-
cling (typically continuous processes) higher conversions significantly reduce the
recycle flows and also the flow rates entering the separation system of a process.
Batch plants without recycle are normally operated near the maximum yield. In
this example, the maximum yield for a single phase reactor is about 35 % at a con-
version of about 60 %, giving a selectivity of about 58 %. A separative reactor in a
counter-current device significantly improves all these quantities simultaneously,
giving a maximum yield of about 65 % at a conversion of about 90 %, with a selec-
tivity of about 72 %. Therefore, significant savings in raw materials, and significant
decrease in waste by-products can be expected by using counter-current reactive
separators to carry out the reactions. Such a configuration can also be expected
to increase the conversion in equilibrium limited reactions.

The logical next step in device development is to consider a RD column. The fea-
sible products from such a device are estimated using the approach described next.
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6.3
Flash Cascade Model

In a distillation column, each section (rectifying or stripping) can be effectively
represented by a counter-current cascade of flashes. This cascade can be simplified
for the purpose of estimating feasible product compositions, by removing the
counter-current recycling of liquid and vapor flows among successive flash units,
leaving a co-current arrangement shown in Fig. 6.7. The compositions of the liquid
and vapor streams in the flash cascade arrangement are close to those of the coun-
ter-current cascade and by extension, to those in a column section. The two
arrangements (counter-current against co-current) differ mainly in that the recov-
ery of the key components in the counter-current cascade is much higher than in
the flash cascade arrangement [25]. In a feasibility analysis, it is the product com-
positions that we are trying to estimate, so we use the simpler co-current flash cas-
cades to study the feasibility of reactive mixtures in continuous columns.

We formulate the reactive flash model for an equimolar chemistry. Next, we hy-
pothesize a condition under which the trajectories of the flash cascade model lie in
the feasible product regions for continuous RD. This hypothesis is tested for an
example mixture at different rates of reaction. The fixed point criteria for the
flash cascade are derived and a bifurcation analysis shows the sharp split products
from a continuous RD.

A schematic of the co-current flash cascade arrangement is shown in Fig. 6.7.
There are two sections. In the rectifying cascade, vapor from each flash reactor
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Fig. 6.7 A co-current flash cascades arrangement. The top half is the rectifying cascade and the
bottom half is the stripping cascade

is partially condensed and fed to the next unit. This vapor cascade is similar to the
rectifying section of a continuous distillation column but without any liquid recy-
cling. The opposite is done for the stripping cascade shown in the bottom half of
the figure, where the liquid stream from each flash device is partially vaporized and
sent as feed to the next unit in the series.

Each flash device in Fig. 6.7 is a two phase CSTR reactor-separator with chemical
reaction occurring only in the liquid phase. For simplicity we begin with a single
reaction, an equimolar chemistry, a saturated liquid feed, and steady state condi-
tions [5]. The flash devices operate under isobaric conditions, so that the tempera-
ture changes from stage to stage according to the boiling point of the stage com-
position.

The overall mass balance for the /" unit in the stripping cascade in Fig. 6.1 is

Loy=Vi+L (j=1...N) (6.5)
The material balance for the jth component is

Liaxij—1 = Viyij + Lixij — vikeHjr(x;) (i=1...c—1, j=1...N) (6.6)
where L and Vare liquid and vapor molar flows; x; and y; are the liquid and vapor

phase mole fractions for component i; v; is the stoichiometric coefficient for com-
ponent i (v; < 0 for reactants, v; > 0 for products); k¢ is the forward rate constant
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with the dimensions of reciprocal time; H; is the molar liquid holdup in the jth
flash unit and r(x) is the reaction driving force

vl

= I & - ] %q (6.7)

reactants products

where K is the chemical equilibrium constant and g; is the activity for component
i. For liquid phase reactions, activities are represented by the product of the activity
coefficient, y; and the liquid phase composition, a; = vy; x;.
Eliminating L; from (6.6) leads to
V:

j H ; .
— (YiJ—xiJ)—vikfrr(og) (i=1...c—1,j=1...N) (6.8)

Xij—1 — Xij =
Ly -1

We define two dimensionless parameters:

« ¢j = Vj/L4, the fraction of feed vaporized in the jth unit.
« Da; = (H;/Li1)/(1/k¢ vef), the Damkohler number for unit j.

This is the ratio of the characteristic liquid residence time to a characteristic reac-
tion time. k¢ ¢ is the forward rate constant at a reference temperature, T, No re-
action occurs in the limit Da; — 0 and reaction equilibrium is achieved as Da; — c°.
At intermediate Daj, the stage operates in the kinetically controlled regime.
Incorporating ¢; and Da; in (6.8), we find
ke . .
xiJ-_lfxi,j:(pj(yl'dfxw-)fvi(k—>Dajr(xj) (lZl...C*l,JZl...N) (69)
£, ref
¢; and Da; are two independent parameters for each flash unit. We study the cases
in which
the same fraction of feed is vaporized in each stage

ch=h=...=¢=...¢y=1¢ (6.10)

each flash stage has the same residence time

« Day=Da, = ... =Da; = ... = Day = Da (6.11)

These two assumptions imply that the vapor rate and the liquid hold-up both
decrease along the cascade for a fixed feed flow rate. This produces a policy of
decreasing vapor rate along the cascade similar to a decreasing vapor rate policy
in simple (batch) distillation, which keeps the instantaneous value of Da approxi-
mately constant [47].

The model for the stripping cascade becomes

%ij1= ¢y + (1 *qﬁ)xiJ*vi(kﬁ)Dar(xj) (i=1...c—1,j=1,2...N) (6.12)
f, ref

where x, = x;.
It is convenient to introduce a dimensionless parameter [48]
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Da
1+ Da

D=

(6.13)

where D varies from 0 for the case of no reaction to unity in the limit of reaction
equilibrium.
Including (6.13) in (6.12), gives the final formulation of the stripping cascade

ke D ; .
xiJ_1:¢YiJ+(1—¢)xi,j—vi(m) (ﬁ)r(xj) (i=1...c—1,j=1,2...N)

(6.14)

where x) = xz.

Equation (6.14) can be solved recursively for given values of the parameters, ¢
and D starting with the initial condition, x, = xz. The solution is a trajectory of
liquid compositions for the stripping cascade.

We can also derive a model for the rectifying cascade

k D , .
yijo1= by + (1 —q’))xid-—vi(k—f) <ﬁ)r(xj) (i=1...c=1,j=2,3...M)
f, ref

(6.15)

where y; =y, and y} is the vapor stream composition from the first flash device of
the stripping cascade shown in Fig. 6.7. The solution to (6.15) is a trajectory of
vapor phase compositions along the rectifying cascade.

Equations (6.14) and (6.15) model the co-current stripping and rectifying cas-
cades, respectively. For a given feed composition, these cascades are solved recur-
sively for N, M — o, until there is no change in successive iterates, that is, until
a stable fixed point is reached.

We demonstrate the use of this model on an example and then characterize its
properties in terms of fixed points and bifurcations.

6.4
Feasibility Hypothesis

The flash cascade provides a two parameter (¢ and D) model ((6.14) and (6.15)).
The iterates depend primarily on the value of D. The pinch points towards
which these iterates evolve depend only on a single parameter, (Da/¢). Therefore,
the solution structure is not dependent on the value of ¢, and we may choose any
value of ¢ (we pick ¢ = 0.5). This simply rescales the value of Da at which bifurca-
tions occur.

Hypothesis: The trajectories of the flash cascades lie in the feasible product
regions for continuous RD.

We test this hypothesis with an example. Consider the esterification of acetic acid
with isopropanol at a pressure of 1 atm.
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IPA + HOAc = IPOAc + H,0 (6.16)

We present the kinetics by a homogeneous model.

r=ke (aHOAcﬂIPA - M) (6.17)

Keq
where k¢ is approximately independent of temperature, (kg/ke ) = 1, and the reac-
tion equilibrium constant has a value of 8.7 in the temperature range of interest
[30]. The vapor-liquid equilibrium (VLE) was modeled using the Antoine vapor
pressure equation, the NRTL equation for activity coefficients, and including
vapor phase dimerization of acetic acid. The physical property models were
taken from Table 3 in Venimadhavan et al. [48].

Solutions of (6.14) and (6.15), the rectifying and stripping cascade flash trajec-
tories, can be represented in mole fraction space (three dimensional for the
IPOAC system). However, we represent the solutions in transformed composition
space, which is two dimensional for IPOAc system (for a derivation and properties
of these transformed variables [46]). This transformed composition space is a pro-
jection of a three dimension mole fraction space onto a two dimensional trans-
formed composition subspace for the IPOAc system. Even though the correspon-
dence between real compositions and transformed compositions is not one-to-
one in the kinetic regime, we will make use of these transforms because of ease
of visualization of the trajectories, and because overall mass balance for reactive
systems (kinetically or equilibrium limited) can be represented with a lever rule
in transformed compositions. We use this property to assess feasible splits for
continuous RD.

If we select IPOAc as the reference component, then the definition given in Ung
and Doherty [46] gives the transformed variables

X1 = XHoAc T X1POAC (6.19)

X3 = x1pa + X1pOAC

Similar expressions are obtained for the transformed variables in the vapor
phase, Y;.

The trajectories of the flash cascades for an equimolar feed (xg yoac = 0.5, Xp1pa =
0.5), are shown in Fig. 6.8 for D = 0.25 and D = 0.75. The stripping cascade is
solved recursively for this feed composition via (6.14) for a large number of stages
until a point is reached where the composition is essentially constant from stage to
stage. This pinch point (stable node) is acetic acid. The mole fraction iterates are
then converted to the transformed compositions using (6.18). In similar fashion,
the rectifying cascade model (6.15) is solved recursively for a large number of
stages until a pinch point (stable node) is reached; in this case it is a quaternary
mixture. These vapor mole fractions so obtained are then converted to transformed
compositions and are shown in Fig. 6.8.
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Parametric column simulations for the IPOAc system were performed with dif-
ferent Damkohler numbers, reflux ratios, reboil ratios as well as total number of
stages, (N7) and feed tray location, (f). The distillate and bottoms compositions
obtained were recorded in transformed composition space. Fig. 6.9 compares the
products obtained from column simulations with 30 stages and using different
values of r and s at D = 0.25 and D = 0.75. The column feed specification is
the same as that to the co-current flash cascade. The flash trajectories provide a
good estimate of the product compositions from a continuous column. We also
compared the product compositions from column simulations with the flash tra-
jectories in mole fraction space. We found that product compositions from column
simulations surrounded the flash trajectories, in agreement with the hypothesis
that the flash trajectories lie in the feasible product regions for continuous RD.

Note that calculating the flash trajectories at ¢ = 0.5 does not provide the entire
feasible product regions for continuous RD, but instead generates a subset of the
feasible products. Selecting an iterate on the stripping cascade trajectory as a poten-
tial bottoms and an iterate on the rectifying cascade trajectory as a potential distil-
late does not guarantee that these products can also be obtained simultaneously
from a RD column. This is simply because these product compositions may not
simultaneously satisfy the overall mass balance for a reactive column. However,
when the flash trajectories are used in conjunction with the lever rule for a con-
tinuous reactive column, the feasible splits for continuous RD can be quickly
predicted.

Next, we derive the fixed-point criteria for the flash cascades and use bifurcation
theory to propose rules to estimate feasible products.

6.5
Bifurcation Analysis of the Flash Cascade Model

The fixed points of the flash cascade model are the solutions of equations (6.14)
and (6.15) for j — . In other words, successive liquid and vapor mole fractions
reach constant values. The fixed points, #, for the stripping cascade (6.14) are solu-
tions of

(1— D)(& — ;) + v ( ki )<2>r(5c) =0 (i=1...c—1) (6.19)
kf,ref ¢

where x and p are in vapor liquid equilibrium with each other.
Similarly, the fixed points, p, for the rectifying cascade (6.15) are solutions of

A= () (2 @ =0 i=1.c—
(I—D)(xi—yi) +w (kﬂref><1_¢>r(x)—0 (i=1...c—1) (6.20)

The fixed points obtained by solving (6.15) for a large number of iterates are stable
nodes in the rectifying cascade. The same fixed points will form a subset of solu-
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tions to equation (6.20). However, to have an analogy between this work and the
earlier work done in non-reactive and equilibrium limited RD, we rewrite equation
(6.20) as

o ke D\ .. o B
(1= D)(& — 3) — ¥ <@) <m)r(x) —0 (i=1...c—1) (6.21)

where ¥ and p are in vapor liquid equilibrium with each other.

Equation (6.21) has the same fixed points as (6.20); except that their stability is
reversed. Thus, a fixed point which is a stable node in equation (6.20) becomes
an unstable node for equation (6.21).

The solutions for equations (6.19) and (6.21) behave as follows. At D = 0 (the
non-reactive limit), the fixed point criteria for both the rectifying and stripping cas-
cades reduce to the same equation

X—pi=0 (i=1...c—1) (6.22)

Equation (6.22) is the fixed point criteria for simple distillation and also for a con-
tinuous column at total reflux and total reboil. Since there is a symmetry in the
rectifying and stripping maps, we can find the fixed points for both the rectifying
and stripping cascades from equation (6.22). Thus, in this limit, our model
recovers the criterion for fixed points in the well-known limit of no-reaction. At
D =1 (the chemical equilibrium limit), the fixed point criteria reduce to a single
equation

r(%) =0 (6.23)

Equation (6.23) implies that fixed points lie on the reaction equilibrium surface.
Equation (6.23), however, is just a necessary condition; the sufficient condition
for fixed points of the rectifying and stripping cascades can be written in terms
of transformed variables by writing either (6.19) or (6.21) for component i and a
reference component, k and adding the two, giving

X-Y=0 (i=1...c—2) (6.24)

The solutions of equation (6.24) are fixed points for simple RD at chemical equili-
brium and also for a continuous RD at total reflux and total reboil. As in the non-
reactive case, the fixed point criteria for the rectifying and stripping cascades are
the same and is given by equations (6.23) and (6.24). Once again our model re-
duces to the well-known criteria for chemical equilibrium fixed points.

For 0 < D < 1 (kinetically controlled regime), (6.19) gives the fixed points of the
stripping cascade and (6.21) the fixed points of the rectifying cascade. Therefore, in
the kinetic regime, there are different fixed point criteria for the rectifying and strip-
ping cascades, a fact that has not been previously recognized. The solutions of
equation (6.19) at ¢ = 1 are the fixed points for simple RD [48], but the structure
of the solutions to equation (6.21) has not been reported. As we shall see, it can be
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Fig. 6.10 Bifurcation diagrams for the (a) rectifying and (b) stripping cascades. The filled circles
denote stable node branches, open circles denote unstable node branches, and the open squares
denote saddle branches

quite different than for equation (6.19). Since fixed points for simple RD are
equivalent to the fixed points of the stripping cascade at ¢ = 1, they can only pro-
vide information about the potential bottoms product from a continuous column.
Therefore, the distillate product composition from a continuous column for 0 < D < 1
cannot be inferred from a knowledge of fixed points of simple RD. However, it is pos-
sible to estimate potential distillates from the fixed points of the rectifying flash
cascade (equation (6.21)).

We are interested in investigating the fixed-point branches of the flash cascade
model for 0 = D = 1 at ¢ = 0.5. A systematic approach is by a bifurcation analysis
of the solutions, #(D), for (6.19) and (6.21). The starting points for the analysis are
the solutions at D = 0; to calculate these points, a homotopy continuation method
is available [14]. We use the mixture boiling point, T(¥(D)), to represent the solu-
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tion. The branches of fixed points were calculated using the pseudo-arclength con-
tinuation method in Auto [8].

For the IPOAc system, the fixed point branches are shown in bifurcation dia-
grams for the rectifying and stripping cascades in Fig. 6.10. The left edge of the
diagrams (D = 0) represents the limit of no reaction. Here, there is a minimum
boiling ternary azeotrope containing isopropanol, isopropyl acetate, and water,
which is an unstable node; six intermediate boiling fixed points (all saddles); acetic
acid is the heaviest species (stable node). Starting from these initial conditions,
fixed point branches are tracked for both the rectifying and stripping cascades.

The branches of interest are the unstable nodes in the rectifying bifurcation dia-
gram and the stable nodes in the stripping cascade bifurcation diagram. These
node branches are shown separately in a feasibility diagram, Fig. 6.11.

The feasibility diagram provides a global view of the feasible products to expect
from a continuous distillation at any rate of reaction (D). For any feed composition
and for D in the range, 0 = D = 0.395, it is possible to obtain acetic acid as bot-
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Fig. 6.11 Feasibility diagram showing the feasible distillates (unstable nodes) and feasible
bottom products (stable nodes) from the rectifying and stripping cascade bifurcation diagrams,
respectively

toms from a continuous RD. However, for 0.395 = D = 1 we can obtain either iso-
propanol or acetic acid as the bottoms product depending on the feed composition.
The potential distillates are all quaternary mixtures, with compositions that depend
on D. Thus, different splits are feasible for different ranges of the Damkshler num-
ber. Conversely, any given split may or may not be feasible as the reaction rate or
residence time is changed, so that the feasibility of a given separation may depend
on production rates, catalyst levels, and liquid holdup. The results mean that
IPOAc cannot be obtained as a pure product from a single-feed fully reactive
column, no matter what rate of reaction the column is operated at.
Thus, we propose the following rule.
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Rule for Feasible Products: Unstable node branches in the feasibility diagram
represent potential distillates while the stable node branches represent the
potential bottoms from a continuous RD column.

Chadda et al. [5] have compared the predictions made by this approach with de-
tailed column simulations at values of D = 0.25 and D = 0.75 using the methods
described in Huss et al. [27], and find the predictions to be in good agreement with
the simulations.

6.6
Conclusions

Geometric methods provide a useful framework for assessing the process opportu-
nities of combining reaction and separation. The attainable region can be used to
estimate the incentive for developing process technology based on single-stage, and
multi-stage vapor-liquid reactors. In some instances, this may lead to process alter-
natives based on RD.

A flash cascade model is developed to estimate feasible products from a contin-
uous single-feed RD column. An important finding is that the fixed point struc-
tures for the rectifying and stripping cascades are different for the kinetically con-
trolled regime. The fixed point structure of the flash cascade model is helpful in
determining the reaction regime in which the column must be operated to get
the desired products. We used a feasibility diagram to depict possible direct and
indirect split products as a function of production rate, catalyst level, and liquid
holdup. With this diagram one can quickly determine if a desired product can
be obtained from a single-feed reactive column.

Feasibility analysis for RD has advanced to the point that useful engineering
methods can be implemented relatively easily. Attainable region methods, however,
are still relatively new and there remains significant potential for developing a fra-
mework to generate process alternatives with combined reaction and separation
using this approach. If these methods could be developed further, it should be pos-
sible to link attainable region methods to feasibility methods to build a useful de-
sign tool (synthesis methodology) for generating and screening process alternatives
for multifunctional reactor-separator devices.

6.7

Notation

a; activity of i

c total number of components

D scaled Damkéhler number, dimensionless

Da  Dambkohler number, dimensionless
f feed stage location in a continuous distillation column
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F molar flow rate

H;  liquid holdup in unit j, mol

K., reaction equilibrium constant

ke forward reaction rate constant, 1/time

ke ¢ forward reaction rate constant at the reference temperature
L liquid flow rate, (mol/time)

p system pressure

M index for rectifying cascade flash unit

N index for stripping cascade flash unit

Ny total number of stages in a continuous distillation column
r(x)  driving force for the reaction

r reflux ratio

s reboil ratio

T temperature

\% vapor flow rate, mol/time

X state vector

x; mole fraction of i in the liquid phase

X; transformed mole fraction of i in the liquid phase
Vi mole fraction of i in the vapor phase

Y; transformed mole fraction of i in the vapor phase
Greeks

Vi liquid activity coefficient

v; stoichiometric coefficient for i

vr summation of all stoichiometric coefficients

b fraction of feed vaporized in jth flash unit

Subscripts and superscripts

0 initial condition

B bottoms

D distillate

F feed

T total

eq  equilibrium

f forward reaction

i component index

j stage index for flash cascade
k reference component

ref  reference
A pinch composition
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7
Hardware Selection and Design Aspects
for Reactive Distillation Columns

R. Krishna

7.1
Introduction

Most of the published literature on reactive distillation (RD) has been focussed
mainly on aspects such as conceptual design with the aid of residue curve maps,
steady-state multiplicity and bifurcations, and development of equilibrium (EQ)
stage and rigorous non-equilibrium (NEQ) steady-state and dynamic models
[1, 2]. Relatively little attention has been paid to hardware design. In this chapter
the concepts underlying the selection of the appropriate hardware for RD columns
are discussed. For RD column design, detailed information on hydrodynamics and
mass transfer for the chosen hardware is required, but this information is often
lacking. Modern tools such as computational fluid dynamics (CFD) can be invalu-
able aids in hydrodynamic and mass-transfer studies.

7.2
Hardware for Homogeneous Reactive Distillation

First consider RD columns in which the reaction takes place in the liquid phase,
without the use of a solid catalyst. For homogeneous RD processes, counter-current
vapor-liquid contact, with a sufficient degree of staging in the vapor and liquid
phases, can be achieved in a multitray column (Fig. 7.1) or in a column with ran-
dom or structured packing (Fig. 7.2). The packing in this case is inert (i.e., non-
reactive and with no catalytic properties) and serves only to provide even liquid dis-
tribution in the column and to suppress liquid-phase back-mixing. The Hatta num-
ber for most RD applications is expected to be less than unity [3] and therefore
there is no enhancement of mass transfer due to chemical reaction. From the
point of view of increasing the productivity of the RD column, therefore, it is im-
portant to maximize the liquid hold-up in the column. Packed columns (Fig. 7.2)
usually have a much lower liquid hold-up than tray columns, so for homogeneous
RD, tray columns are preferred.
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Fig. 7.1 Counter-current vapor-liquid contact in multistage tray columns. Animations of CFD
simulations of flows on the tray can be viewed on our web site: http://ct-cr4.chem.uva.nl/
sievetrayCFD
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Fig. 7.2 Counter-current vapor-liquid contact in packed columns, either randomly packed
(e. g., Raschig rings) or with structured packing (e.g., Sulzer BX)
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spray regime mixed froth regime bubbly flow regime

Increasing superficial gas velocity

Distillation: Reactive distillation;
low weirs, low liquid holdup; l?igl? weirs, high_liquid holdup;
liquid RTD not important liquid RTD very important

Fig. 7.3 Choice of hydrodynamic flow regimes on reactive and non-reactive trays

A tray column can be operated in the spray, mixed froth, or bubbly flow regimes
(Fig. 7.3). Conventional (i.e., non-reactive) distillation columns usually operate at
high superficial vapor velocities in the spray or froth regime. This is because of
the desire to increase throughput in the column and to increase the vapor-liquid
interfacial area. There is no need to aim for maximum liquid hold-up in conven-
tional distillation. The situation with respect to RD is quite different. The reaction
takes place in the liquid phase and in order to allow more ‘room’ for chemical
reaction we should aim for high liquid hold-ups and liquid-phase residence
times. Therefore the preferred regime of operation is the bubbly flow regime,
which is achieved by operating at much lower superficial vapor velocities. The
choice of higher weirs ensures higher liquid hold-up on the trays. Bubble cap
trays are appropriate choices for RD columns, as these have greater liquid
holding capacity than sieve trays. Furthermore, there is no danger of weeping
of the liquid phase from bubble cap trays. Reverse-flow trays with additional sumps
can be used to increase the liquid residence time; a specially designed tray for
maximizing liquid hold-up is used in the Eastman process for methyl acetate
manufacture [4].

Though the hydrodynamics of distillation tray columns is well researched and
documented [5, 6], the available information is usually not sufficient for RD tray
design. This is because liquid-phase residence time distribution (RTD) is not
usually relevant for conventional distillation but is of crucial importance in RD
tray design. Baur et al. [7] have studied the influence of tray hardware design on
the conversion, and selectivity, of hydration of ethylene oxide (EO) to ethylene gly-
col (EG); one of their simulation results (using a rigorous NEQ stage model) is
shown in Fig. 7.4.
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The base case configuration is a sieve tray with a 80 mm weir height, in which
the liquid and vapor phases are both considered to be well mixed. The yield of EG
is plotted on the x-axis and the yield of by-product diethylene glycol (DEG) is
plotted on the y-axis. The performance of the base case configuration is indicated
by the large black diamond. EG production is increased and DEG production is
lowered when both the liquid and vapor phases are considered to be in plug
flow (large black square). Increasing the weir height from 80 to 100 mm also
has a beneficial effect of increasing EG yield while decreasing DEG yield. A clever
choice of hardware can enhance conversion and selectivity in RD. We need to
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Fig. 7.5 Simplified ‘snapshots’ of the front, 1.2 X 107 m’/s/m. An animation of the
weir, and top views of sieve tray simulations at simulation can be viewed on our web site:
a superficial gas velocity, Us = 0.7 m/s; weir  http://ct-cr4.chem.uva.nl/sievetrayCFD. The
height h, = 80 mm; liquid weir load Q, /W = arrows indicate the liquid velocity vectors
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ensure plug flow of liquid, and vapor, phases on the tray and minimize the dan-
ger of liquid phase bypassing and dead zones. Such detailed information on flows
is not usually available in the literature. One way to obtain this information is to
use CFD simulations [8-11]. For a sieve tray of 0.3 m diameter operating at a
superficial gas velocity of U= 0.7 m/s in the bubbly flow regime, CFD simulations
[9] underline the chaotic behavior of the liquid and gas flows and show the exis-
tence of several recirculating liquid flow patterns, as sketched in Fig. 7.5. The
liquid RTD is far removed from the plug-flow conditions desired in practice.
One could envisage the installation of flow straighteners in the liquid path to sup-
press back-mixing. CFD simulations are invaluable aids in screening various hard-
ware configurations because they are able to capture the circulation patterns. It is,
however, essential to perform fully transient 3D simulations, which are computa-
tionally expensive.

7.2.1
Case Study for Methyl Acetate Production

We shall illustrate some of the tray hardware design issues by considering a case
study of the production of methyl acetate in which the reaction is catalyzed by
H,SO,, added to the liquid phase [1]. In the RD process for methyl acetate, in-
vented by the Eastman Chemical Company [3, 12], the entire process is carried
out in a single column, as shown in Fig. 7.6. In this single column, high-purity
methyl acetate is made with no additional purification steps and with no uncon-
verted reactant streams to be recovered. By flashing off the methyl acetate from
the reaction mixture, conversion is increased without using excess reactants. The
reactive column has stoichiometrically balanced feeds and is designed so that
the lighter reactant MeOH is fed at the bottom and the heavier acetic acid is fed
at the top. The column consists of three sections. The reaction takes place predo-
minantly in the middle section. The bottom section serves to strip off the MeOH
from water and return it to the reaction zone. The vapors leaving the reactive sec-
tion consists of the MeOAc-MeOH azeotrope, which is ‘broken’ in the rectifying
section by addition of AcOH, which acts as entrainer. The RD column represents
an entire chemical plant, costs one-fifth of the capital investment of the conven-
tional process, and consumes only one-fifth of the energy. Following the design
study of Doherty and Malone [1], we take each of the molar feed flows of MeOH
and AcOH to be 280 kmol/h, on the stages 5 and 40. The reflux ratio is set at
1.9. The column operates at a pressure of 1 atm. We employed a partial reboiler
and a total condenser. The non-reactive section contains 10 theoretical stages
and 33 catalytically (homogeneous) active theoretical stages in the reactive section.
Simulations of the liquid composition profiles, using the EQ stage model are
shown in Fig. 7.6.

We set the column specifications, and the desired conversion and purities of
MeOAc and water, to a value of 98.5%. These specifications are only fulfilled for
a fairly small range of reboil ratios: see calculations in Fig. 7.7a. For low reboil
ratios, the reactants cannot be recycled efficiently and high water purities in the
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Fig. 7.6 The Eastman RD process for methyl acetate manufacture. Adapted from Agreda et al.
[4]. The column composition profiles sketched on the right were obtained with an EQ model

bottom stream cannot be reached. On the other hand, if the reboil ratio is too high
then the residence time in the reactive section decreases, reducing conversion. The
sensitivity of the AcOH conversion to volumetric hold-up at each stage, V,
shown in Fig. 7.7b.

If the value of V, is less than about 2 m?, it is impossible to achieve the target
AcOH conversion of 98.5 %. For a reboil ratio of, say, 1.4 it is necessary to ensure a
Vg of at least 2.75 m’. Let us examine the hardware design factors that would meet
this hold-up requirement. Fig. 7.8a presents the calculations for the clear liquid
height and the volumetric liquid hold-up Vy, for a 5.7 m diameter column, operat-
ing at a range of superficial vapor velocities. We see from Fig. 7.8a that to achieve a
value Vg, = 2.75 m’, we need to operate at a superficial vapor velocity as low as
0.27 m/s, keeping the weir height at a high value of 140 mm. The operation of
the reactive section is in the bubbly flow regime. For the non-reactive section at
the top of the RD column, there is no corresponding requirement of liquid
hold-up and a much higher superficial vapor velocity of 1.27 m/s can be chosen,
along with a smaller column diameter of 2.8 m and a lower weir height of
80 mm: see Fig. 7.8b. The operation of the column is close to the transition be-
tween froth and spray regimes.
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Fig. 7.7 a) Acetic acid conversion
and purities of MeOAc and water in
leaving product streams as a function
of reboil ratio. The volumetric liquid
hold-up on each reactive stage Vi,

is set at 3 m’. b) Acetic acid con-
version as a function of the reboil
ratio for various liquid hold-ups on
each reactive stage
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(a) Column diameter: 5.7 m Fig. 7.8 The clear liquid height,
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Fig. 7.9 summarizes the hardware design of the RD column. Despite the large
column diameter required in the reactive section (5.7 m), it is interesting to note
that only 25% of the column volume is available for ‘holding up’ the liquid and
carrying out the reaction. The rest of the column volume is taken up by freeboard
above the tray that is necessary to minimize liquid entrainment to the tray above
that, causes flooding. Distillation tray columns are not efficient devices for carrying
out slow liquid-phase reactions.
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Fig. 7.9 Column configuration

and tray hardware design for RD ——»
column for methyl acetate MeOAc
manufacture
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Hardware for Heterogeneous Reactive Distillation

7.3.1
Different Hardware Configurations

For heterogeneously catalyzed processes, hardware design poses considerable
challenges. The catalyst particle sizes used in such operations are usually in the
1-3 mm range. Larger particle sizes lead to intra-particle diffusion limitations.
To overcome the limitations of flooding, the catalyst particles have to be enveloped
within wire gauze. Most commonly the catalyst envelopes are packed inside the
column. Almost every conceivable shape of catalyst envelope has been patented:
some basic shapes are shown in Figs 7.10-7.12.
These structures are the following.
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(a) spherical (b) Cylindrical container (c) wire gauze envelopes
baskets for catalyst particles
gas

Fig. 7.10 Various ‘tea-bag’ configurations. Catalyst particles need to be enveloped in wire gauze
packing and placed inside RD columns

Porous spheres filled with catalyst [13, 14], Fig. 7.10a.

Cylindrical envelopes [14], Fig. 7.10b.

Wire gauze envelopes with various shapes: spheres, tablets, doughnuts [15],
Fig. 7.10c.

Horizontally disposed wire mesh tubes containing catalyst [13, 16, 17], Fig. 7.11.
Catalyst particles enclosed in cloth wrapped in the form of bales [18-20]. This is
the configuration used by Chemical Research & Licensing (CR&L) in their RD
technology. Pockets are sewn into a folded cloth and then solid catalyst is loaded
into the pockets. The pockets are sewn shut after loading the catalyst and the
resulting belt or ‘catalyst quilt’ is rolled with alternating layers of steel mesh to

Fig. 7.11 Wire gauze tubes containing
catalyst




Fig. 7.12 Catalyst bales licensed by CR&L

7 Hardware Selection and Design Aspects for Reactive Distillation Columns

form a cylinder of ‘catalyst bales’ as shown in Fig. 7.12. The steel mesh creates
voids to allow vapor traffic and vapor-liquid contact. Scores of these bales are
installed in the reactive zone of a typical commercial RD column. Bales are
piled on top of each other to give the required height necessary to achieve the
desired extent of reaction. When the catalyst is spent, the column is shut
down and the bales are removed and replaced with fresh ones. Improvements
to the catalyst bale concept have been made over the years [14, 21]. The hydro-
dynamics, kinetics, and mass-transfer characteristics of bale-type packing have
recently been published [22-26].

Catalyst particles sandwiched between corrugated sheets of wire gauze [18, 27—
29], see Fig. 7.13. Such structures are being licensed by Sulzer (Katapak-S)
and Koch-Glitsch (Katamax). They consist of two pieces of rectangular
crimped wire gauze sealed around the edge, thereby forming a pocket of
the order of 1-5 cm wide between the two screens. These catalyst
‘sandwiches’ or ‘wafers’ are bound together in cubes. The resulting cubes
are transported to the distillation column and installed as a monolith inside
the column to the required height. When the catalyst is spent, the column is
shut down and the packing is removed and replaced. Information on the
fluid dynamics, mixing, and mass transfer in such structures is available
[30-34]. The important advantage of the structured catalyst sandwich struc-
tures over the catalyst bales is with respect to radial distribution of liquid.
Within the catalyst sandwiches, the liquid follows a criss-crossing flow
path. The radial dispersion is about an order of magnitude higher than in
conventional packed beds [32].
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Fig. 7.13  Structured catalyst-sandwiches: cubical collection; d) the sandwich elements
a) catalyst sandwiched between two corrugated arranged in a round collection. Photographs of
wire gauze sheets; b) the wire gauze sheets are the structure, along with CFD simulations of
joined together and sewn on all four sides; the liquid flow within the sandwiches can be
c) the sandwich elements arranged into a viewed at: http://ct-cr4.chem.uva.nl/strucsim

Another possibility is to make the packing itself catalytically active. This is the
strategy adopted by Flato and Hoffmann [35] and Sundmacher [36]. Raschig
ring-shaped packing is made catalytically active, Fig. 7.14. The catalyst rings can
be prepared by block polymerization in the annular space. Their activity is quite
high, however, osmotic swelling processes can cause breakage by producing
large mechanical stresses inside the resin. An alternative configuration is the glass-
supported precipitated styrene-divinylbenzene copolymer, which is subsequently
activated by chlorsulphonic acid.

A further possibility is to coat structured packing with zeolite catalysts [37],
Fig. 7.15a. This concept has not been put into practice for the following reasons [38].

« The amount of catalyst that can be loaded in a column in this manner is small
compared with addition of catalyst pills or homogenous catalyst.

« Coating or impregnation of catalyst materials on metal surfaces is expensive.

« Production of catalyst materials in the shape of distillation packing is also expen-
sive.

« There is presently no generic manufacturing method that can produce different
catalyst materials as coatings or structured packing economically.
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Fig. 7.14 Catalytically Block polymer
active Raschig ring.
Adapted from Sund-
macher [36]

v Glass supported

precipitated
polymer

The catalyst can also be ‘cast’ into a monolith form and used for counter-current
vapor-liquid contact, Lebens et al. [39] have developed a monolith construction con-
sisting of fluted tubes, Fig. 7.15b. The monolith construction has good gas-liquid
mass-transfer characteristics.

Catalyst envelopes can also be placed in an RD tray column and many configura-
tions have been proposed. Vertically disposed catalyst-containing envelopes can be
placed along the direction of the liquid path across a tray [40], Fig. 7.16. These
envelopes are almost completely immersed in the froth on the tray, ensuring

(a) coated (b) fluted tubes
structured packing

Fig. 7.15 a) Structured
packing coated with catalyst;
b) fluted catalyst monolith
tubes
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liquid outlet Fig. 7.16 Catalyst
envelopes placed
along the liquid flow
path. For photographs
of this configuration,
along with CFD ani-
mations of the flow
visit the web site:
http://ct-crd.chem.
uva.nl/kattray

liguid inlet

good contact between liquid and catalyst. Furthermore, since the vapor and liquid
phase pass along the packed catalyst in the envelopes, and not through them, the
pressure drop is not excessive. The catalyst containers also serve to ensure plug
flow of liquid across the tray. CFD simulations have been used to study the hydro-
dynamics of such structures [10, 11].

Catalyst envelopes can be placed within the downcoming stream, or at the exit of
the downcoming stream [41, 42], Fig. 7.17. The primary drawback is the limited

liquid |

catalyst in wire\

gauze envelope

liquid
|

vapor

Fig. 7.17 Counter-current vapor—liquid—catalyst contact in trayed columns: catalyst in envelopes
inside, and at the exit of downcoming stream
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Fig. 7.18 Alternating packed layers of catalyst
and non-reacting trays

1 R AT liquid

vapor

volume available for catalyst inventory. The vapor does not pass through the cata-
lyst envelopes.

Trays and packed catalyst sections can also be used on alternate stages [43, 44],
Fig. 7.18. The vapor flows through the packed section up a central chimney without
contacting the catalyst. The liquid from the separation trays is distributed evenly
into the packed reactive section below by a distribution device.

Other designs have been proposed for tray columns with catalyst-containing
pockets or regions that are fluidized by the upflowing liquid [44—47]. Catalyst attri-
tion is a concern in a fluidized environment, but this can be taken care of by filtra-
tion of the liquid and by the make-up of the catalyst.

7.3.2
Hardware Selection Aspects

The ‘ideal’ hardware configuration is one that offers: maximum catalyst hold-up in
the column, good gas-liquid and liquid-solid contact and mass transfer, and low
pressure drop. These three requirements cannot all be met by the same packing
and most hardware choices represent compromises. Consider, for example, use
of the active Raschig rings in the reactive section of an RD column. This packing
provides intimate contact between gas, liquid, and catalyst and, as a consequence,
the pressure drop is extremely high. In structures such as catalytic bales and Ka-
tapak-S, preferential passages (‘open’ channels) are offered for flow of gas while
the liquid is forced through the catalyst-containing envelopes. The vapor only
comes into contact with the liquid at the cloth surface and some entrained liquid
drops within the open channels. Consequently the pressure drop is low, but the
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vapor-liquid mass transfer is also low. The gas-liquid contact is much poorer than
for Raschig rings: low pressure drop is not compatible with good mass transfer.
To illustrate the quantitative differences, we present the calculations of Baur and
Krishna [48] for Raschig rings, of 1 in. size, and catalytic bales for use in the reac-
tive section of an RD column for synthesis of tert-amyl ether (TAME), Fig. 7.19.
Correlations for pressure drop and mass transfer were taken from literature
sources [22, 23, 49, 50]. From Fig. 7.19a we conclude that with Raschig rings, to
avoid danger of flooding, the column diameter has to be much higher than for
bales. However, from Fig. 7.19b we note that the mass-transfer performance of
bales is about a factor three times lower than that of Raschig rings; therefore
the height of the reactive section has to be higher in order to meet the require-
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Fig. 7.20 Schematic of column con- Raschig Rings 1 in Bales
figurations for TAME synthesis with

Raschig rings and Bales in the reactive
sections. Adapted from Baur and
Krishna [48]

7.1m

4.5m

Reactive section

178 m
Reactive section

3.3

ments of in-situ separation. Two column configurations for TAME, with Raschig
rings and bales, both designed for the same yield and product purity, are shown
in Fig. 7.20. In general, we would prefer to build tall slim columns rather than
short fat ones, because the primary column cost determinant for high-pressure sys-
tems, excluding internal column cost, depends on the column diameter not the
height.

7.4
The Side-Reactor Concept

One approach to solving the incompatibility in the requirements of reaction (high
liquid or catalyst hold-up) and separation (high vapor-liquid interfacial area) is to
employ the side-reactor or external reactor concept [51], Fig. 7.21. The liquid is
withdrawn from stage j, passes through the side reactor, and is fed back to the
column at stage k. The amount of liquid pumped around, Lgps = Rps L;, where
Rpy is the pump-around ratio. By providing adequate residence time for reaction,
equilibrium conversion is achieved in the side reactor.

For the production of MeOAc, let us compare the RD column with a distillation
column with either three or five side reactors, Fig. 7.22. The side-reactor could be a
tubular reactor, packed with, say, Amberlyst-15 for acid catalysis. It could also be a
homogeneous liquid-phase tubular reactor, catalyzed by H,SO,. Clearly the location
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Fig. 7.22 Alternative configurations for MeOAc production: a) RD column; b) distillation column
with three side reactors; c) distillation column with five side reactors
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Fig. 7.23 Comparison 100 ~
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and positioning of the side-reactors needs to be optimized; the optimum solutions
are indicated in Fig. 7.22b and ¢, taking Rpy = 1. For these three- and five-side-
reactor configurations, the AcOH conversions are compared in Fig. 7.23 with
that of the RD column, for a range of reflux ratios. We note that maximum conver-
sion achievable in the side-reactor concept is lower than for the RD configuration.
Use of a higher pump-around ratio Rp, = 5, makes the five-side-reactor configura-
tion approach the performance of an RD column.

The (non-reactive) distillation columns linked to the side reactors can be much
smaller in diameter than the RD column and no specially designed trays (e.g.,
with higher weirs or additional sumps) or proprietary devices such as Katapak-S
are necessary. The side-reactor concept is particularly attractive when the conver-
sion requirements are not as stringent as assumed in the MeOAc case study above.

7.5
Conclusions

The hardware selection and design aspects for RD columns are not the same as for
conventional distillation columns. In RD columns we need to aim for high liquid
or catalyst hold-ups in the column, whereas in conventional distillation columns
we usually aim for high throughput and high vapor-liquid interfacial area. For
homogeneous RD, we would prefer to operate the tray column at very low super-
ficial vapor velocities in the bubbly flow regime. For heterogeneous RD columns,
the choice of hardware is even more difficult because it is nearly impossible to
reconcile the conflicting requirements of high catalyst hold-up, low pressure
drop and good vapor-liquid contact.
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Many of the conflicting hardware issues can be resolved by de-coupling the
separation and reaction function by employing the side-reactor concept.
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8
Development of Unstructured Catalytic Packing
for Reactive Distillation Processes

U. Kunz and U. Hoffmann

8.1
Introduction

The introduction of lead-free gasoline brought about a new technical process on a
large scale: reactive distillation (RD). Although the principle of this process had
been known for many years [1], the need to produce huge quantities of ethers as
antiknock enhancers caused rapid development of this technique: more than
14 X 10° tonnes/year of ethers are produced. The catalysts for the production
of methyl-t-butylether (MTBE), t-amylmethylether (TAME), or ethyl-t-butylether
(ETBE), which are the main products for the fuel market, are acidic ion-exchange
resins. The most important type is based on cross-linked polystyrene that is sulfo-
nated to create the active acid sites. These resins are produced as beads of less than
3 mm in a suspension polymerization process.

In an RD process, two operations are coupled and run simultaneously. One
operation is chemical synthesis and the other is separation by distillation, enabling
a shift in composition to drive equilibrium-limited reactions to higher conversion.
In this chapter we summarize some of our published papers and extend the work
to other applications of polymer carrier composite materials and components.

8.2
Requirements for RD Catalytic Packing

Before we started our work on catalyst development, we examined the require-
ments for catalytic packing in RD columns. From the standpoint of chemical
synthesis, high activity per volume is favorable, activity and selectivity of the cata-
lyst should be high, good accessibility of the active sites is required, and stability
with regard to chemical aspects and mechanical strength is necessary. For good dis-
tillation performance the catalyst needs to have a large geometrical surface area for
enhanced mass transfer, low pressure drop, good separation properties, good
wetability, and good mechanical strength, to mention the most important proper-
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ties. A cost-effective and easy production process is required by both. The integra-
tion of chemical synthesis in a distillation column will always be a compromise be-
tween the requirements of the two unit operations.

83
State of the Art: Catalytic Packing for RD Processes

8.3.1
Commercial Packing

Commercial catalytic packing for RD processes is done by wrapping: ion-exchange
resin beads are sewn into glass-fiber cloth and rolled into bales (CDTech, Passa-
dena, Texas) or put into wire mesh or perforated metal sheets (Sulzer, Winterthur,
Switzerland, similar to the methods of Koch Engineering or Montz). Fig. 8.1 and
Fig. 8.2 show examples [2, 3].

This packing fits the column diameter or a few pieces of packing are arranged across
the column diameter; Fig. 8.3 shows an RD column equipped with catalytic bales [4].

In addition to commercially available packing there are other approaches to
wrapping ion-exchange resins. One idea is to use small tetrahedral wire packages:
this was also patented by the CDTech company, Fig. 8.4 [5].

The benefit of wrapping is that a wide variety of catalysts can be used, but pro-
duction is rather complicated and expensive. The pressure drop is relatively low
compared with packed beds, but the mass-transfer characteristics are poorer, lead-
ing to longer columns. Filling and removing this packing into and out of the
columns causes relatively long shut-off times. The catalyst particles are not
anchored to the packing, so they can move. This can lead to abrasion damage,
allowing the catalyst to leave the desired section of the column, which can only
be prevented by using very fine mesh, but this has adverse effects on mass
transfer between the fluid phase and the catalyst.
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Fig. 8.1 Catalytic bales of the CDTech company
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4 Fig. 8.3 RD column with catalytic bales
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Fig. 8.4 Wire mesh filled with catalyst

83.2
Alternative Concepts

In addition to commercial packing there are several other methods described in the
literature for preparing catalytic packing materials for RD purposes; the concepts
can be divided into two approaches.

« Catalysts made of pure catalytic material.
« Catalysts supported on carrier materials.

8.3.2.1 Catalysts Made of Pure Catalytic Material
All catalysts used in the wrapping technique described above belong to the first
group. The beads are pure polymer, completely sulfonated.

To avoid wrapping, Spes was the first to prepare monoliths of polymer with
acidic properties [6]. He mixed ion-exchange beads with inert thermoplastic poly-
mer and sintered this mixture. The temperature control of the sintering process
is critical: if it is too hot the resin beads are plugged by the molten thermoplastic
polymer. To stabilize the bodies during sintering, activated carbon or other struc-
tural promoters are needed. To ensure accessibility of the active sites, sodium chlor-
ide was used as a pore-forming agent, but after removing the salt by washing, the
catalyst has to be transformed to the hydrogen form. The size of the porous bodies
was several centimeters. Mechanical stability was not good because of swelling.

The low mechanical stability is caused by the large dimensions of the bodies pre-
pared by Spes. To avoid this, Fuchigami decreased the size of the sintered bodies
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[7]. He prepared 7 mm diameter tablets, but these are too small for RD processes
because of the pressure drop. Both authors suggested methylacetate decomposition
as a field of application.

Chaplits prepared similar products in an extruder [8]. The main difference was
that he extruded copolymers consisting of cross-linked polystyrene with a thermo-
plastic polymer. As a pore-forming agent water was used in the extrusion process.
Acid sites are created by sulfonation of the cut extrudates. As an application,
t-butanol production from water and isobutylene was suggested.

Yoshioka prepared fibers with ion-exchange properties [9, 10]. Polypropylene and
polystyrene were melted and fibers produced. Then the fibers were cross-linked
and functionalized by treatment with paraformaldehyde, acetic acid, and sulfuric
acid. The fibers can be woven into fabrics that can be used in RD processes.

Rehfinger prepared Raschig rings by copolymerization of styrene and divinylben-
zene [11]. To create a macroporous resin he used organic solvents as the pore-form-
ing agent. The polymerization was performed in a mold, resulting in a tube that
was cut into Raschig rings. After sulfonation, acidic ion-exchange resin was obtain-
ed. The rings were used for MTBE synthesis. As for all pure polymer catalysts, they
have the disadvantage that swelling forces (unavoidable in different reaction mix-
tures) cause a change in volume. The swelling forces can be sufficient to fracture
the catalyst.

8.3.2.2 Catalysts Supported on Carrier Materials

Supported catalysts were prepared by Smith [2]. Carrier materials of various shapes
were coated with solutions of monomers, which were then polymerized by UV
light, creating a surface film. Mechanical stability was poor. Swelling forces led
to crumbling of the film, loss of adhesion, and loss of polymer. The ion-exchange
capacity was poor because only the outer surface of the carrier is available for
polymer attachment.

Childress evaporated solutions of polymers on the surface of carrier materials
[12]. To avoid removal of the polymer by swelling forces, he heated the polymer
above the melting point. This led to a non-porous polymer coating on the outer sur-
face of the carrier.

Hiramatsu also prepared films on a carrier material [13]. Halogenated polymers
containing noble metals were prepared on the carrier surface. These catalysts had
no acidic properties; they were used in hydrogen peroxide synthesis.

Bareis et al. and Eiceman impregnated porous powders with polymers and sul-
fonated them to get an acidic ion-exchange catalyst [14, 15]. The powders were used
in chromatographic applications. The resins were non-porous, so pore-forming
agents were not used.

Dromard impregnated porous inorganic carrier materials (4 ym-5 mm) with
solutions of monomers and polymers [16]. After evaporation of the solvent, films
on the carrier surface were obtained. These catalysts can be activated with sulfonic
or phosphonic acid groups. The catalysts were used for the production of silicones.
The preparation procedure seems to be problematic, because during polymeriza-
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tion the carrier material particles adhere to each other leading to difficulties in
removing them from the polymerization reactor.

We tried to sulfonate polystyrene tubes, but this led to unstable products. The
sulphonic acid group needs a space in the polymer resulting in breakage of the
tubes. Pre-swelling in solvents did not solve this problem.

We tried coating inorganic carrier materials by gluing commercial resin beads to
the carrier surface, but this was not successful. Most glues are not stable in organic
solvents, so the beads leave the carrier material and glue enters the reaction mix-
ture. Even if the glue is stable in the solvent, the swelling of the ion-exchange beads
prevents them remaining attached. The swelling forces in ion-exchange resins can
reach several hundred bar, making it impossible to keep the resin beads anchored
to a surface by gluing.

To summarize the state of the art reported in the literature: all the methods de-
scribed do not take into consideration the requirements of RD processes. The
methods result in films on carrier surfaces not adhering to the support over a
long time. The films are not porous, so mass transfer will be slow. The preparation
procedures require the handling of highly viscous polymer mixtures or solutions,
resulting in agglomeration of the carrier material particles during preparation. In
principle thin films allow only small polymer load on the support, leading to low
ion-exchange capacities not attractive for technical processes. With one exception
[11] the fact that all resins for MTBE synthesis are macroporous was not imple-
mented in the preparation procedures.

8.4
New Catalyst Concept: Porous Polymer/Carrier Composite

To develop a new catalyst for etherification reactions in RD processes we tried to
use all the information available in the literature. The first aim was to develop a
catalyst for the production of MTBE from isobutylene and methanol.

The general formula for the etherification reaction of olefins with alcohols is
given in Fig. 8.5.

From the literature it is well known that this etherification reaction requires an
acidic catalyst. In industrial processes ion-exchange resins with sulfonic acid
groups are in use. The structure of this cross-linked resin is depicted in Fig. 8.6

To have a catalyst that can compete with the existing materials we decided to pre-
pare a catalyst that also contains sulfonic acid groups. To compile the requirements
for the new catalyst, kinetic data for MTBE synthesis [11, 17] and information on
chemical [18] and mechanical [19] stability of ion-exchange resins under the reac-
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Fig. 8.5 Etherification of olefins with alcohols
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sulfonic acid catalysts
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styrene-divinylbenzene
copolymers
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tion conditions of RD columns were evaluated. In [11] the rate equation for the
MTBE synthesis is given in activities, the first approach to do this for a process
of industrial relevance.

It is known that the kinetics of the MTBE synthesis has a negative reaction order
with respect to methanol. That means that at lower concentrations of methanol the
reaction towards MTBE becomes faster. A faster reaction means that the concentra-
tion of the reactant methanol decreases inside the catalyst. On the other hand the
concentration of isobutylene increases inside the catalyst. If this happens, the side
reaction of dimerization of isobutylene occurs, lowering the selectivity towards
MTBE. This effect can also be seen if the size of the catalyst particles is decreased.
Smaller particles are more selective than large ones; large particles are deactivated
by plugging the catalyst with dimer, starting from the center of the particle. Only
an outer shell is the active part of the catalyst particle.

To produce a highly selective catalyst it is necessary to prepare the catalyst as a
fine powder or to prepare a catalyst in which only the outer surface contains active
sites. The decrease in size will cause problems with an RD column as reactor. Fine
powders can only be handled in a slurry reactor, but this is not advantageous be-
cause we have a reaction that is equilibrium limited. For such a reaction a distilla-
tion column is superior. So the catalyst particles should be large enough to give a
low pressure drop. The preparation of a shell catalyst will result in high selectivity
but also in low activity because the outer surface of suitable catalyst particles is too
low to make this concept attractive for an industrial application.

Commercial catalysts for MTBE synthesis are macroporous. The diffusion of
methanol inside the macropores of the catalyst is the rate-determining step of
the reaction to MTBE. In the gel phase of the catalyst there is no mass-transport
limitation [11]. A factor influencing macroporosity is the degree of cross-linking.
The higher the cross-linker concentration, the more of the polar compound enters
the catalyst. So cross-linking is a factor influencing selectivity. The higher cross-
linking is, the higher selectivity should be. The degree of cross-linking can only
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be adjusted between certain limitations. At very high cross-linking the polymer be-
comes brittle, and catalyst damage by mechanical forces can happen easily. A com-
promise is to use a medium cross-linker concentration of 5-20 %.

We mentioned that MTBE synthesis has a special kinetic behavior. Depending on
the concentration of methanol in the feed, the reaction rate can be very fast at low
methanol concentrations or rather fast at high methanol concentrations (a range
from about 2 to 160 mol/m® s~ is covered). The reasons for this are mass-transport
effects in the pores of the catalyst. To avoid this, the pores in the new catalyst
should be large: larger than in commercial macroporous resins.

Styrene-divinylbenzene cross-linked resins with sulfonic acid groups can be used
up to 110-120°C. Exceeding this temperature range will result in a loss of acid
groups. Desulfonation will occur at elevated temperatures. Resins with higher
cross-linking will deactivate faster than those with low cross-linking because the
concentration of acidic sites is higher (lower swelling at higher cross-linking). A
high concentration of acidic sites means a high concentration of that catalyst
that catalyses the desulfonation. The acidic sites catalyze their own deactivation.
So the degree of cross-linking should be low for good chemical stability at elevated
temperatures.

From this evaluation, taking an RD column as a reactor into consideration, the
resulting requirements for the new catalyst can be summarized in Table 8.1.

As a result it is clear that the new catalyst can not be prepared easily. Some re-
quirements are contradictory. A compromise is necessary to produce a product that
fulfils the technical requirements.

As mentioned in Table 8.1, the catalyst should have small particle size to en-
hance selectivity. The smallest size that one can imagine is a monomolecular
layer of active sites on a large pore support. From the literature it is known that
silanes can react with silanol groups of inorganic carrier materials [20]. Suitable
carrier materials are silica or glass. So we calculated what ion-exchange capacity
can be obtained if the surface of megaporous glass Raschig rings is covered with
trichlorophenylsilane. Reaction of the chloro groups with the silanol groups of

Table 8.1 Requirements and reasons for the requirements for a reactive distillation catalyst

Requirement Reason for the requirement

Small catalyst particles high selectivity for MTBE

High ion-exchange capacity high activity per volume

Large pores high reaction rate

Sulfonic acid groups as active sites well known active etherification catalyst
Shape of a Raschig ring reactor is reactive distillation column
Large size low pressure drop

High mechanical stability resistance to swelling forces
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the glass will lead to a chemically bound aromatic ring that can be sulfonated. Tak-
ing the data from the literature for the density of silanol groups on silica and the
technical data of the Raschig rings (40 m?/L), it is clear that the obtainable ion-ex-
change capacity is very low. Even if silica with high surface area is used only ion-
exchange capacities in the range of some microequivalents H/g are obtainable
[21]. This is not attractive for a technical application. In addition the pores of silica
are smaller compared with macroreticular ion-exchange resins, probably causing
even more problems with mass-transfer effects.

So we decided to establish a catalyst concept that makes use of the pore volume
to incorporate ion-exchange resins. The information obtained from the literature
revealed that it is not wise to try to anchor the catalytic polymer to the surface be-
cause swelling forces will break this linkage. Only the concept that makes use of
the pore volume to attach the polymer allows high ion-exchange capacities suitable
for technical processes.

8.4.1
Requirements for the Carrier Materials

The first step was the choice of suitable carrier materials. Supports with pores in
the nanometer range were discounted, mass-transfer limitations could occur. The
task is to incorporate fine polymer particles into the pore volume of the carrier.
Polymer particles from known preparation methods are rather large, so this also
requires large pores. The requirements for a suitable carrier material are given
in Table 8.2.

Table 8.2 Desired properties of the carrier materials

Large pore volume

Open, interconnected pores

Large pores in the micrometer range
High mechanical strength

Inert in the polymerization step

Stability during all preparation steps

Suitable materials are ceramics and glass. In principle natural materials are also
possible, for example pumice. That would be a very cheap material, but natural
minerals could contain ions that could interfere with the active sites of the incor-
porated resin. So this is not a good material choice. In Table 8.3 a compilation of
selected materials is given.

The pore diameter covers a wide range and is larger than for standard catalyst
supports; such materials are called ‘megaporous’ [22].
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Table 8.3 Selected carrier materials suitable for the preparation of polymer/carrier catalysts

Carrier material Shape Pore diameter Pore volume
Mullit ceramic structured packing 0.15 pm 35%
Porous glass Raschig ring 9 mm 60-300 pm 55-60%
Alumina foam X-size 2 X 1 X 1 cm 0.1 mm 85%

Glass foam Irregular pieces 2 cm 0.2 mm 75 %
Silicon carbide foam Irregular pieces 2 cm 1.5 mm 80 %

8.4.2

Requirements for the Polymerization Process

Our aim was to incorporate small polymer particles into the pore volume of the
carrier. So the next step was the evaluation of polymerization methods to reach
that aim. The requirements for the polymerization process are listed in Table 8.4.

Commercial ion-exchange resin beads are produced in a suspension polymeriza-
tion, in which small droplets of monomer are dispersed in water and radical initia-
tors in the monomer start the polymerization. This method can not be used for our
intended catalyst preparation because it is not possible to stir a suspension in the
pores of a carrier. The particles from suspension polymerization are too big for our
purposes.

Emulsion polymerization gives very small polymer particles, but the use of an
emulsifier keeps the particles separated. The polymer particles are removed by con-
vective flow through the carrier, so this process also is not suitable.

Polymerization in solution leads to a solution of the polymer in the chosen sol-
vent. To prepare a polymer phase inside pores, evaporation of the solvent would be
necessary. This leads to a polymer film on the surface of the carrier that does not
adhere firmly on the surface.

Table 8.4 Requirements for the Polymerization process of polymer/carrier catalysts

Application inside the porous structure of a carrier
Homogeneous polymer distribution inside the carrier material
Adjustable polymer load

High degree of polymer dispersion

Easy removability of additives from the polymerization reaction
Extension of the preparation process to different monomers
Low residues of additives from the polymerization reaction
High reproducibility

Easy and cost effective
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Finally we decided to use precipitation polymerization (dispersion polymeriza-
tion). This gives small polymer particles. In classical dispersion polymerization a
detergent is used to keep the reaction mixture stirable and to produce isolated
single particles, but we omitted the detergent to interconnect the particles by poly-
mer bridges. This results in a stable polymer phase consisting of small particles
that are interconnected.

8.5
Preparation of Sulfonated lon-Exchange Polymer/Carrier Catalysts

The precipitation polymerization takes place in a batch reactor. Azoisobutyronitrile
is used as the radical initiator, and styrene and divinylbenzene were chosen as
monomers. A solution of the monomers in a long-chain hydrocarbon liquid is pre-
pared [23]. After a clear solution has formed the megaporous glass Raschig rings
are immersed in the solution, vacuum was used to remove the air from the
pores, and the polymerization was initiated by heating. Fig. 8.7 shows the course
of the precipitation polymerization in the pore volume of the carrier.

At first there is a homogeneous solution of the monomers in the solvent; heating
initiates chain growth. After about 3 h the macromolecules formed are no longer
soluble in the solvent (the solvent needs to be a good solvent for the monomers but
a bad solvent for the polymer). First polymer particles are formed: the concentra-

.
. *
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D . .
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T = 0 Homogeneous solution T < 3h Formation of oligoradicals

T =3 h Start of precipitation T > 3h Particle formation and growth
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Fig. 8.7 Course of precipitation polymerization inside carrier materials
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Fig. 8.8 SEM image of a polymer/carrier composite

tion of the monomers is still high. Monomer molecules diffuse to the existing par-
ticles and there is further growth. When the particles have reached a certain size
they touch each other. Still monomers diffuse to the particles and are added to
the particles by the polymerization reaction. This leads to the polymer bridges
we can see in Fig. 8.8. In Fig. 8.9 typical dimensions of the polymer/carrier com-
posite materials are given.

Fig. 8.10 shows a comparison between the smallest available fraction of commer-
cial resin beads (50-500 um) and the particles from our preparation method. The
dark areas in the picture are the pores, the white area is the glass carrier. The small
white dots in the dark area are the polymer particles. This SEM image shows that
the size of the polymer particles is several micrometers. This is much smaller than
commercial resin beads. Between the particles are large pores with a diameter in
the micrometer range. This morphology is beneficial for good mass transfer

It is evident that the small size of the polymer particles will lead to better active
site accessibility. The pores between the particles are megapores, enabling convec-
tive flow through the catalyst at low pressure gradients.

After the polymerization step the styrene-divinylbenzene copolymer is activated
by sulfonation with chlorosulfonic acid. The result is a polymer/carrier composite
material that is a universal heterogeneous catalyst with the shape of a Raschig ring,
well-suited for RD purposes.
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Fig. 8.9 Typical dimensions inside polymer/carrier composite materials

Fig. 8.10 Comparison of polymer particle size of polymer/carrier composites with commercial
resin beads
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Table 8.5 compares technical data of the new catalyst with a well-known Amber-
lyst ion-exchange resin.

Table 8.5 Comparison of amberlyst 15 with polymer/glass Raschig rings

Parameter Amberlyst 15 Polymer/glass Raschig ring
Shape bead Raschig ring

Diameter [mm)] 0.3-1.2 9 X9 X2

Polymer load [wt.-%] 100 10-30

Crosslinking [wt.-%)] 20 2-20

Capacity [meq H"/g] 5 0.5-1.4

BET surface area [m?/g] 50 about 0.7

Pore diameter [nm] 29 1000-10 000

Microparticle diameter [nm)] 80 500-5000

8.6

Performance of Polymer/Carrier Catalysts

By precipitation polymerization polymer/carrier catalysts with different properties
were prepared. Table 8.6 gives properties of some samples.

As a test a continuous stirred tank reactor was used. Pressure was adjusted to
keep the reactants in the liquid phase (2.0 MPa) and the reactants were fed at tem-
peratures of 60—90°C at a flow rate of 20 mL/min. The isobutylene concentration
was kept constant at 6 mol/L. The methanol concentration was varied from 0.1 to
8.6 mol/L.

Table 8.6 Properties of the prepared and tested polymer/carrier-catalysts. The degree of cross-
linking is 7.5 % by weight for all samples, balanced with styrene

GFP-15 GFP-2  GFP-12 GFP-10

Steps of precipitation 1 1 2 2

Concentration of monomers [mol/]] 1.3 1.8 1.4 1.8
Content of resin [wt.-%)] 11 17 24 30
Ion exchange capacity [meq H'/g] 0.5 0.8 1.2 1.4

Ion exchange capacity of resin content [meq H'/g] 4.9 4.8 4.9 4.8
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8.6.1
Influence of Polymer Content and Reactant Concentration

In Fig. 8.11 the global observed reaction rate against methanol concentration is de-
picted for four catalyst samples with different polymer content. In general, higher
polymer content leads to lower activity for MTBE synthesis per active site. Only at a
very low polymer content is the typical MTBE kinetic pattern observed. This differ-
ence from regular MTBE kinetics, as measured by Rehfinger and others [11, 17], is
because the transport of isobutene may become mass-transport limited, as well as
the mass-transport limitations of methanol within the macropores of the catalyst.
The reason for mass-transfer limitations for isobutene may be gel phase diffusion
inside the polymer particles. The polymer spheres formed during precipitation
polymerization are non-porous particles much bigger than the microspheres in
commercial ion-exchange resins. By increasing the polymer content, larger parti-
cles are formed. However, the polymer spheres of the new catalysts are much smal-
ler than commercial ion-exchange resin beads.

The dimerization of isobutene (DIB formation) is the only observed side reac-
tion. Fig. 8.12 shows the influence of methanol concentration on DIB formation,
which increases with decreasing methanol concentration. In general this is ex-
pected, because at low methanol concentration active sites are available for this
side reaction. In commercial macroporous ion-exchange catalysts (such as Amber-
lyst 15) the by-product formation starts when MTBE synthesis reaches its maxi-
mum rate. This is only the case for the GFP-15 catalyst with the lowest polymer
content. At higher polymer content the behavior changes. The reaction shows no
ignition behavior. In general the dimerization rate falls with increasing polymer
content. This indicates a mass-transfer limitation for isobutene in the polymer
spheres.
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Fig. 8.11 Effect of polymer load on MTBE synthesis using a polymer/carrier catalyst
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Fig. 8.12 Influence of polymer load on the formation of isobutene dimer

8.6.2
Influence of Reaction Temperature

In RD processes isothermal operation of the catalyst bed is not possible. At the top
of the column temperatures in the range of 60 °C are common, with higher tem-
perature towards the bottom. Higher temperatures enhance the reaction more than
mass transfer. Therefore mass-transport phenomena will have more pronounced
effects at higher temperatures. We tested the catalysts at temperatures of 60, 75,
and 90°C. The results are shown in Fig. 8.13 and Fig. 8.15 for polymer/carrier
catalysts with different polymer content. GFP-15 is a catalyst with low polymer
content; GFP-12 has twice the polymer content of GFP-15. GFP-15 was chosen
because it shows the classical MTBE kinetic pattern. GFP-12 was tested in an
RD column.

As expected the maxima for GFP-15 are shifted towards higher methanol con-
centrations with increasing temperature. GFP-12 shows no maximum: rising tem-
perature and increasing methanol concentration lead to higher reaction rates. At
low methanol concentration both catalysts give a lower reaction rate.

To estimate the operating region of the catalysts, activation energies were mea-
sured. For GFP-12 the effective activation energy is 42 kJ/mol, for GFP-15 the
value is 74 kJ/mol. This indicates that internal mass-transport phenomena influ-
ence the observed reaction rates. The activation energy for MTBE synthesis without
internal mass-transport limitations should have a value of 92 kJ/mol [11].

At 90 °C the GFP-15 has observed rates more than twice the rate of GFP-12. De-
spite having only half the polymer content per volume fraction of GFP-12, GFP-15
has the same catalytic performance in MTBE synthesis. Regarding selectivity, it is
more advantageous to use GFP-12 in the region of low methanol concentration and
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high temperature. This can be seen in Fig. 8.13, Fig. 8.14, and Fig. 8.15. So we re-
commend the use of a low polymer content polymer/carrier catalyst at the top of
the tower and a high polymer content polymer/carrier catalyst at the bottom.

Polymer/carrier Raschig rings have shown high activity and selectivity during
tests in a laboratory RD column. Detailed investigations on this new catalyst
have been reported [24].
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Fig. 8.13 Influence of temperature on MTBE synthesis with polymer/carrier catalysts

ED L e e e e

g

BD -

I Cobalvat GFP-12 Reacilon lemparatuea:
L Feain contenls 24 wh & = 4
r T B rmiali A T-363K

40—. E
sn_ry_/._/——-,-" _

zu_ﬁ N ]

T 7Y RN RN RNAR N A RSN NI ST R

Eff. reacllen rale, rpy Crornal fstag)]

2 ) 4 5 8 T
Mlethanol concentration, gy [rnalil]

Fig. 8.14 Influence of temperature on MTBE synthesis with polymer/carrier catalysts



[N

Development of Unstructured Catalytic Packing for Reactive Distillation Processes

Eff. reaclion rate, rys Immol/{s*eqg)]

1
1 a5

1 15 2 25 .5
Iethenol concentration, cpqany Cmolfd

Fig. 8.15 Influence of temperature on the formation of diisobutene by using polymer/carrier
catalysts with different polymer load

8.6.3
Influence of Cross-Linking

To investigate the influence of cross-linking and polymer content, samples with
two different amounts of cross-linking and different polymer loading were pre-
pared. This was done by varying the monomer concentration in the precipitation
polymerization step. The lower polymer content was 11 %, the upper content
was 24 %.

8.6.4
Influence of Cross-Linking at Low Polymer Content

Fig. 8.16 shows the effective reaction rate for the synthesis of MTBE for three
catalyst samples with different cross-linking and a low polymer content of 11 %.
More cross-linking shifts the expected maximum of the MTBE reaction rate to
lower methanol concentrations. In general, with more cross-linking the ratio of
the polar compound to the non-polar reactant will rise. For MTBE synthesis this
means that a high cross-linked resin contains more methanol. In the kinetics of
MTBE synthesis methanol has a negative reaction order, resulting in reaction
rate curves with a maximum [11, 17]. In addition, high cross-linking results in
low swelling of the polymer. This causes larger pores and higher porosity com-
pared with less cross-linked resins. Large pores limit methanol transport less.
This behavior is observed for the new catalyst also, but only at low polymer loading.
For the activity in the catalytic reaction this means that cross-linking is a parameter
that can be used to adjust the catalytic activity in MTBE synthesis for a given bulk
fluid composition. However, this parameter influences selectivity. The main side
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Fig. 8.16 Influence of cross-linking of polymer/ceramic ion-exchange catalysts on the activity of
the MTBE synthesis at low polymer loading

reaction in MTBE synthesis is DIB formation. Fig. 8.17 shows the influence of
cross-linking on this side reaction. By-product formation starts earlier with low
cross-linking. At high cross-linking this reaction arises later, but with a steeper
slope. The reason for this behavior is that at low cross-linking the catalyst is rich
in isobutene promoting the side reaction. As mentioned above, porosity is also in-
fluenced, leading to higher selectivity for MTBE at high cross-linking. At very low
methanol concentrations (below 0.25 mol/L) the ratio changes: low cross-linking
leads to higher MTBE selectivity.
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Fig. 8.17 Influence of cross-linking of polymer/ceramic ion-exchange catalysts for the dimeri-
zation of isobutene during MTBE synthesis at low polymer loading
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8.6.5
Influence of Cross-Linking at High Polymer Content

As mentioned above, low polymer loading gives reaction rate curves with the shape
observed for commercial macroporous catalysts (maximum for the reaction rate in
the region of low methanol concentration).

Different behavior was observed for the samples with higher polymer content.
These curves show no maximum (Fig. 8.18). For all tested catalysts, activity for
MTBE is nearly the same. Cross-linking in these cases is of minor importance.
At low methanol concentrations the rate drops for all samples. The reason for
this is that the polymer loading in the pore volume of the carrier causes a transport
limitation for isobutene. So the typical activity pattern for macroporous resins can-
not be observed. For the operation of an RD column this is beneficial; drastic
changes in the rate caused by fluid phase concentration changes do not occur.
The whole packing in the column can be approximated with one rate, especially
in the concentration range of industrial plants.

As measured for the samples with low polymer content, the selectivity for MTBE
rises with increasing cross-linking (Fig. 8.19). Selectivity is in general lower com-
pared with the catalysts with low polymer content. In the methanol concentration
range of industrial RD processes, selectivity is high and no by-products were
detected. The highly cross-linked catalyst differs from the two other samples. At
first no dimer was formed, but when dimerization started it increases with a stee-
per slope. This behavior is the same as for the low polymer loaded catalyst. A pos-
sible reason is the different swelling of the polymer particles resulting in a more
swollen resin at low cross-linking. Mass transport of isobutene may become limited
in the larger gel particles.
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Fig. 8.18 Influence of cross-linking of polymer/ceramic ion-exchange catalysts on the activity of
the MTBE synthesis at high polymer loading
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zation of isobutene during MTBE synthesis at high polymer loading

8.7
Outlook: Extension to Other Synthetic Processes With Integrated Separation

After having tested samples of polymer/carrier catalysts with varied polymer load
and cross-linking in the MTBE reaction and successfully used the Raschig rings in
a TAME column [25] we extended the application to other chemical syntheses.

8.7.1
Reactive Stripping

In a reactive stripping process one disadvantage of RD can be avoided. If in an RD
process the pressure is chosen, the temperature is a result of this pressure. Pres-
sure and temperature are always coupled because all of the reactants are heated
until evaporation occurs, which means that the reaction temperature is determined
by the pressure or vice versa. This coupling of temperature and pressure does not
happen in a reactive stripping process. In such a process the reactants are feed as a
liquid to the top of a column and trickle over the catalyst bed downwards. During
the flow to the bottom of the column chemical reaction and separation occur. This
process is useful for fine chemical production, in which the reactants may not be
heated to their boiling points as is very often the case in organic synthesis [26].
Polymer/carrier Raschig rings were tested successfully for the esterification of
fatty acids with long chain alcohols. The operating temperature was up to 120 °C.
The Raschig rings changed in color into deep dark brown, but ion-exchange capac-
ity measurements revealed that the capacity did not change during operation for
several weeks. This observation might be explained by the fact that desulfonation
occurs fast if water is present, but in the stripping process of esterification the by-
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product water was removed by the stripping gas hydrogen. The product ester leaves
the column at the bottom; water and hydrogen leave the column at the top. The
use of hydrogen as stripping gas might be a rare choice, but there are two reasons:
one is the high diffusion coefficient of water vapor in hydrogen and the other is
that the hydrogen can be used for hydrogenation of double bonds in a bifunctional
catalyst.

8.7.2
Reactive Chromatography

Based on our experience with the preparation of Raschig rings, we succeeded in
making monolithic rods. We prepared samples with diameters of 5.3 and 12 mm
and lengths of 110 and 200 mm. The sulfonated monoliths were tested in tetrahy-
drofuran synthesis from 1,4-butandiol in which water is formed as a by-product of
this cyclization etherification. The two products have different sorption behavior
from the resin particles, which can be used to separate the products if the catalyst
is operated as a chromatographic column [27]. As a reactor the rod was encapsu-
lated in a fiber-reinforced epoxy resin casing allowing operation at pressures up
to 100 bar. The casing was equipped with HPLC fittings: Fig. 8.20 shows a
cross-section of this column.

This microreactor was heated to the desired reaction temperature and dioxan was
pumped through the reactor. If a pulse of 1,4-butandiol is injected into the flowing
dioxan, the diol forms tetrahydrofuran and water on the acidic polymer particles
inside the channels of the rod. Water is adsorbed strongly: tetrahydrofuran leaves
the reactor first, followed by water. Fig. 8.21 gives a calculated chromatogram based
on sorption data.

The production of water-free tetrahydrofuran is possible using this method [28],
but this is only a model reaction. No one will produce a bulk chemical like tetra-
hydrofuran in a microreactor. But products with higher value have similar reaction
behavior, for example the esterification of end-terminated long-chain hydroxycar-
bon acids. An inner ester forms by cyclization leading to macrocyclic compounds,
which can be used in the flavor and fragrance industry.
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Fig. 8.20 Cross sectional drawing of a monolithic reactor
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=12 mm

8.7.3
Polymer-Assisted Solution-Phase Organic Synthesis

Another very interesting field of application is polymer-assisted solution-phase
synthesis. In this synthetic approach one of the reactants is fixed on the solid poly-
mer support and the other reactant is added in solution [29]. Detailed review papers
concerning aspects of polymer design for synthetic purposes have been published,
but solid phase synthesis as a convenient laboratory method in organis synthesis
emerged only recently [30-32]. The advantage of this method is that purification
of the product mixture is simplified. By-products stay on the resin phase
whereas the product solution leaves the reactor. To enhance the convenience of
this method we developed microreactors consisting of a monolithic rod with a
basic ion-exchange resin inside the pore volume [33]. These microreactors were
used as batch reactors in recycling mode. In co-operation with others, several
organic reactions could be performed covering reductions, oxidations, and nucleo-
philic substitutions, as described in a paper published recently [34].

8.8
Conclusions

In this chapter we summarize results from our work on RD catalysts, which we
started in the early 1980s [11, 24, 25, 35—43]. The concept of polymer/carrier ma-
terials in the shape of Raschig rings, rods, discs, or other shapes has demonstrated
its benefits in a number of applications. Starting from the requirements for RD
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processes a new class of materials was developed that allowed the extension to
other processes like reactive stripping, membrane reactors, chromatographic reac-
tors, or microreactors for the preparation of potential pharmaceuticals. The main
advantages of the new materials are the small size of the interconnected polymer
particles ensuring high accessibility of the active sites, the large pores of the
megaporous carriers allowing enhanced mass transfer by convective flow through
the polymer phase, and the dimensional stability of the polymer phase under
swelling/shrinking conditions. With this new technique even monolithic micro-
reactors for fine chemical production are possible. Fig. 8.22 shows the materials
and the fields of application are compiled. As can be seen many applications are
possible by this type of new materials. Commercialization of polymer/carrier
materials is done by the Chelona company, Potsdam, Germany.

Polymer/ caﬂier—materia*i

y Materials
Polymer/carrief- Polymer/carrief-
Raschig-rings components
. | [ |
Reactive distillation | Microreac‘tors| | Membranreactors |
Reactive stripping
Large scale reactors|
/ Processes

Laboratory tool for kinetjc |Chmmatography

investigations

Pharmaceuticals production
on a millimolar scale

Fig. 8.22 Polymer/carrier materials and components and their fields of application
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9
Modeling of Homogeneous and Heterogeneous Reactive
Distillation Processes

R. Taylor and R. Krishna

9.1
Introduction

This chapter is concerned solely with the modeling of RD processes. The widely
used equilibrium stage model is described first, followed by a discussion of the
variety of non-equilibrium models needed to model these complicated processes.
A perspective on the use of these models in RD process design concludes this
chapter.

We make no attempt to be comprehensive in our citation of the relevant litera-
ture since to do so would significantly lengthen the chapter. Instead, readers are
referred to our recent review of the literature on modeling reactive distillation in
which we tried to be nearly completely comprehensive in our coverage [1]. That
review updates an earlier one by Doherty and Buzad [2], which is partially respon-
sible for the surge in interest in reactive distillation. Of the more than 300 papers
cited in our review, more than half appeared after 1992 [1]! The recent textbook of
Doherty and Malone also contains an excellent introduction to the subject of reac-
tive distillation and a fairly extensive bibliography [3].

9.2
Equilibrium Stage Models

The development and application of the equilibrium (EQ) stage model for conven-
tional (i.e., non-reactive) distillation has been described in several textbooks [4].
Here we are concerned with the extension of this standard model to distillation
accompanied by chemical reaction(s).

A schematic diagram of an equilibrium stage is shown in Fig. 9.1a. Vapor from
the stage below and liquid from the stage above is brought into contact on the stage
together with any fresh or recycled feeds. The vapor and liquid streams leaving the
stage are assumed to be in equilibrium with each other. A complete separation pro-
cess is modeled as a sequence of s of these equilibrium stages (Fig. 9.1b).
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Fig. 9.1 a) The equilibrium stage; b) multi-stage distillation column

The equations that model equilibrium stages are known as the MESH equations,
MESH being an acronym referring to the different types of equation. The M equa-
tions are the material balance equations; the total material balance takes the form

dU T 4
d_tj =Visr + Lo+ F— 1+ ) V= 1+ L+ Y > iR (9.1)

m=1i=1

U; is the hold-up on stage j. With very few exceptions, Uj is considered to be the
hold-up only of the liquid phase. It is, however, important to include the hold-
up of the vapor phase at higher pressures. The component material balance
(neglecting the vapor hold-up) is

dexiJ r
FTa Vieyijer + Lisaxijo1 + Fizij — (1+1)) Viyij — (1 + 1f) L +m§::1 Vi Rin jéj

(9.2)

In the material balance equations given above, r; is the ratio of sidestream flow to
interstage flow

rY=5Y/V;; rt=s/L (9:3)

vim Tepresents the stoichiometric coefficient of component i in reaction m and ¢
represents the reaction volume.
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The E equations are the phase equilibrium relations
Yij = Kijxij (9.4)

Chemical reaction equilibrium is not considered in many of the early papers be-
cause it is more difficult to model. There are, however, some exceptions to this
statement and such works are noted in [1].

The S equations are the summation equations

c c
inle; ZYUZI (95)

i=1 i1
The enthalpy balance is given by

dU;H,
dt

= Vit HYy + Lo HE + BHE = (14 ) VHY = (1+ HLHE = Q) (9.6)

jt1

The superscripted H are the enthalpies of the appropriate phase. The enthalpy in
the time derivative on the left-hand side represents the total enthalpy of the stage
but, for the reasons given above, this will normally be the liquid phase enthalpy.
Some authors include an additional term in the energy balance for the heat of re-
action. However, if the enthalpies are referred to their elemental state then the heat
of reaction is accounted for automatically and no separate term is needed.

Under steady-state conditions all of the time derivatives in the above equations
are equal to zero.

Some authors include additional equations in their (mostly unsteady-state) mod-
els. For example, pressure drop, controller equations, and so on.

Much of the early literature on RD modeling is concerned primarily with the de-
velopment of methods for solving the steady state EQ stage model. For the most
part such methods are more or less straightforward extensions of methods that
had been developed for solving conventional distillation problems. The number
of examples that illustrate most of the early papers usually is rather limited,
both in number as well as in the type of RD process considered (quite often it is
an esterification reaction). Only rarely is there any attempt to compare the results
of simulations to experimental data. More and more of the more recent modeling
studies are carried out using one or other commercial simulation package: Aspen
Plus, Pro/II, HYSYS, and SpeedUp are the packages mentioned most often in the
published literature [1].

It is well known that real distillation processes do not operate at equilibrium.
The conventional way out of this difficulty is to introduce an efficiency factor in
to the model equations. There are many different definitions of the stage efficiency;
that of Murphree is most often used in EQ stage simulation

e O S (9.7)
Yi ~YiE
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where yiL is the average composition of the vapor leaving the tray, y;z is the com-
position of the vapor entering the tray, and y; is the composition of the vapor in
equilibrium with the liquid leaving the tray. Since the mole fractions add to
unity, only (n — 1) of the Murphree component efficiencies are independent. For
distillation of systems with three or more species, the component efficiencies are
almost always unequal to one another and these can routinely assume values
greater than unity or less than zero [5].

For packed columns it is common to use the HETP (height equivalent to a
theoretical plate). The behavior of HETPs in multi-component mixtures is closely
related to the behavior of stage efficiencies.

There are no fundamentally sound methods for estimating either efficiencies or
HETPs in RD operations, in which the presence of chemical reactions will have an
influence on the component efficiencies. If an efficiency factor of any kind is used
it is more often than not treated as an adjustable parameter (or set of parameters)
for fitting experimental data. Some authors have obtained good agreement with ex-
perimental data in this way [6].

9.3
Non-equilibrium Stage Modeling

In recent years the evidence has been growing that distillation (and related) opera-
tions are better simulated with non-equilibrium (NEQ) models that take account of
mass (and energy) transfer (and sometimes of fluid-flow patterns) in a manner that
is more rigorous than is possible with the EQ stage models.

9.3.1
The Conventional NEQ Model

It will be helpful to begin with a brief review of the NEQ model of Krishnamurthy
and Taylor [7] for conventional distillation and absorption operations. A schematic
representation of the NEQ stage is shown in Fig. 9.2. This NEQ stage may repre-
sent a tray or a cross section of a packed column.

The component molar balances for the vapor and liquid phases are

Vivij = Viewpiger = + Njj=0 (0-8)
iji,j _Lj—lxiJ—l _ﬁ} - N}J =0 (99)

N;; are the interfacial mass-transfer rates: the product of the molar fluxes and the
net interfacial area. The overall molar balances are obtained by summing Egs. (9.8)
and (9.9) over the total number (c) of components in the mixture. At the vapor-li-
quid interface we have the continuity equations

Ny =N, =0 (9.10)



9 Modeling of Homogeneous and Heterogeneous Reactive Distillation Processes

Fig. 9.2 The non-equilibrium
stage (cell) for homogeneous
liquid phase reaction

The enthalpy balances for both vapor and liquid phases are

ViH = Vi HY,, — F'HF +E} + QY = (9.11)

J+1
F L —
LHj — L Hi, — FFHF + Ef + Qf =0 (9.12)

E; are the interphase energy transfer rates, the product of the energy fluxes and the
net interfacial area. We also have continuity of the energy transfer rates at the inter-
face.

EY|,=E"; (9-13)
The most fundamentally sound way to model mass transfer in multi-component

systems is to use the Maxwell-Stefan theory [5, 8]. The Maxwell-Stefan equations
for mass transfer in the vapor and liquid phases respectively are given by

yi ou) YNy — i NY
9.14
RTV 0z z:l (g2 ©-14)
and

Xi % _ zc:xiN,% - kaiL
RT! 0z Bl

(9.15)
=1

where x; and y; are the mole fractions of species i in the liquid and vapor phases
respectively. The N; are the molar fluxes of species i, and the D;; represent the cor-
responding Maxwell-Stefan diffusivity of the i—k pair in the appropriate phase.
Only ¢ — 1 of the Egs. (9.14) and (9.15) are independent; the mole fraction of
the last component is obtained by the summation equations for both phases.
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The energy flux is related to conductive and convective contributions as follows

La L - L yL
Eb=—J] il ﬂNiJ.Hi,j (9.16)

Eqns. (9.16, 9.18) form a system of nonlinear, coupled differential equations that
must be solved numerically in most cases. In practice, at least for non-reactive se-
parations, the N;; are obtained from the Maxwell-Stefan equations (9.16) modified
as follows

L c CNL AL
Xij aﬂiJ - leNk,j kaNiJ

D

R 00— 2 chho) o1
with a similar relation for the vapor phase. The «}, represents the mass-transfer
coefficient of the i—k pair in the liquid phase; this coefficient is estimated from
information on the corresponding Maxwell-Stefan diffusivity D}, using the stan-
dard procedures discussed in Taylor and Krishna [5]. a is the interfacial area.

Equation (9.17) is based on a film model of interphase transport. For this model
Egs. (9.14, 9.15) may be solved analytically, subject to some simplifying assump-
tions, of course [5].

The energy transfer rates are given by

Ef=-— hLa— + ZNL HL (9.18)

with a similar relation for the vapor phase. hj is the heat transfer coefficient in the
liquid phase.
At the vapor-liquid interface we assume phase equilibrium

Yijl = Kijxijli (9.19)

where the subscript I denotes the equilibrium compositions and K;; is the vapor—
liquid equilibrium ratio for component i on stage j. The K-values are evaluated at
the temperature, pressure, and composition of the interface from appropriate ther-
modynamic models (the same models used in conventional equilibrium stage
models).

Furthermore, in the NEQ model we take account of the pressure drop across a
stage

pi — pi-1 — (Apj-1) =0 (9-20)

where p; and p;_; are the stage pressures and Ap;_, is the pressure drop per tray
from stage (j — 1) to stage j. The pressure drop over the stage is considered to
be a function of the stage flows, the physical properties, and the hardware design.
In the NEQ model, hardware design information must be specified so that mass-
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transfer coefficients, interfacial areas, liquid hold-ups, and so on can be calculated.
The NEQ model requires thermodynamic properties, not only for calculation of
phase equilibrium but also for calculation of driving forces for mass transfer. In
addition, physical properties such as surface tension, diffusion coefficients, and
viscosities, for calculation of mass (and heat) transfer coefficients and interfacial
areas are required. The steady-state model equations most often are solved using
Newton’s method or by homotopy-continuation. A review of early applications of
NEQ models is available [5].

9.3.2
NEQ Modeling of Reactive Distillation

Building an NEQ model of a reactive separation process is not as straightforward as
it is for the EQ stage model, in which we simply (or not so simply) add a term to
account for reaction to the liquid phase material balances. It must be recognized
that no single model can deal with all possible situations; separate models are
needed depending on the way in which the reaction is brought into the process.
We can identify two very different types of reactive separation process: a homoge-
neous system in which the reaction (catalyzed or not) takes place only in the liquid
phase, or a heterogeneous system in which a solid phase is present to catalyze the
reaction. We consider each type of system in turn.

9.3.3
Homogeneous Systems

If the reaction occurs in the liquid phase (without any solid catalyst present), as is
the case in some reactive separations, then we must consider the following steps in
the transport process as depicted in Fig. 9.3:

i N
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I Liquid |
I film 1
| |
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& 1 I Bulk vapor
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Bulk liguid | (‘—\I_ E
| E |

Fig. 9.3 Transport processes in homogeneous liquid phase reactive distillation
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— mass transfer through the vapor film,
— mass transfer with reaction in the liquid film, and
reaction in the bulk liquid.

There are two limiting cases of practical importance:

—  homogeneous slow liquid phase reaction and
- homogeneous rapid liquid phase reaction.

If the reaction rate is very slow then the reaction takes place essentially only in the
bulk liquid and the non-equilibrium model of Krishnamurthy and Taylor [7] will
suffice with the modification of the bulk phase material balances to account for
the chemical reactions.

,
Lixij = Li-1%ijo1 = f5 = Nij = > iR =0 (9.21)
m=1

where R,,; is the rate of reaction m on stage j, v;,, represents the stoichiometric
coefficient of component i in reaction m, and ¢; represents the reaction volume
on stage j. For homogeneous reactions this is given by the total liquid hold-up
on stage j and, in an NEQ model, is obtained directly from the column internals
specifications and appropriate hydrodynamic correlations. No modification of the
interface mass transfer or equilibrium equations is needed. In other words, we
may safely ignore the influence of reaction in the liquid film.

If it is sufficiently rapid, the reaction will also take place in the liquid film adja-
cent to the phase interface, and very fast reactions may occur only in the film. In
either case the continuity equations for the film are required for taking into
account the effect of the reaction on the interphase mass-transfer rates

N,
5 > VimRn (9.22)

m=1

For most reactive distillations the change in the fluxes through the film will not be
significant because the Hatta numbers are smaller than unity. The composition
profile within the film will be approximately linear. For other reactive separation
processes (e.g., reactive absorption) the composition change in the film will be
very important. It will not always be clear in advance, in which regime a particular
process will be operating, and the regime may even vary from stage to stage. Thus,
the most general approach is to solve the MS and continuity equations simulta-
neously for all cases involving homogeneous reactions. In this case the combined
set of MS and continuity equations usually must be solved numerically.

The phase equilibrium equations for the interface may also need to be modified
for the influence of additional species on the thermodynamic properties at the
interface. A case in point is sour water stripping, in which reactions in the liquid
phase create additional species (including ions), which affect the interfacial equili-
brium. Enhancement factors have been derived for many cases and there is no sin-
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gle model that can be used in all cases. Indeed, each process must be considered
on its merits. Almost never is the mass-transfer process treated rigorously using
the Maxwell-Stefan equations since to do so would involve numerical solution of
a coupled system of differential equations. Instead, an effective diffusivity model
is used, which can be solved analytically. Such models are strictly valid only for
dilute systems in the absence of significant mass transfer by convection. Fortu-
nately, some of the systems to which these models are applied are of this type
so such simplified models are not entirely without value.

9.3.4
Heterogeneous Systems

If a solid catalyst influences the reaction then we must consider the nature of the
catalyst as well. Two kinds of solid catalyst need be considered [9]:

— non-porous (e.g., coated sheet metal) or
— porous (e.g., Raschig rings made of Amberlyst).

In some processes the catalyst is present as a coating on a more or less standard
form of structured packing. In this case we must consider the following steps in
the transport process depicted in Fig. 9.4:

—  transport of reactants from the bulk vapor to the bulk liquid,

— transport of reactants from the bulk liquid to the catalyst surface,

— reaction at the surface,

—  transport of reaction products from the catalyst surface to the bulk liquid, and
— transport of the reaction products from the bulk liquid to the bulk vapor.

The first two and last two of these steps should be modeled using the Maxwell-Stefan
equations as discussed above. The surface reaction provides the surface boundary
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Fig. 9.4 Transport processes in RD with a solid non-porous catalytic packing
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condition on the liquid—solid mass-transfer process. In some cases one or more of
these steps may be rate determining allowing some simplification in the modeling
of the transport and reaction processes.

In many more cases, however, the cases we have a porous catalyst that is sup-
ported in some structure within the walls of the column. In these processes the
list of transport and reaction processes is even longer than that above. As illustrat-
ed in Fig. 9.5, we must consider:

—  transport of reactants from the bulk vapor to the bulk liquid,

—  transport of reactants from the bulk liquid to the catalyst surface,

- diffusion with simultaneous reaction within the porous catalyst,

—  transport of reaction products from the catalyst surface to the bulk liquid, and
— transport of the reaction products from the bulk liquid to the bulk vapor.

The first of these steps can be modeled using the Maxwell-Stefan equations as
already discussed above. There are two approaches to modeling the remaining
steps: a pseudo-homogeneous model or a heterogeneous model.

The first, and simplest, approach is to treat the reaction pseudo-homogeneously,
whereby catalyst diffusion (including diffusion to the catalyst surface) and reaction
are lumped into an overall reaction term. For heterogeneous reactions that are
modeled in this way the liquid phase material balance is as given above and ¢; is
given by the total amount of catalyst present on the stage under consideration.
In this case, one only needs to specify catalyst mass and activity.

A more rigorous approach to modeling heterogeneous systems involving porous
catalyst particles (Fig. 9.5) would require a complete description of mass transport
to the catalyst and diffusion and reaction inside the catalyst particles.

Modeling multi-component mass transfer in porous media is complicated when
the mean-free-path length of the molecules is of the order of magnitude of the pore
diameter. The difficulties posed by this case may be circumvented by a method
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Fig. 9.5 Transport processes in RD with a porous catalytic packing film
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originally introduced by Maxwell in 1866 and developed further by Mason et al.
[10]. Maxwell suggested that the porous material itself be described as a supple-
mentary ‘dust’ species, consisting of very large molecules that are kept motionless
by some unspecified external force. The Chapman—Enskog kinetic theory is then
applied to the new pseudo-gas mixture, in which the interaction between the
dust and gas molecules simulates the interaction between the solid matrix and
the gas species. In addition, one is no longer faced with the problem of flux and
composition variations across a pore and problems related to catalyst geometry.

The dusty fluid model as developed by Krishna and Wesselingh [8] is a modifica-
tion of the dusty gas model so as to be able to model liquid phase diffusion in
porous media. For a non-ideal mixture we have

x5O

X . ap T X Bo ‘ xiNk - ka,' Ni
RT3z RT 'z #Dje

D~ (9-23)
= b DS
D is the effective Knudsen diffusion coefficient for species i in the porous catalyst.

The mass-transfer rates are obtained by multiplying the fluxes by the interfacial
area of the catalyst particles. This is not as straightforward, as it looks, since,
depending on the geometry of the catalyst, the cross-sectional area can change
along the diffusion path. It is necessary to take catalyst geometry into account in
the solution of these equations.

The dusty gas model is often used as the basis for the calculation of a catalyst
effectiveness factor in chemical reactor analysis. The extension to non-ideal fluids
noted above and its application in RD modeling has not been used as often, partly
because of the somewhat greater uncertainty in the parameters that appear in the
equations [1, 11].

9.3.5
NEQ Cell Model

An issue that is not adequately addressed by most models (EQ and NEQ) is that of
vapor and liquid flow patterns on distillation trays or maldistribution in packed
columns. Since reaction rates and chemical equilibrium constants are dependent
on the local concentrations and temperature, they may vary along the flow path
of liquid on a tray, or from side to side of a packed column. For such systems
the residence time distribution could be very important, as well as a proper descrip-
tion of mass transfer. On distillation trays, vapor will rise more or less in plug flow
through a layer of froth. The liquid will flow along the tray more or less in plug
flow, with some axial dispersion caused by the vapor jets and bubbles. In packed
sections, maldistribution of internal vapor and liquid flows over the cross-sectional
area of the column can lead to loss of interfacial area.

To deal with this shortcoming of earlier non-equilibrium models, both steady
state and dynamic NEQ cell models have been developed [12-15]. The distinguish-
ing feature of this model is that stages are divided into a number of contacting cells,
as shown in Fig. 9.6. These cells describe just a small section of the tray or packing,
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Fig. 9.6 The non-equilibrium cell model

and by choosing an appropriate set of cell connections, one can very easily study
the influence of flow patterns and maldistribution on the distillation process.

Flow patterns on distillation trays are modeled by choosing an appropriate num-
ber of cells in each flow direction. A column of cells can model plug flow in the
vapor phase, and multiple columns of cells can model plug flow in the liquid
phase as depicted in Fig. 9.7. Back-mixing may also be taken into account by
using an appropriate number of cells. This may be derived from calculating an
equivalent number of cells from eddy diffusion models. Flow patterns in packed
columns are evaluated by means of a natural flow model. The flows are split up
according to the ratio of the cell surface areas between the cells. Other flow pat-
terns may be approximated using different flow splitting policies.

The unit cell for homogeneous systems (and for heterogeneous systems modeled
as though they were homogeneous) is depicted in Fig. 9.8. The equations for each
cell are given in Table 9.1.

A schematic diagram of the unit cell for a vapor-liquid—porous catalyst system is
shown in Fig. 9.9. Each cell is modeled essentially using the NEQ model for hetero-
geneous systems described above. The bulk fluid phases are assumed to be com-
pletely mixed. Mass-transfer resistances are located in films near the vapor-liquid
and liquid-solid interfaces, and the Maxwell-Stefan equations are used for calcula-
tion of the mass-transfer rates through each film. Thermodynamic equilibrium is
assumed only at the vapor-liquid interface. Mass transfer inside the porous catalyst
may be described with the dusty fluid model described above.
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Table 9.1 Equations describing dynamic NEQ cell model

Equation type Liquid phase Vapor phase

and number

Equations describing conservation laws for an NEQ cell

Molar component dMmt L dmy v
balance (1) & Linxiin — Lx; + N; a inYiin = Vyi =N

,
+ Z Vi'kRksL
k=1

Total molar

dmt -
=Ln—L+ Y N
k=1

dmV -
v

hold-up (2) o e & 2
[ r
+ Z Z Vi'kRké‘L
i=1k=1
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Summation (4) d a
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k=1 k=1
Energy balance (5) dE- EL EL L dEv EY EV v

— — Ly —L— +E -V -E
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Table 9.1 (continued)

Equation type Liquid phase Vapor phase
and number

Relations at interface between vapor and liquid for cell

Vapour-liquid Y') — Kx. ‘
equilibrium (12) i iy
Temperature va‘ —7Y ‘
equilibrium (13) ' L
Continuity of molar N ‘ —NY
fluxes (14) N
Continuity of energy EVf ‘ _gY ‘
fluxes (15) I !

Calculation of NEQ stage parameters by summing the outgoing streams from NEQ cells
(total number of m cells in liquid flow path, n cells in vapor flow path, mm and nn are running
indices in these paths)

Molar flows leaving n m
stage (16) D Lo =1 > Vamn=Y;
nn mm
Mole fractions u "
of flows leaving Z xi,m,nan,nn = xwlg Z Yimm,n me,n =Yij Vj
stage (17)
n L m v
g v 19 S L= HL by, =YY,
eaving stage (18) e MY, LMY,
Hydrodynamics of trays
. 1
Calculation of volu- T M}-L Est = hi jApub v MjVEEJV = (ht - h’ClJ)Abub,j
metric liquid and t tj

vapor hold-ups (19)
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Fig. 9.9 The non-equilibrium stage (cell) for heterogeneous catalyzed reaction

9.3.6
Properties, Hydrodynamics, and Mass Transfer

The EQ model requires reaction kinetic parameters and thermodynamic proper-
ties; the latter for the calculation of phase equilibrium and taking into account
the effect of non-ideal component behavior in the calculation of reaction rates
and chemical equilibrium constants.

NEQ models also require thermodynamic properties, not only for calculation of
phase equilibrium but also for calculation of driving forces for mass transfer. In
addition, physical properties such as surface tension, diffusion coefficients, viscos-
ities, and so on for calculation of mass (and heat) transfer coefficients and inter-
facial areas are required.

Equipment design information also must be specified in the NEQ model so that
mass-transfer coefficients, interfacial areas, liquid hold-ups, and pressure drops
can be calculated.

9.4
Comparison of EQ and NEQ Models

Applications of the EQ and NEQ models to RD were reviewed by Taylor and
Krishna [1]. Most papers do not compare the two models directly (or even indir-
ectly). Here, we wish to highlight a few studies that reveal the differences between
these fundamentally different types of model.

Kreul et al. [16] used an NEQ model of homogeneous RD and, via a series of case
studies, studied the importance of various model simplifications. They found little
difference between the full MS description of multi-component mass transfer and
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a much simpler effective diffusivity models. However, they also conclude that there
can be significant differences between EQ and NEQ models, and that the addi-
tional effort of the more complicated NEQ approach is justified.

Baur et al. [17] have compared the EQ and the NEQ models for the MTBE
process. They underlined some counter-intuitive features of RD processes. For
example, for a methanol feed location yielding a low-conversion steady state, the
introduction of mass-transfer resistance (i.e., use of the NEQ model), leads to a
conversion higher than that predicted by the EQ model). The introduction of a
mass-transfer resistance alleviates a ‘bad situation’ and has the effect of improving
conversion.

Lee and Dudukovic [18] described an NEQ model for homogeneous RD in tray
columns. The Maxwell-Stefan equations are used to describe interphase transport,
with the AIChE correlations used for the binary (Maxwell-Stefan) mass-transfer
coefficients. Newton’s method and homotopy continuation are used to solve the
model equations. Close agreement between the predictions of EQ and NEQ models
were found only when the tray efficiency could correctly be predicted for the EQ
model. In a subsequent paper Lee and Dudukovic [19] presented a dynamic
NEQ model of RD in tray columns. The DAE equations were solved by use of
an implicit Euler method combined with homotopy continuation. Murphree effi-
ciencies calculated from the results of an NEQ simulation of the production of
ethyl acetate were not constant with time.

Sundmacher et al. [20] used both EQ stage (with Murphree efficiency) and NEQ
models to simulate the MTBE and TAME processes. The reactions were handled
using both quasi-homogeneous and heterogeneous methods. Simulation results
were compared to experimental data obtained in two laboratory-scale columns. A
detailed NEQ model was needed to describe the TAME process, but both NEQ
and the EQ stage (with an efficiency of 0.8) model could adequately represent
the MTBE process.

Multiple steady states (MSS) in conventional distillation have been known from
simulation and theoretical studies dating back to the 1970s and has been a topic of
considerable interest in the distillation community. Taylor and Krishna [1] cite the
papers highlighting MSS in RD. We single out just a few of these papers for men-
tion here.

Mohl et al. [21, 22] implemented a dynamic EQ model (with Murphree type
efficiencies) in the DIVA simulator and carried out a numerical bifurcation and
stability analysis on the MTBE and TAME processes. They also show that the win-
dow of opportunity for MSS to actually occur in the MTBE process is quite small.
For the TAME process MSS occur in the kinetic regime and vanish when chemical
equilibrium prevails. The window of opportunity for MSS in the TAME process is
larger than for the MTBE process.

Experimental confirmation of MSS in RD was provided by Thiel et al. [23] and by
Rapmund et al. [24]. Mohl et al. [1] used a pilot scale column to produce MTBE and
TAME. MSS were found experimentally when the column was used to produce
TAME, but not in the MTBE process. The measured steady state temperature
profiles for the low and high steady states for the TAME process are shown in
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Fig. 9.10a. For a column operating at the low steady state, a pulse injection of pure
TAME for a short period resulted in a shift from the low to the higher steady state
(Fig. 9.10D).

The MSS observed in these experiments can be reproduced using the NEQ
model in which the reaction is treated as pseudo-homogeneous and the Wilson
model is used to describe the liquid phase non-ideality. A reasonable match of
the column temperature profiles also is shown in Fig. 9.10a; these profiles are
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Fig. 9.10 a) Multiple steady states in TAME  during the period 860—920 min. The column
synthesis. Experimental data on low- and high- shifts from a low steady-state to the higher one.
conversion steady states. b) Response of TAME Measurements of Mohl et al. [25]

column to injection of pure TAME in the feed
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Fig. 9.11 Responses to switching of feed to pure TAME calculated with NEQ model: a) at the
bottom of the reactive section; b) at the bottom of the stripping section. Experimental data of
Mohl et al. [25]

in good agreement with simulations reported by Mohl et al. [25]. The details of the
steady state simulation procedure were published earlier [11]. The dynamic behav-
ior of the laboratory column is strongly influenced by the high liquid hold-up in
the porous catalyst [21]. A pseudo-homogeneous model is not able to describe
intra-particle mass transfer, energy, and mass storage. The model also does not ac-
count for the possible influence of, for example, changes in operating pressure
when switching feed or responses of controllers. As a result, the simulations pre-
dict a rapid temperature and composition change at the beginning and end of the
perturbation. Despite these limitations, the essential features of the steady state
transitions are reproduced (see Fig. 9.11, adapted from Baur et al. [26]).

The recent work by Baur et al. [17], comparing the EQ and NEQ models for hy-
dration of ethylene oxide to ethylene glycol, throws more light on the phenomena
on MSS and the importance of using the NEQ model. For an ethylene glycol col-
umn, three steady states are found with both EQ and NEQ models: SS-1 (high con-
version), SS-2 (intermediate conversion), and SS-3 (low conversion). The desired
high-conversion steady state solution (SS-1) corresponds to high column tempera-
tures and lowest molar flow rate of the vapor up the column. For a column of 1.7 m
diameter, only one solution, SS-1, can be realized. The other solutions SS-2 and
SS-3 could not be realized in the NEQ model because the column floods on
some (SS-2) or all (SS-3) of the stages; the flooding boundaries are drawn in
Fig. 9.12. It is also shown that if the column diameter was chosen to be 3 m,
only the lowest conversion steady state can be realized!

NEQ simulations also show that the dynamic response of a RD column is also
sensitive to the hardware choice (tray or packing type). The open loop dynamics
are predominately influenced by the storage capacities (at steady state) and resi-
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dence times in particular when focussing on hybrid columns. It is clear that the
control strategies to be adopted will also be determined by the precise configura-
tion of the reactive section.

9.5
A View of Reactive Distillation Process Design

We close with some comments on the use of these models in RD process design.
There are many different types of model now available in the literature for screen-
ing, analysis, design, and optimization of RD columns. Below is an outline of a
stepwise approach to RD process design:

feasibility of RD concept,

preliminary design,

choose column hardware,

equipment sizing,

check preliminary design using NEQ models,
process dynamics and control.

ok W=

Determining the feasibility of a process (step 1) is a relatively straightforward task
that can be carried out using residue curve maps [2, 3]. Equilibrium stage models
are useful for the preliminary design (step 2). This involves determination of the
number of theoretical stages in the reactive, stripping, and rectifying sections;
the catalyst load in the reactive section(s); and some optimization of operating
parameters such as the reboiler load and reflux ratio [2, 3].

The design of the equipment for the non-reactive sections should not pose too
great a challenge since existing methods of estimating efficiencies or HETP that
are based on key-components could be used. For the reactive section, however,
the estimation of HETPS and efficiencies is more problematic. There is no easy
way to identify key components. Chemical reactions influence component efficien-
cies in an unpredictable manner (Fig. 9.22 in [1]). Of course, like the rest of the RD
community, we could behave like ostriches and bury our heads in the sand while
assuming equal component efficiencies (say, 70 %) for individual species and hope
for the best!

Column hardware choice can have a significant influence on the conversion and
selectivity; such aspects can be properly described only by the NEQ cell model, or
by a still more sophisticated model based on computational fluid mechanics (such
models have yet to be developed). It is insufficiently realized in the literature that,
say, for tray RD columns, the tray design can be deliberately chosen to improve
conversion and selectivity. Even less appreciated is the fact that the design method-
ology for RD tray columns is fundamentally different from that of conventional
trays. Liquid residence time and residence time distributions are more important
in RD. The froth regime is to be preferred to the spray regime for RD applications;
this is opposite to the design wisdom normally adopted for conventional distilla-
tion. For relatively fast reactions, it is essential to properly model intra-particle dif-
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fusion effects. Pseudo-homogeneous reaction models may be inadequate for fast
reactions. RD columns using dumped (random) packing are susceptible to maldis-
tribution and there is a case to be made for choosing regular structured packing.
For proper description of the column dynamics, it is essential to adopt the NEQ
model.

Though sophisticated NEQ design models are available already, detailed informa-
tion on the hydrodynamics and mass-transfer parameters for many available hard-
ware configurations is woefully lacking in the open literature. For some internals
types the information available is contradictory, for still others there is no mass-
transfer data at all. Paradoxically, such information has vital consequences for
the conversion and selectivity of RD columns. There is a crying need for research
in this area. It is perhaps worth noting here that modern tools of computational
fluid dynamics could be invaluable in developing better insights into hydrody-
namics and mass transfer in RD columns.

Besides more research on hydrodynamics and mass transfer, there is a need for
more experimental work with the express purpose of model validation. In such
process studies, parameters need to be measured along the height of RD columns.
Too often measurements are confined to feed and product stream conditions.
Such data cannot serve as a reliable discriminant of computer-based process
models.

9.6

Notation

a interfacial area, m’

B bottom flow, mol s

B,  permeability, m*

c number of components, dimensionless
G total concentration, mol m >

D distillate flow, mol s7!

D, effective Fick diffusivity, m® s~
B effective Knudsen diffusivity in porous catalyst, m” s~
D, Maxwell-Stefan diffusivity, m* s™'
E energy flux, W m™2
E energy transfer rate, | s~

H overall Murphree tray efficiency, dimensionless
F”  vapor feedstream, mol s

liquid feedstream, mol s~

1
1

1

1

component feed stream, mol s

Fr
f

H  molar enthalpy, ] mol™
h heat transfer coefficient, W m ™2 K™!

K vapor-liquid equilibrium constant, dimensionless
L liquid flow rate, mol s™*
Ly

interchange liquid flow rate between horizontal rows of cells, mol s™*
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N;  molar flux of species i, mol m? s~

N mass-transfer rate, mol s

i stage pressure, Pa

Q  heat duty, | s

r number of reactions, dimensionless

i ratio of side stream flow to interstage flow on stage j, dimensionless

j""" transformed reflux ratio, dimensionless

reaction rate, mol m—> s

gas constant, ] mol ™" K™!

j* transformed stripping ratio, dimensionless

side draw-off, mol s

time, s
temperature, K

U  molar hold-up, mol

Vv vapor flowrate, mol s~

mj

»
T
R
R
S
N
t
T

1

x mole fraction in the liquid phase, dimensionless
y mole fraction in the vapor phase, dimensionless
P mole fraction in either vapor or liquid phase, dimensionless

Greeks

€ reaction volume, m’

Vi activity coefficient of species i, dimensionless
K mass-transfer coefficient, m s

" chemical potential, ] mol™'

v stoichiometric coefficient, dimensionless

n viscosity of fluid mixture, Pa s

n distance along diffusion path, dimensionless
Subscripts

dl clear liquid

eff  effective
component index
referring to interface
stage index

i
I
J
k alternative component index
m reaction index

t total

Superscripts

F referring to feed stream

L referring to liquid phase

\Y referring to vapor phase
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List of Abbreviations

DAE differential-algebraic equations
EQ equilibrium

HETP height of a theoretical plate
MS  Maxwell-Stefan

NEQ non-equilibrium

RD  reactive distillation
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10
Nonlinear Dynamics and Control of Reactive Distillation
Processes

A. Kienle and W. Marquardt

10.1
Introduction

Reactive distillation (RD) processes can result in an economically attractive alter-
native to conventional process designs, where reaction and separation are carried
out in different processing units. Successful industrial examples include esterifica-
tion [1] and etherification [96] processes. Numerous additional potential applica-
tions of RD are compiled in Chapter 1. Consequently, there has been a lot of in-
terest in this type of integrated processes during recent years. Emphasis has been
on steady-state modeling, on the development of new processes and on the foun-
dations of RD column design [62, 84, 106]. Still, comparably little work has been
done on nonlinear dynamics and control of RD processes, although these
processes can sometimes show an intricate nonlinear dynamic behavior including
input as well as output multiplicities and sustained oscillations. A profound
understanding of these phenomena as well as their reliable prediction is not
only of scientific interest, but also a necessary prerequisite for improved process
design and control of industrial processes.

The objective of this contribution is to give an overview on the present knowl-
edge on nonlinear dynamics and control of RD processes. We will try to elucidate
the various nonlinear phenomena identified so far and to relate them to the various
chemical and physical elementary processes interacting in an RD column. For this
purpose, we will study different concrete reactive systems, which are favorably pro-
cessed in an RD column. These reaction systems include classical esterification
and etherification reactions as well as more complex reaction networks with paral-
lel and consecutive steps. We will start our analysis with strongly simplified model
problems to facilitate fundamental insights into the causes of certain observed non-
linear effects. Next, rigorous dynamic process models of varying degree of detail
will be analyzed by numerical means. Last but not least we will try to generalize
the findings from the case studies to the extent possible.
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The outline of the chapter is as follows. First, we present some basic terminology
in nonlinear dynamics in the next section. We also introduce the process configura-
tions to be studied and the analytical and numerical tools to be used. Some
remarks on the analysis of nonlinear dynamics in chemical process systems will
be made to provide essential background information without trying to give a com-
prehensive review. Sections 10.3, 10.4, and 10.5 discuss multiplicity and self-sus-
tained oscillations of selected esterification and etherification processes as well
as processes involving more complex parallel-consecutive reaction networks.
Section 10.6 attempts a unifying generalization based on the examples studied.
Section 10.7 introduces the phenomenon of a traveling wave. Such a spatiotem-
poral structure cannot only be observed in temperature or concentration profiles
in distributed chemical reactors and distillation columns but also in RD processes.
Section 10.8 discusses some aspects of monitoring and control of RD columns
before we conclude with a summary.

10.2
Multiplicity and Oscillations in Chemical Process Systems

A process model of any chemical process system is given by a system of differen-
tial-algebraic equations, which depend on some parameters. The steady state solu-
tion branches can be traced out in the parameter space. An exemplary situation is
shown in Fig. 10.1 where some norm of the steady states x is plotted above the
plane spanned by two selected parameters p; and p;. In the triangular shaped region
in the parameter space, three steady states can coexist for the same set of para-

" fold
organizing center
multiple steady states
b
e
P "
by Py
T 1 (o] -:‘P
(| Q P : ) \\
ARAAAR i N
i i/ N L*
; = P : \ —_—
A Fi Q 'p]
sustained oscillations unique steady state

Fig. 10.1 Steady-state multiplicity and sustained oscillations
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meters (e.g., at point P in the figure). In the remainder of the parameter space, a
unique steady state exists (e.g., point Q in the figure). There is a distinct point
(point O in the figure) that is most degenerate in the following sense: All different
types of qualitative behavior of the system can be observed in the vicinity of O,
which is therefore sometimes called the organizing center. In addition to steady
state multiplicity, dynamic bifurcations may occur leading to regions in parameter
space with self-sustained oscillations. An example is shown in Fig. 10.1 at point R
where sustained oscillations are present in a certain interval of parameter p; for
fixed p;. The filled symbols indicate the amplitude of the oscillations around a
locally unstable steady represented by the dotted part of the upper branch of the
steady-state solution plot. A detailed introduction into nonlinear dynamics may
be found in textbooks [30, 81, 94].

The multiplicity in the vicinity of P in Fig. 10.1 is termed output multiplicity, since
it occurs when a set of given inputs (parameters or manipulated variables) results
in different values of the output variables (measured quantities) corresponding to
different steady states. In RD, inputs are, for example, the reflux rate at the top of
the column or the reboiler duty at the bottom of the column, whereas outputs are
usually some temperatures inside the column or the product compositions at the
bottom or the top, respectively. In case of output multiplicity, usually some of the
steady states are open loop stable, while others are open loop unstable. The latter
are indicated by the dashed line in the inserts of Fig. 10.1. Depending on the his-
tory (e.g., startup strategy) the column settles either down to the upper stable
steady state or to the lower stable steady state for parameters at point P. This im-
plies that a suitable startup strategy is required to operate the column into the de-
sired steady state. Further, when operating the column in one of the stable steady
states, the column may ‘jump’ onto the other, undesired stable steady state branch
after some disturbance. This is easily avoided by some suitable control for distur-
bance rejection. Moreover, it is also possible to operate the column at an unstable
steady state, if desirable, when stabilizing control is applied. Finally, it is worth
noting that output multiplicity and open loop stability do not depend on the choice
of output or measured variables.

In contrast, input multiplicity [46] can occur when different sets of input variables
produce the same set of output variables. This input multiplicity will depend on
the choice of output or measured variables. It is associated with the so-called
zero dynamics of the system, which can be observed by an unexpected inverse
response of the outputs after a step change has been applied to the inputs. There-
fore, it can have severe implications for closed loop control [46]. We will come back
to this point in Section 10.8.

The analysis of nonlinear dynamics of chemical process systems has a long tra-
dition. Most emphasis has been on chemical reactors initiated by the seminal work
of Bilous and Amundson [10], van Heerden [109], and Aris and Amundson [3].
Comprehensive reviews have been given by Razon and Schmitz [86] or Elnashaie
and Elshishini [19]. Multiplicity analysis of non-RD can be traced back to the paper
of Rosenbrock [91] where stability and hence uniqueness of steady-states of a
binary distillation column is demonstrated under quite general assumptions.
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The numerical study of Magnussen et al. [61] has raised a lot of attention and
triggered the analysis of multiplicity in distillation [8, 17, 46—48, 54, 55]. Reviews
on dynamics and control of non-RD columns can be found in the literature
[50, 60, 95].

RD columns share some common features with chemical reactors on the one
hand and with distillation columns on the other hand. The behavior of these multi-
functional processes may be either close to that of non-RD columns or to chemical
reactors. Further, new patterns of behavior can be introduced by the superposition
of reaction and separation in a single processing unit. Hence, another interesting
question that will be addressed in this chapter, is under what conditions and in
what sense is the dynamic behavior of an RD column similar to that of a chemical
reactor or to that of a non-RD column.

Most emphasis has been on output multiplicity as well as on sustained oscilla-
tions in chemical process systems. The role of input multiplicity compared to out-
put multiplicity has been treated for RD processes in [26, 98], and the notion of
pseudomultiplicity was introduced in [98]. This corresponds to a situation where
‘...molar inputs (rather than mass or volume inputs that would result from control
valves) produce an output multiplicity’. Since this behavior can only be observed via
simulation and is not associated with actually operating columns we will focus in
this chapter on input and output multiplicity and do not treat pseudomultiplicity.

In order to facilitate the analysis and to gradually build up our understanding of
the causes for the observed phenomena with respect to the chemical system and
the process configuration, we study different model problems. The most simple
is comprised by a continuous stirred tank reactor. If a reboiler and a reflux conden-
ser is added, we obtain a one-stage column, where the whole column is lumped
into one stage. Another simple configuration is a very long column section with
a large number of trays. Such a configuration will be most favorable for the anal-
ysis of wave propagation in Section 10.7. Closely related is a column with an infi-
nite number of trays operated under total reflux: an assumption that simplifies the
(so-called oo/o) analysis tremendously. Finally, we study a full-scale RD column
with various kinds of mathematical models differing in the level of detail.

The mathematical tools we are going to employ are of various types, too. We em-
ploy singularity theory [30] and attempt to directly compute the most degenerate
point (i.e., the organizing center) of the steady state manifold [22, 23]. Due to
the computational complexity, this method is still restricted to fairly small-scale
problems [11]. o/»-analysis originally introduced by Petlyuk and Avetyan [82]
and further developed by Bekiaris et al. [8] is a simple method to study the quali-
tative behavior of complete non-reactive and RD columns under some limiting
assumptions. Numerical bifurcation analysis by means of continuation and an
integrated analysis of the stability behavior of the steady state solutions [94] is
used to study the behavior of the large-scale differential-algebraic models [53, 63]
describing full scale RD columns. Last but not least, wave front analysis [50, 65]
will be employed to study the spatiotemporal patterns in column sections.
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10.3
Methyl Formate Synthesis

The synthesis of methyl formate is a typical esterification reaction with a conver-
sion limitation due to chemical equilibrium. Such reactions are suitably carried
out in an RD column [1, 13, 62]. Methanol (MeOH) and formic acid (FA) are con-
verted to methyl formate (MF) and water (W) according to the reversible reaction
scheme

CH,0H + CHOOH = HCOOCH, + H,0 . (10.1)

In contrast to other esterifications, a significant extent of reaction can be reached
even without a catalyst though the reaction equilibrium constant is approximately
one. A compilation of the major physical property data can be found elsewhere
[25, 87]. Fig. 10.2 shows the residue curve map in transformed coordinates as
introduced by Doherty and coworkers [108] at a pressure of 1.013 bar. Due to a
single maximum azeotrope, there are two distillation regions. The concentration
profile in a single feed, two product lab-scale column with 45 bubble cap trays is
also displayed in Fig. 10.2. The column is fed with a stoichiometric feed of formic
acid and methanol and operated at a reflux ratio of 5. Water and the desired methyl
formate are recovered at purities of about 97 % molar concentration in the bottoms
and at the top, respectively.

formic
acid
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Fig. 10.2 Residue curve map of methyl formate system at p = 1.013 bar and concentration profile
(right) of lab-scale column (left). The filled symbols on the dashed line correspond to the si-
mulated tray compositions
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10.3.1
Singularity Analysis of a One-Stage Column

As a first step towards a better understanding of the nonlinear behavior of such a
distillation column, we study a one-stage column by means of singularity theory.
The model equations and details of the analysis can be found elsewhere [22, 23].
An organizing center of codimension two can be found for a stoichiometric feed
of xgs = 0.5 and xyeoy = 0.5 for the parameters Da = 0.001, L/F = 4.685,
Q/(AHyF) = 4.636. Fig. 10.3, left, shows the organizing center together with the
singularity set in the parameter plane spanned by the reflux L/V and the boiler
duty Q/(AHyF). The multiplicity regions are not only limited by the singularity
set but also by the feasibility boundaries dictated by the total mass balance. Two
or three steady states may occur simultaneously. Fig. 10.3, right, shows a bifurca-
tion diagram for fixed reflux in the vicinity of the organizing center that has been
computed by numerical continuation. Obviously, the region with three multiple
steady states is quite small. The predictions found from a singularity analysis of
the one-stage column have been confirmed by numerical bifurcation analysis of
the lab-scale column using a rigorous column model.

Due to the simplicity of the model, the phenomena causing multiplicity can
easily be verified. The multiplicity is caused by the relations between the heat of
vaporization and the boiling points of the educts, which are Tp oy < Tpra and
AHyyeon > AHyg,. Such relations have also been identified by Jacobsen and Sko-
gestad [48] to cause multiplicity in a separation of non-reacting binary mixtures in
a one-stage column. Hence, multiplicity is not caused by the reaction but is just the
result of the separation only in methyl formate synthesis. Similar results have also
been found for the esterification of ethanol with acetic acid [25, 50].
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Fig. 10.3 Singularity set with organizing center for the methyl formate one stage column (left).
Bifurcation diagram for the methyl formate one-stage column for a fixed reflux ratio, cross section
A-A (right)
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10.3.2
oo foe-Analysis of Lab-Scale Column

Another simple model problem can be stated by assuming an infinite number of
stages and an infinite reflux ratio. This o /%-analysis has been introduced originally
by Petlyuk and Avetyan [82] and extensively applied for the analysis of non-reactive
and RD columns by Morari and coworkers [8, 34, 35] and Marquardt and Miiller
[76]. If applied to RD, not only phase equilibrium but also chemical equilibrium
have to be assumed.

Reder et al. [88] have applied this analysis technique to study distillation of the
methyl formate system. They report unique steady state solutions for all possible
feeds, if distillation of the (hypothetical) non-reactive quaternary system MeOH/
FA/MF/W is considered. In contrast, steady state multiplicity can be found for
the reactive system in the distillation region formed by MF, MeOH, W and the bin-
ary azeotrope but not for the distillation region formed by FA, MeOH and the bin-
ary azeotrope. In fact, an infinite number of steady states with different distillate
concentrations can be found for some critical bottom flow rate B. Fig. 10.4
shows the distillate concentration as a function of B varying from zero to its max-
imum value.

The infinite number of steady states occurring in the limit of the o /oc-analysis is
not peculiar to the methyl formate system. Rather, a similar situation can be ex-
pected for other kinds of esterifications with a similar topology in the space of
transformed concentrations.
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Fig. 10.4 Bifurcation diagram for methyl formate distillation column. Infinite number of trays
and infinite reflux ratio (left). Real column, 45 trays, feed on tray 23, reflux ratio 5, Murphree
efficiency 0.65 (right)
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10.3.3
Continuation Analysis of Lab-Scale Column

Obviously, the infinite number of steady states will most likely not occur in a real
column. An extensive numerical bifurcation analysis of the lab-scale distillation
column has been carried out by Gehrke et al. [25], Reder [87], and Gehrke [22]
employing the continuation algorithms provided in the process simulator DIVA
[53, 63]. They find three multiple steady states in the real column for roughly
the same bottoms flow rate giving rise to an infinite number of steady state solu-
tions in the column with an infinite number of trays at infinite reflux ratio.
Fig. 10.5 shows an exemplary result of the analysis. The methyl formate concentra-
tion in the distillate is plotted as a function of the bottoms flowrate F. Three steady
states can coexist in a small region of bottom flowrates. The region of multiplicity
is first enlarged if the Damkoéhler number Da is reduced. For very low Da, a unique
but parametrically sensitive solution (not shown in the figure) results. The region
of multiplicity reduces and at the same time tends to display an increasing number
of steady states if Da is increased above the real value attained in the lab-scale
process to approach reaction equilibrium in the limit. Three multiple steady states
persist in a large range of reflux ratios and for a wide range of trays. In particular,
the multiplicity only vanishes at very low reflux ratios or for columns with a small
number of trays.
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Fig. 10.5 Bifurcation diagram for methyl formate distillation column with 45 trays, feed at tray
23, reflux ratio 5, Murphree efficiency 0.65, and a kinetically controlled reaction with different
relative Damkéhler numbers Da, = Ddgin/Dayeq
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Fig. 10.6 Oscillations observed in an experiment with a lab-scale methyl formate column:
45 bubble cap trays, feed at tray 23

Sustained oscillation could not be found by means of continuation analysis for
the lab-scale methyl formate column. However, oscillations have been observed
during experimental investigations by Reder [87] as displayed in Fig. 10.6. Various
temperature readings in the reboiler and on different trays are shown in the lower
diagram. A step change in heat duty is applied at time 0. Large amplitude tempera-
ture oscillations with a period of about 0.3 h can be observed before and after the
step change. The oscillations have been reproducible in various experiments. No
source of external excitation could be located. An explanation of the phenomenon
has not yet been achieved, however.

10.4
Ethylene Glycol Synthesis

RD may also be a favorable alternative if complex reactions comprising consecutive
and parallel reaction steps are considered. A prototypical reaction system for
further study is the synthesis of ethylene glycol (EG) from ethylene oxide (EO)
and water (W) according to
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H,0 + C,H,0 — C,H,0, ,
C,H0, + C,H,0 — C,H,,0,

The first reaction leads to the desired product whereas di-ethylene (DEG) and
higher order glycols are formed in consecutive reactions as undesired by-products.
The reaction rate constants of the consecutive reactions are higher than that of the
main reaction. Hence, an appropriate process has to be devised in order to achieve
satisfactory conversion and selectivity.

A number of studies have been carried out to investigate RD as an alternative to
the classical process comprising a reactor—separator-recycle [14, 16, 79]. According
to our own investigations [24], which have also been confirmed by industrial
studies [92], ethylene glycol synthesis by RD is not a viable economical alternative
to a reactor-separator-recycle process with a tightly heat-integrated separation sys-
tem. Nevertheless, the ethylene glycol process may be considered a model problem
to facilitate the study of nonlinear dynamics in RD with complex reaction net-
works. Subsequently, we only consider the first two reaction steps thus resulting
in a mixture of four components with volatilities decreasing in the sequence EO,
W, EG, and DEG. The mixture does not form any non-reactive azeotrope.

As in the case of the esterification process presented before, we study first a one-
stage column by singularity analysis to gain some physical insight and then con-
tinue with a numerical bifurcation study of an industrial size RD column.

10.4.1
Singularity Analysis of a One-Stage Column

A model of a one-stage distillation process for ethylene glycol synthesis is reported
by Gehrke and Marquardt [23]. Singularity analysis reveals a codimension 4 singu-
larity for a Damkdéhler number Da = 0.0247, a heat duty Q/(AHF) = 0.2871 and
feed concentrations xy = 0.4597, xzc = 0.072, x50 = 0.3961, xppg = 0.072. How-
ever, there is no indication yet that there will not exist any higher codimension sin-
gularity in addition. Fig. 10.7, left, shows the regions of multiplicity in the vicinity
of the codimension 4 singularity in a cross section of the space of parameters. The
typical butterfly type singularity can be observed giving rise to a maximum of five
steady states. A bifurcation diagram is displayed in Fig. 10.7, right. The bifurcation
diagram shows largely the large-scale three branch multiplicity indicating a saddle-
node bifurcation, but with some perturbation close to a turning point to result in a
region with five steady states. The region of five steady states is however confined
to a fairly small parameter interval.

An analysis of the physical reasons for this behavior can be carried out by study-
ing different kinds of models accounting for different physicochemical phenom-
ena. For example, if all the consecutive reactions are neglected, a codimension 4
singularity can also be identified. Hence, the consecutive reaction(s) are not neces-
sary to devise five steady states. They may rather give rise to higher codimension
singularities indicating an even more degenerate behavior. This conjecture is
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Fig. 10.7 Singularity set for the ethylene glycol one-stage column (left). Bifurcation diagram for
the ethylene glycol one-stage column (right)

backed by the fact that there are up to seven steady states for two consecutive
exothermic reactions in a CSTR whereas only three steady states can coexist if
just a single exothermic irreversible reaction is considered [9].

The physical reasons for the observed steady state multiplicity can be traced back
to the interplay between chemical reaction and vapor-liquid equilibrium if an anal-
ysis of the one-stage column is carried out just with the main reaction. The multi-
plicity is mainly caused by a self-accelerating behavior due to an increasing rate of
reaction with increasing conversion. This is due to the increasing boiling tempera-
ture of the mixture with increasing conversion, since Tppo < Tpw < Tprc. Since
only three steady states occur for a single exothermic reaction in a CSTR, the more
complex behavior can be attributed to the cooperative effects of reaction and
separation. Surprisingly, the heat of reaction does only contribute to the nonlinear
behavior to a lesser extent. An analysis with a very small (positive) heat of reaction
or even with a negative heat of reaction does not change the qualitative nonlinear
behavior.

10.4.2
Continuation Analysis of Industrial Size Distillation Column

The findings from singularity analysis of the one-stage column will be checked for
their relevance for the nonlinear behavior of an industrial size RD column by
means of numerical bifurcation analysis using DIVA [53, 63]. The model used is
of moderate complexity. The major assumptions are constant liquid holdup on
every tray, negligible vapor holdup, constant heat capacities and heats of vaporiza-
tion of all the species, ideal gas phase, almost ideal liquid phase, perfect mixing on
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trays, and kinetically controlled reaction and mass transfer. As a case study, we con-
sider the column design reported by Ciric and Gu [14]: The column has 10 stages,
water is added on stage 10 at the top, ethylene oxide is added on stage 5. The hold-
ups of the reactive stages 5-10 have been set according to [14]. The column is op-
erated at total reflux and at a boilup ratio of 0.958. A ternary mixture of water and
two of the glycols (EG, DEG) is withdrawn at the bottom.

Fig. 10.8 shows the multiplicity behavior of the distillation column in compari-
son to the multiplicity of the one-stage column. The production rate of ethylene
glycol is plotted as a function of the residence time, which has been changed by
multiplying the holdups on every tray by a constant continuation parameter. The
qualitative behavior of both, the one-stage and the ten-stage column, is remarkably
similar. In both cases the overall behavior is dominated by a large-scale three
branch bifurcation diagram with three steady states. There is, however, a small
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Fig. 10.8 Bifurcation diagrams for ethylene glycol synthesis: one-stage column (bottom) and ten-
stage distillation column (top)
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region with a more complex multiplicity pattern for low residence times in both
cases. Hence, numerical bifurcation analysis of a ten-stage distillation column
largely confirms the findings from singularity analysis of the one-stage column.
Therefore, we may conclude that the multiplicity behavior is largely determined
by the properties of the chemical system and that it is influenced to a much lesser
extent by the details of column design. Though, due to the potential stage-wise
multiplication of the multiplicity found for a single tray, much higher order multi-
plicity may be faced for a distillation column.

Our findings are confirmed by the studies of other authors. Ciric and Miao [15]
have carried out intensive numerical investigations using a homotopy continuation
technique to trace out the parameter dependent steady state solution branches.
Their model assumes phase equilibrium on the trays and simplifies the energy
balance; it is therefore slightly simpler as the model used in our studies. However,
their findings largely coincide with ours indicating that the intricate multiplicity
behavior with seven steady states is most likely not an artifact of certain modeling
assumptions. They conclude that the large-scale three solution branch of the bifur-
cation diagram is sensitive to vapor-liquid equilibrium and the bimolecular irrever-
sible reaction. Further, these authors also showed that it is not due to the consecu-
tive reactions or to the exothermicity of the main reaction. Also, the influence of
the details of the column design (e. g., the number and location of feed streams)
on the qualitative nonlinear behavior is negligible. On the other hand, the details
in the bifurcation diagram giving rise to higher order multiplicity is sensitive to the
reaction mechanism and kinetics. Further studies of this RD process by Kumar
and Daoutidis [58] confirm these results. They show, that the solution curve be-
tween the upper and lower stable branches changes completely, if the reactive
trays are also extended into the stripping section.

The three solution branch dominating the nonlinear behavior of the process can
also be observed in a conventional process with a reactor-separator recycle as
recently reported by Blagov et al. [12]. This flowsheet is analogous to a column
with one reactive and one non-reactive column section with a single product
stream, the multiplicity behavior of which has been studied Cerafimov and co-
workers [49, 83]. In these papers it is shown that this type of output multiplicity
is a generic phenomenon for reaction systems with competing irreversible reac-
tions and a similar distribution of volatilities between reactants and products.

However, a careful analysis is always recommended if the behavior of a concrete
process is of interest. Baur et al. [5], for example, show in a recent study, that multi-
plicity will most likely not occur in this particular example column for ethylene
glycol synthesis, since only a single steady state complies with the fluid dynamics
operating envelope of a tray column. This is due to the fact that the flow rates
inside the column differ significantly for the different steady states. It is however
expected that this behavior only occurs for highly exothermic reactions like the
ethylene glycol reaction. In these cases, the flow rates strongly depend on the reac-
tion rates because of the exothermicity of the reaction. The findings in [5] have only
been possible through continuation analysis with a very detailed non-equilibrium
cell model capturing the details of the tray design.
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V n L n Fig. 10.9 Cell model to represent cross-flow pat-
tern on distillation tray
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So far, our bifurcation study has been assuming ideal mixing on the individual
trays of the RD column. However, the fluid dynamic behavior of real trays with
large holdups (as they are required for ethylene glycol production) will significantly
differ from an ideally mixed state. Since residence time distribution of the tray will
influence the selectivity of a complex reaction network, we might expect also an
influence on the multiplicity behavior. For this purpose a single tray has been stud-
ied employing a cell model [25] to represent the cross-flow pattern on a real tray
(compare Fig. 10.9). A common backmixing model [69] has been employed to
account for dispersion between adjacent cells. This model does not capture fluid
dynamics and heat and mass transfer at the level of detail presented later in [6],
but covers the most significant effects.

The results of a numerical continuation study for a single tray are shown in Fig.
10.10. The top row of diagrams presents a comparison of a well-mixed and a cross-
flow situation for the ethylene glycol system. In case of perfect mixing, three steady
states may coexist for a certain holdup region, whereas up to eight steady can occur
for a cross-flow tray modeled by four cells (corresponding to a Peclet number of
about 8). Further study reveals an increasing number of steady states with an increas-
ing number of cells to approximate the cross-flow pattern. Hence, there is evidence
that much more complicated nonlinear behavior may arise for real flow situation as
compared to the case of an ideally mixed tray as usually assumed in simulation studies.

The bottom row of diagrams in Fig. 10.10 show the results of a comparable study
for methyl formate synthesis. There is always a unique steady state, regardless the
assumptions on the flow pattern on a tray. Hence, the flow pattern on a tray seems
to influence the qualitative behavior of a column tray only in those cases, when
complex reaction networks with strongly nonlinear reaction models are considered.

The results of a similar continuation study for a complete RD column with per-
fectly and imperfectly mixed trays is shown in Fig. 10.11 for ethylene glycol syn-
thesis. In contrast to a single tray, where the qualitative behavior for perfect and
imperfect mixing differs significantly (compare Fig. 10.10), roughly the same
behavior is observed for the column as displayed in the two diagrams on the left
of Fig. 10.11. A multiplicity of order three occurs in a large region of the parameter
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space regardless of mixing. In contrast to this structurally stable situation, the mul-
tiplicity of order seven in a small region of the parameter space vanishes if imper-
fect mixing is taken into account.

Stability and the dynamic behavior of an ethylene glycol column has been
studied in the region of multiplicity by means of dynamic equilibrium models
by several authors [26, 58, 70]. In addition to the steady state bifurcation discussed
so far, self-sustained oscillation also may occur in the ethylene glycol process if
both consecutive reactions are considered. Kienle et al. [56] not only reported multi-
ple steady states of order three for a column design with a distributed feed [15] but
also found a region with a Hopf bifurcation. Fig. 10.12 shows an exemplary result.
These oscillations seem to be closely related to the energy balance since no oscil-
latory behavior could have been identified if the energy balance is neglected. A
more systematic study aiming to identify the causes of the oscillations and the sen-
sitivity to modeling assumptions is however largely missing.
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10.5
MTBE and TAME Synthesis

A third class of RD processes that are known to show intricate nonlinear behavior,
are processes for the production of fuel ethers methyl tert-butyl ether (MTBE) and
tert-amyl methyl ether (TAME). These are produced by etherification of iso-olefins
with methanol according to

iso-olefin + methanol = tert-ether (10.2)

The reactions are catalyzed by strong acid ion-exchange resins and are usually
carried out in the presence of inert components. For MTBE synthesis the iso-olefin
is isobutylene and for TAME synthesis the iso-olefins are 2-methyl-1-butene and
2-methyl-2-butene. Further details on the chemistry of etherification processes
are given in Chapter 5.

10.5.1
MTBE Synthesis

First simulation results on steady state multiplicity of etherification processes were
obtained for the MTBE process by Jacobs and Krishna [45] and Nijhuis et al. [78].
These findings attracted considerable interest and triggered further research by
others (e.g., [36, 80, 93]). In these papers, a column pressure of 11 bar has been
considered, where the process is close to chemical equilibrium. Further, transport
processes between vapor, liquid, and catalyst phase as well as transport processes
inside the porous catalyst were neglected in a first step. Consequently, the multi-
plicity is caused by the special properties of the simultaneous phase and reaction
equilibrium in such a system and can therefore be explained by means of reactive
residue curve maps using % /o-analysis [34, 35]. A similar type of multiplicity can
occur in non-reactive azeotropic distillation [8].

However, it was shown that for the above conditions the multiplicity regions in
the space of the adjustable operating parameters are fairly small for the MTBE pro-
cess [73]. This is illustrated in Fig. 10.13 for the pilot plant column treated in
[72, 73]. The bifurcation parameters are the heating rate Q and the reflux ratio
R, which can be directly adjusted at the real plant. The parameter range is further
decreased if a finite mass transfer between the vapor and the liquid phase is taken
into account as shown in [5, 40] for the column configuration of Jacobs and
Krishna [45]. Moreover, the multiplicity regions even seem to disappear entirely,
when finite transport processes are taken additionally into account inside the cat-
alyst [39]. Hence, practical relevance seems to be low.
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Fig. 10.13 MTBE process at p = 11 bar. Bifurcation diagram for different reflux ratios R (left),
O denotes total reboil. Multiplicity region in the R/Q parameter plane (right)

10.5.2
TAME Synthesis

Despite the similar reaction mechanism, a completely different type of behavior was
found for the TAME process [71-73]. This is due to the fact that the rate of reaction is
one order of magnitude slower for TAME synthesis compared to MTBE synthesis.
The behavior of the TAME process is illustrated in Fig. 10.14. In contrast to the
MTBE process the TAME column is operated in the kinetic regime of the chemical
reaction at a pressure of 2 bar. Under these conditions large parameter ranges with
multiple steady states occur. The more detailed analysis by Mohl et al. [73] reveals
that steady state multiplicity of the TAME process is caused by self-inhibition of
the chemical reaction by the reactant methanol, which is adsorbed preferably on
the catalyst surface. Steady state multiplicity is therefore caused by the nonlinear
concentration dependence of the chemical reaction rate. Consequently, a similar
type of behavior can be observed for an isothermal CSTR. This effect is further in-
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Fig. 10.14 TAME process at p = 2 bar. Bifurcation diagram for different reflux ratios R (left),
O denotes total reboil. Multiplicity region in the R/Q parameter plane (right)
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creased for an RD column with simultaneous reaction and separation. A compari-
son of the multiplicity regions of an isothermal CSTR, a one-stage RD column,
and the pilot plant column shown in Fig. 10.14 has been given [73].

Because of the large multiplicity regions, multiple steady states of the TAME pro-
cess were also verified experimentally as illustrated in Fig. 10.15 [71, 73, 85]. For
this purpose suitable startup strategies were developed by means of dynamic simu-
lation to operate the column directly into the desired steady state. Further, it was
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Fig. 10.15 Multiple steady states of the TAME process. Comparison between theoretical
predictions (top) and experimental results (bottom)
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demonstrated that the column operating at the low steady state is shifted into the
higher steady state after a pulse injection of pure TAME for a short period. This
dynamic behavior was reproduced with dynamic simulation of a detailed non-equi-
librium model by Baur et al. [7] (see also Chapter 9).

Comparison between theoretical predictions and experimental results showed,
that, in contrast to the MTBE process, transport processes inside the catalyst
were negligible for the TAME process. This is again due to the fact that the
microkinetic rate of reaction is one order of magnitude slower than in the
MTBE case and is therefore dominating for the operating conditions considered
in this study. This was confirmed more rigorously in a recent paper by Higler
et al. [39].

10.5.3
Kinetic Instabilities for Finite Transport Inside the Catalyst

More complex patterns of behavior can be found for finite transport resistances
inside the porous catalyst [74]. Here, kinetic instabilities occur on two different
length scales. On a first, macroscopic scale, multiplicity is induced by ignition
and extinction of every single reactive column tray. On a second, microscopic
scale, multiplicity comes from isothermal multiplicity of the single catalyst pellet,
which is due to the finite transport resistance inside the catalyst.

In tray columns the first mechanism is dominant. This can lead to a large num-
ber of different steady state solutions for a given set of operating conditions. If N is
the number of steady states (typically an odd number). Then (N + 1)/2 of these
steady states are stable. This can lead to complex multi-stable dynamic behavior
during column startup and set-point or load changes. These phenomena were ob-
served for vanishing as well as for finite intra-particle mass transfer resistance. An
example with a total number of six trays (two reactive and two non-reactive trays
plus reboiler and condenser) is shown in Fig. 10.16 for the well-known MTBE pro-
cess. In contrast to the previous section, the column is now operated in the kinetic
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Fig. 10.16 Multiple steady states for MTBE synthesis in a tray column at a pressure of 7 bar:
negligible intraparticle diffusion for small particles (left) and finite intraparticle diffusion for large
particles (right)
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Fig. 10.17 Multiple steady states for MTBE synthesis in a packed column at a pressure of 7 bar:
negligible intraparticle diffusion for small particles (left) and finite intraparticle diffusion for large
particles (right)

regime with a column pressure of 7 bar and high feed rates: further details are
available elsewhere [74].

In case of packed columns, a qualitatively different behavior can be found for
finite and infinite intra-particle mass transfer resistance. For vanishing mass trans-
fer resistance inside the catalyst a ‘small’ number of solutions, typically three, can
be observed. Note, that this is consistent with the TAME case discussed above. In-
stead, for finite transport inside the catalyst a very large number of solutions can be
observed. An example is shown in Fig. 10.17, right. It was conjectured by Mohl
et al. [74], that this behavior is caused by isothermal multiplicity of the single
catalyst pellet and is therefore similar to the well-known fixed-bed reactor
[38, 77]. However, further research is required to verify this hypothesis. Further,
it was shown by Mohl et al. [74] that in both cases the number of solutions may
crucially depend on the discretization of the underlying continuously distributed
parameter system. A detailed discussion is given by Mohl et al. [74].

In all cases, kinetic multiplicity can be avoided by an increase of the Damkohler
number, that is an increase of the number of active sites on the catalyst, or a de-
crease of the feed rate. Moreover, multiplicity will vanish if the column pressure
is increased. In all cases the column gets closer to chemical equilibrium. This is
consistent with previous experimental studies for the MTBE process at 7 bar and
low feed rates [103] where no multiplicity was found.

10.5.4
Oscillatory Behavior

For the MTBE process also oscillatory behavior was reported in the literature. Po-
tential sources for such an oscillatory behavior are either unwanted periodic
forcing (e. g., by badly tuned controllers), fluid dynamic instabilities, or instabilities
of the concentration dynamics.

Fluid dynamic instabilities were reported for the MTBE process by Sundmacher
and Hoffmann [104]. The cycle times for fluid dynamic oscillations are typically in
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the order of minutes. They may occur in the reactive as well as in the non-reactive
case.

In contrast to this, for concentration instabilities the cycle times are typically in
the order of hours depending on the size of the column. Concentration instabilities
for the MTBE system were reported by Schrans et al. [93] and by Hauan et al. [37].
Again, operating conditions were considered with the MTBE process close to
chemical equilibrium. A more detailed analysis reveals, that the regions with oscil-
latory behavior in the space of the adjustable operating parameters are fairly small,
again. This is in contrast to the ethylene glycol process considered above. Further, it
is worth noting, that, as expected, no concentration oscillations were found for
MTBE as well as TAME production in the kinetic regime of the chemical reaction
[73, 74].

10.6
Classification

In the last sections three different types of chemical systems that can favorably be
processed by means of RD have been presented. Most of the known results on
multiplicities and oscillations have been obtained from an analysis of these sys-
tems. These results indicate that multiplicities and oscillations may occur quite fre-
quently in RD. Depending on the characteristics of the reaction system and oper-
ating conditions these multiplicities and oscillations can have different sources. In
principal, each of the individual unit operations ‘distillation’ and ‘reaction’ com-
bined in an RD process has it's own sources, which can also be relevant for RD.
Further, the combination of both unit operations can give rise to new phenomena.

For a classification of different patterns of behavior let us first focus on systems
with a single reversible reaction. Today, these constitute the most important class of
applications of RD technology in industries. Typical examples are esterification and
etherification processes as treated above. For large Damkshler numbers (fast reac-
tion and/or high residence time) the reaction is close to chemical equilibrium. In
first approximation, such a process can be can be analyzed and explained by
means of reactive residue curve maps using o/c-analysis [34, 35]. This procedure
is completely analogous to the non-reactive case. Consequently, similar phenom-
ena can be observed as in non-reactive azeotropic distillation including multiple
steady states and self-sustained oscillations. However, the regions in the space of
the adjustable operating parameters with multiple steady state or oscillatory behav-
ior are small and are typically further reduced if finite inter- or intraphase transport
is taken into account. Hence, practical relevance seems to be low. Typical examples
are the autocatalytic methyl formate system and the heterogeneously catalyzed
MTBE system at high pressures as treated above. Other examples from the litera-
ture are the homogeneously catalyzed ethanol and butanol esterifications.

By decreasing the rate of reaction or decreasing the residence time we enter the
kinetic regime of the chemical reaction. In an RD column, the rate of reaction is de-
creased by decreasing the column pressure or by decreasing the amount of catalyst.
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In the kinetic regime, the nonlinear temperature and concentration dependence of
the reaction rate becomes dominant. If the boiling temperatures of the different
components lie in the same range, the temperature is almost fixed by the pressure
and only the nonlinear concentration dependence of the reaction rate is important.
Typical examples are the TAME and the MTBE system at sufficiently low pressures
as treated above. If, in addition, the intraparticle diffusion inside the catalyst is fast
compared to the rate of reaction, similar patterns of behavior can be observed as in
an isothermal CSTR [73]. The latter has been studied intensively in chemical reac-
tion engineering and two different sources have been identified for isothermal
steady state multiplicity (e. g., [18, 68]). The first is self-inhibition by the reactants.
The second is autocatalysis by the products. In the open literature only little is
known about the application of RD technology to autocatalytic systems. Although
there seems to be some potential in such applications [84]. In contrast to this, self-
inhibition of the reactants is frequently observed in heterogeneously catalyzed RD.
Typical examples are the etherification processes that were treated above. Other
examples are hydration processes for the production of tert-alcohols [31, 32, 84].
The multiplicity regions can be fairly large like for the TAME process. Therefore,
practical relevance can be high and particular attention has to be given to these
phenomena when designing and operating these type of processes. The number
of steady states can further increase if the diffusional transport inside the porous
catalyst is not negligible compared to the rate of reaction. This can be avoided by
reducing the size of the catalyst particles to overcome intraparticle diffusional
transport resistances or by increasing the pressure or total amount of catalyst to
overcome kinetic limitations of the chemical reaction.

According to the investigations in Mohl et al. [73] oscillations are unlikely to occur
in the kinetic regime of the chemical reaction for systems with close boiling points.

A different pattern of behavior occurs in the kinetic regime of an equilibrium lim-
ited reaction or more complex multi reaction systems, if the boiling points of the
individual components differ significantly. This can introduce a positive feedback be-
tween reaction and separation via nonlinear temperature dependence of the reac-
tion rate also giving rise to multiplicities and instabilities. It should be noted,
that this situation is different from a single phase non-isothermal CSTR. In the
single phase CSTR temperature represents a dynamic degree of freedom. Instead,
in the two phase region temperature is fixed by the boiling point condition and
therefore depends algebraically on the composition. A prototypical example for
this class of processes is the ethylene glycol system, which has a more complex re-
action mechanism involving consecutive reaction steps. Because this type of reac-
tion mechanism is in particular sensitive to backmixing, additional complexity in
the nonlinear behavior is introduced by non-ideal flow patterns on the column
trays of an RD column.

Finally, it should be noted that this classification is not complete but represents
the authors present point of view based on the experience with the RD systems
from above. Certainly, new patterns of behavior will be identified, when applying
RD technology to more complex reaction systems or within more complex plant
configurations involving mass and energy recycles.
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10.7
Nonlinear Wave Propagation

Another nonlinear type of dynamic behavior found in many chemical processes is
spatiotemporal pattern formation of the concentration and temperature profiles
[66]. This phenomenon is also termed as nonlinear wave propagation. Nonlinear
waves are particularly useful to understand and predict the qualitative dynamic
behavior without any tedious calculations.

In this section some basic features of nonlinear wave propagation in non-reactive
and RD processes will be illustrated and compared with each other. The simulation
results presented are based on simple equilibrium or non-equilibrium models
[51, 65] for non-reactive separations. In the reactive case, similar models are
used, assuming either kinetically controlled chemical reactions or chemical equili-
brium. We focus on concentration (and temperature) dynamics and neglect fluid
dynamics. Consequently, for equimolar reactions constant flows along the column
height are assumed. However, qualitatively similar patterns of behavior are also
displayed by more complex models [28, 57, 65] and have been confirmed in experi-
ments [41, 59, 89, 107] for non-reactive multi-component separations. First experi-
mental results on nonlinear wave propagation in reactive columns are presented
subsequently.

For an introduction into the subject, we first focus on non-reactive columns. For
the case of binary distillation, Marquardt [64] as well as Hwang and Helfferich [42]
independently showed by means of the theory of quasi-linear hyperbolic systems
that there is a single wave front connecting two pinch regions in a distillation
column section without side streams. Hence, a single concentration (and tempera-
ture) front may occur in a column section indicating the region of intense mass
transfer between the phases. For ideal mixtures, the concentration front is of the
constant pattern type. After a disturbance, the front will travel through the column
with initially constant shape and velocity. The propagation velocity w of the front
can be computed approximately from

w~—. L1 (10.3)

where V, L, Ax, and Ay represent the molar flow rates and the pinch concentration
differences in both phases. The boundaries of the column section act as repellors.
Hence, the propagation velocity is gradually reduced to zero when the front
approaches the section boundary to settle down to a new steady state. Fig. 10.18
shows such a situation. A concentration wave propagates to the top of a rectifying
section separating methanol and 1-propanol after a step change of the reflux rate L.

The analysis can be extended to the multi-component case [43, 44, 51, 65, 66].
The number of the fronts is directly related to the number of components n. in
the mixture. For ideal and moderately non-ideal mixtures the concentration and
temperature profiles consist of n, — 1 fronts connecting two pinch points. Again,
constant pattern waves occur for ideal and moderately non-ideal mixtures. Addi-
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Fig. 10.18 Concentration wave front propagating after a step change in reflux rate to the top of
the rectifying section of a binary, non-reactive separation

tional fronts may be possible for highly non-ideal, azeotropic mixtures [50].
Further, for this class of mixtures, so-called combined waves are possible where
only a part of the wave front represents a constant pattern wave, whereas the
other part has a variable shape. Constant pattern waves travel at the same velocity
given by

v A\
wh~ 2 (X)) —1 =1, -1 (10.4)
L Ax
where
AY\Y Ay, Apn,—1
AV oM Ay (10.5)
Ax Axy Axp -1

Under steady state conditions, at most one of these wave fronts can be located in
the middle of a column section, whereas the others are located at either one of the
boundaries, where they can overlap and interact. A multicomponent example [51]
is shown in Fig. 10.19. Initially, two distinct constant pattern waves can be identi-
fied in the concentration profiles of both components traveling at the same velocity
to the top of the rectifying section. Close to the upper boundary, the waves start to
interact and form some combined steady state pattern.
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Fig. 10.19 Concentration wave fronts propagating after a step change in reflux rate to the top of
the rectifying section of a ternary, non-reactive separation

Similar behavior can also be observed for RD processes. First investigations in
this direction have been made by Marquardt and coworkers [25]. They considered
the reversible reaction A 4+ B «» C for different Damkohler numbers Da. Fig. 10.20
shows the variation of the wave front pattern. A single front is obtained in the limit
for large Da. A similar trend can be observed for the propagation velocity, which
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approaches the one for the non-reactive case if the reaction is close to chemical
equilibrium. In fact, the equation for w obtained for the non-reactive case is per-
turbed by an additive term indicating the deviation from reaction equilibrium in
the reactive case.

For high Da the column is close to chemical equilibrium and behaves very simi-
lar to a non-RD column with n, — n,— 1 components. This is due to the fact that the
chemical equilibrium conditions reduce the dynamic degrees of freedom by n,, the
number of reversible reactions in chemical equilibrium. In fact, a rigorous analysis
[52] for a column model assuming an ideal mixture, chemical equilibrium and
kinetically controlled mass transfer with a diagonal matrix of transport coefficients
shows that there are n, — n, — 1 constant pattern fronts connecting two pinches in
the space of transformed coordinates [108]. The propagation velocity is computed
as in the case of non-reactive systems if the physical concentrations are replaced
by the transformed concentrations. In contrast to non-RD, the wave type will
depend on the properties of the vapor-liquid and the reaction equilibrium as
well as of the mass transfer law.

Despite the analogy between reactive and non-RD, the type of wave pattern may
not necessarily comply for similar types of mixtures. In particular, combined waves
as described above for non-ideal non-reactive mixtures might occur for ideal, reac-
tive mixtures. Conversely, constant pattern waves may arise for highly non-ideal
reactive mixtures.

reaction:
2B2A+C N

z[-]

XA [_] KB ["] KC I.__]

B
Fig. 10.21 Concentration wave fronts in a reactive ternary separation after a step change in reflux
rate. Ideal vapor-liquid equilibrium, kinetically controlled mass transfer, reversible chemical
reaction close to chemical equilibrium
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\

reaction:
2B = A+C

xB [‘_]

B

Fig. 10.22 Concentration wave fronts in a reactive ternary separation after a step change in reflux
rate. Case as in Fig. 10.21, but reaction in kinetically controlled regime

An example of wave propagation in an RD column is shown in Figs. 10.21 and
10.22. Constant pattern waves can be observed in case of ideal phase equilibrium,
kinetically controlled mass transfer and a single reversible reaction close to chem-
ical equilibrium (compare Figs. 10.21). In contrast, at low Da in the kinetically con-
trolled regime of the chemical reaction a different, more complex type of dynamic
behavior can be observed (compare Fig. 10.22). The behavior in the kinetic regime
is not sufficiently understood today and needs further research.

Nonlinear waves in RD have been studied by Balasubramhanya and Doyle III [4]
who treat an idealized esterification system, and by Griner et al. [33] who study a
fairly complex, industrial multireaction process. An experimental study of methyl
formate synthesis has been carried out by Reder [25, 87] using the lab-scale column
introduced above (Fig. 10.2). In all cases the columns are close to chemical equili-
brium and therefore behave similar to non-reactive separations.

Fig. 10.23 shows simulated temperature waves in the lab-scale column. A com-
parison with experimental data is shown for a steady state in Fig. 10.24 showing a
satisfactory fit. Clearly, the experiments confirm the pattern of the waves in the
rectifying as well as in the stripping section. The flows in the column have been
chosen such that the waves are sitting at the lower boundary of the column sec-
tions (i.e., close to the feed tray and close to the reboiler).

The extreme sensitivity of the lab-scale column to small variations in the heat
duty of the reboiler is shown in Fig. 10.25. The upper left diagram shows the steady
state concentrations of the key components in the distillate and in the bottoms
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Fig. 10.24 Steady state
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methyl formate column.
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experiment (symbols)
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Fig. 10.25 Sensitivity of lab-scale methyl formate column. Concentrations of key components in
both product streams (upper left). Nominal steady state (upper right) and disturbed steady states
(bottom row)

product as a function of the heat duty. Obviously, there is virtually only a single
heat duty, which at the same time results in a high methyl formate and a high
water concentration in both products. The concentration profiles at this favorable
operating point are shown in the upper right diagram of Fig. 10.25. The diagrams
below show a significant shift of the steady state concentration profiles if the heat
duty is just varied by 1% from the nominal value. Control is essential to stabilize
the desired operating point.

Nonlinear waves are very useful for a qualitative understanding of the concentra-
tion and temperature dynamics in an RD column. So far, only an incomplete un-
derstanding of the relation between the physicochemical complexity of the mixture,
the design and operation of the column, and the observed spatiotemporal patterns
is available. Much research is required to resolve the open issues. In addition, the
phenomenon of a propagating wave can also be exploited to derive a simplified
quantitative description of the column dynamics in the non-reactive [27, 67] as
well as in the reactive [4, 51, 52] case. These reduced nonlinear models are most
suitable to design and implement advanced model based control systems as dis-
cussed in the next section.



10 Nonlinear Dynamics and Control of Reactive Distillation Processes

10.8
Control

In general, two different modes of operation are possible for distillation columns,
no matter whether reactive or non-reactive. The first is the continuous and the
second is the batch mode of operation. Focus in this section is on control of con-
tinuously operated RD columns. For optimal operation and control of batch
columns we refer to the literature [4, 20, 75, 101, 110].

So far, only little work on RD column control is available in the open literature.
Most of this work is concerned with case studies for esterification and etherifica-
tion processes. Furthermore, the ethylene glycol process has received some atten-
tion because of its interesting dynamic behavior, which was summarized and illus-
trated above. A recent review on control case studies is available in [2]. Only very
few general guidelines are available for RD column control including the work
of Sneesby et al. [97] and Alarfaj and Luyben [2].

Like in non-RD, a hierarchy of different control tasks exists. On the lowest level,
column pressure and the levels in the reboiler at the bottom and the accumulator
at the top of the column have to be controlled. On a higher level, product purities
have to be controlled. For single product columns only one product composition
has to be controlled (one-point control), whereas for two product columns we
usually want to control the specifications of both product streams (two-point con-
trol). Pressure and level control are similar to non-RD and can be achieved with
standard methods. However, composition control of an RD column may introduce
some additional complexities as will be illustrated subsequently. In the remainder
focus is on two-point composition control.

Control system design consists of two steps: control structure selection includes
the choice of suitable manipulated and measured variables as well as their pairing;
design and parameterization of some control algorithm defines the computation of
the required values of the manipulated variables from the measurements and given
set-points. Let us first focus on the control structure selection problem.

10.8.1
Control Structure Selection

Possible candidates for manipulated variables are essentially the same as in non-
RD, including reflux, distillate flow rate or reflux ratio at the top of the column
and heating rate, bottoms flow rate, or reboil ratio at the bottom of the column.
In addition, dosing of the reactants can be an interesting choice in RD, if this is
compatible with the upstream processing of the plant. Possible candidates for mea-
sured variables are either product compositions or column temperatures. However,
online measurement of concentrations is usually slow, expensive, and often not
very reliable. Therefore inferential control schemes are preferred, where the prod-
uct compositions are inferred from temperature measurements. However, the re-
lationship between product compositions and column temperatures is frequently
non-unique in RD [26, 98] and this can lead to severe problems as will be illustrat-
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Fig. 10.26 Closed loop steady state temperature profiles for RD column producing methyl
acetate with control scheme 1

ed in a first case study. This case study is inspired by the paper of Roat et al. [90]
and is concerned with a pilot plant column for producing methyl acetate.

A first control scheme proposed in [90] is shown in Fig. 10.26. In this scheme,
product purities of methyl acetate (MeAC) and water (H,0) are inferred from tem-
peratures on trays 3 and 12, respectively, and the feed rates of methanol (MeOH)
and acetic acid (AcH) are used as manipulated variables. For this configuration,
three different temperature profiles exist with identical temperature values at the
sensor locations but different feed rates and completely different product compo-
sitions. The solid line in Fig. 10.26 represents the desired temperature profile
with high conversion. This situation corresponds to input multiplicity as introduced
at the beginning of section 10.2 on multiplicity and oscillations. Here, the same set
of output variables (temperatures) is produced by (three) different sets of input
variables (feed rates). Because the steady state values of the output variables are
fixed by the given setpoint of the controllers, this input multiplicity will lead to
steady state multiplicity of the closed loop system as illustrated in Fig. 10.27.

Fig. 10.27 shows the time plots of the input variables (feed rates), the output vari-
ables (temperatures on trays 3 and 12) and the product purities of methyl acetate in
the distillate and water in the bottoms for two different pulse disturbances of the
heating rate. Initially the column is at the desired steady state with high product
purity. After a small disturbance, indicated by the dashed line, the column returns
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Fig. 10.27 Dynamic transient behavior for control scheme 1 in Fig. 10.26 after a small (dashed
line) and a large (solid line) pulse disturbance of the heating rate

to the desired steady state. After a large disturbance, indicated by the solid line, the
column suffers an undesired transition to a different steady state with low product
purity. In both cases the controlled variables (temperatures on trays 3 and 12) are
finally forced to their given setpoints by the controllers.

Because input multiplicity depends on the choice of the output variables, it can
be avoided by selecting a suitable control configuration. In the present case, this
problem is easily solved by taking a third temperature measurement into account
as proposed in [90] and illustrated in Fig. 10.28. The difference between the two
temperature measurements in the reaction zone is an indirect measure for the con-
version of the chemical reaction and therefore leads to a unique steady state with
good control characteristics. Similar control schemes, with direct and indirect infer-
ence of conversion were proposed in [99, 100, 105] for etherification processes.
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Fig. 10.28 Closed loop steady state temperature profiles for RD column producing methyl
acetate with control scheme 2

10.8.2
Control Algorithms

In the previous case study, the focus was on control structure selection. As control
algorithms standard linear PI-controllers were used. In a second case study, the
focus is on control algorithms. For that purpose we compare different control algo-
rithms for a fixed control structure. The process to be considered is an industrial
benchmark problem, which was treated in joint research with Bayer AG [21, 33].
The process and its open loop dynamic behavior is illustrated in Fig. 10.29. Com-
ponents B and C are the reactants. They react in two consecutive equilibrium reac-
tions to products A and E. The main product E is obtained in the bottoms of the
column and the other product A in the distillate.

Temperature profiles after a stepwise increase of the heating rate are shown on
the right side of Fig. 10.29. These profiles show distinct nonlinear wave character-
istics as discussed in the previous section. Therefore the process is sensitive to dis-
turbances and composition control is required. Again focus is on an inferential
control scheme. Measured variables are the temperatures on trays 4 and 60,
which are located within the upper and the lower ware front. Hence, they show
good sensitivity to disturbances. Manipulated variables are the heating rate and
the reflux ratio. For this process neither input nor output multiplicities occur.
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Fig. 10.29 Open loop temperature profiles of an industrial RD column after stepwise increasing
the heating rate

Fig. 10.30 gives a comparison between open loop dynamics and closed loop
dynamics for linear multi-input multi-output PI controllers and an advanced non-
linear controller. The nonlinear controller is based on asymptotic exact input/out-
put linearization as proposed by Gilles and coworkers [29]. This is a model based
controller, where the concentration profiles inside the column are reconstructed
online from the two temperature measurements by means of a nonlinear state ob-
server [21, 33].

Fig. 10.30 shows the time plots of the bottom key impurity for different distur-
bances. The concentration of this component is suitably scaled. From Fig. 10.30 we
conclude that linear control is sufficient for stabilizing the desired steady state
against disturbances. However, during the transient considerable impurities in
the bottom products may rise for linear control. Therefore, Fig. 10.30 also illus-
trates the great potential of nonlinear control for advanced column operation in-
cluding tight composition control, switching between different operating points
and so on. Further, the model-based measurement technique provides full infor-
mation about the composition profiles of the different components in the column.
This information can also be valuable for open loop operation and supervision of
RD columns.

For the implementation of advanced model-based controllers suitable models
and suitable hardware is required including a computer for real-time simulation
linked to the control system. In practice, this effort is only justified for a limited
number of applications. For many applications standard PI controllers will suffice.
Hence, finding a suitable control structure is often the dominating issue during
control system design. Certainly, dynamics have to be considered for this and
one should not only rely on steady state measures for comparing different control
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Fig. 10.30 Performance of linear control compared to nonlinear control for the industrial RD
process in Fig. 10.29

structures. Further, it is often useful to have a look at the column profiles for
proper sensor location. Non-uniqueness arising in inferential control can be
avoided by including direct or indirect measures for conversion into the control
scheme.

The optimal control structure always depends on the specific type of process con-
sidered. Further research is required to develop more general guidelines for control
structure selection of RD processes depending on the dominating process charac-
teristics.

10.9
Conclusions

In this chapter, an overview on the present knowledge of nonlinear dynamics and
control of RD columns was given. First, focus was on open-loop dynamics. It was
shown that these processes can show a distinct nonlinear behavior including multi-
ple steady states, self-sustained oscillations, and nonlinear wave propagation. Dif-
ferent patterns of behavior were identified depending on the properties of the
reaction system and the operating conditions.

In summary, the following general guidelines on the qualitative dynamic behav-
ior of RD processes can be drawn from the present state of knowledge. Similar to
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steady state design of RD columns [62, 106], we essentially have to distinguish two
different regimes with regard to open-loop column dynamics. The first is the equi-
librium regime, where the reactions are close to chemical equilibrium. The second,
is the kinetic regime of the chemical reaction. The overall behavior between both
regimes differs significantly.

In the equilibrium regime, the dynamic behavior of an RD column in trans-
formed concentration variables is essentially the same like the dynamic behavior
of a non-RD column. Hence it is not surprising that under these conditions we
can observe all kinds of multiplicity, oscillations, and wave propagation phenom-
ena like in non-RD. Any novel feature, such as reactive azeotropy, is introduced
by the static transformation between physical and transformed concentrations.
From this point of view, it seems that, at least qualitatively, we have a fairly good
understanding of the concentration dynamics of RD processes in the equilibrium
regime today. Open questions are related to a detailed understanding of oscillatory
behavior in this regime.

In the kinetic regime, the dynamic behavior of RD processes is dominated by the
chemical reaction. For closely boiling mixtures the behavior is similar to an isother-
mal reactor. Instead, if the boiling points of the individual components differ sig-
nificantly, new phenomena are introduced by the interaction between separation
and reaction kinetics, which can not be observed in a single phase reactor. A thor-
ough understanding of spatiotemporal pattern formation in the kinetic regime is
missing for both types of mixtures. This is therefore a challenging field for future
research.

So far, emphasis was on simple reaction systems and simple column configura-
tions. Further challenging tasks are related with the application of the RD technol-
ogy to more complex reaction systems and/or more complex system configura-
tions, like the coupled column system [102]. Safe and optimal operation of such
systems will require more insight into their the dynamic behavior and additional
patterns of behavior will be identified.

In the second part of this chapter, focus was on control of continuously operated
RD processes. So far most control studies focus on processes that are operated
close to chemical equilibrium. Emphasis was on the well-known esterification
and etherification systems. The methods employed are similar to non-RD column
control. It is worth noting that this is consistent with our conclusions on open-loop
dynamics as drawn above. Additional problems may rise in indirect control
schemes, where product compositions are inferred from temperature measure-
ments. It was shown that these problems can be handled if in addition some direct
or indirect measure of conversion is taken into account.

Control studies for kinetically controlled processes are missing to a large extent
and further research is required to close this gap.
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