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Introduction: Batteries and Fuel Cells

This special issue of Chemical Reviews covers the
electrochemical storage and generation of energy in
batteries and fuel cells. This area is gaining tremen-
dous importance for powering high technology devices
and for enabling a greener and less energy-intensive
transportation industry. Whether the demand is from
a cell phone, a computer, or an iPOD, consumers are
demanding a longer life in a smaller package and at
a lower cost with minimal if any wired connection.
The consumer generally does not care whether the
power source is a battery, a fuel cell, or something
else, as long as it works. In the area of greener
transportation, there has been a surge of interest in
vehicles that are electrically powered, either totally,
as planned for the green Beijing Olympic Games, or
partially, as in hybrid electric vehicles. The present
generation of such vehicles uses a combination of an
internal combustion engine and a battery, today
nickel metal hydride, as in the Toyota Prius, and
tomorrow lithium; a future generation is likely to be
a hybrid of a fuel cell and a battery.

Both batteries and fuel cells utilize controlled
chemical reactions in which the desired process
occurs electrochemically and all other reactions in-
cluding corrosion are hopefully absent or severely
kinetically suppressed. This desired selectivity de-
mands careful selection of the chemical components
including their morphology and structure. Nanosize
is not necessarily good, and in present commercial
lithium batteries, particle sizes are intentionally
large. All batteries and fuel cells contain an electro-
positive electrode (the anode or fuel) and an electro-
negative electrode (the cathode or oxidant) between
which resides the electrolyte. To ensure that the
anode and cathode do not contact each other and
short out the cell, a separator is placed between the
two electrodes. Most of these critical components are
discussed in this thematic issue.

The issue starts with a general introduction by
Brodd and Winter to batteries and fuel cells and the
associated electrochemistry. It then continues first
with several papers discussing batteries and then
with papers discussing fuel cells.

Batteries

Outside of the above introduction, the battery
papers describe lithium batteries, where most chemi-
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cal and materials research has been focused during
the past three decades. The second paper, by Whit-
tingham, begins with a general historical background
to lithium batteries and then focuses on the next
generation of cathodes. The third, by Xu, gives an
in-depth review of the presently used and future
electrolytes; this is followed by an extensive review
by Arora and Zhang of the separators used in lithium
and related batteries. The following paper, by Long,
Dunn, Rolison, and White, addresses new three-
dimensional concepts for increasing the storage ca-
pacity. Critical to the development of new materials
are advanced characterization and modeling tech-
niques, and some of these are described by Grey and
Dupre and by Reed and Ceder in the last two papers
of the battery group. Several papers covering anodes,
phosphate and nickel oxide cathodes, and nickel
metal hydride batteries did not meet the publication
deadline, and it is hoped that they will appear in
future issues.

Fuel Cells

Although fuel cells were invented in the middle of
the 19th century, they didn't find the first application
until space exploration in the 1960s. Since then, the
development of fuel cell technology has gone through
several cycles of intense activity, each followed by a
period of reduced interest. However, during the past
two decades, a confluence of driving forces has
created a sustained and significant world-wide effort
to develop fuel cell materials and fuel cell systems.
These driving needs include the demand for efficient
energy systems for transportation, the desire to
reduce CO, emissions and other negative environ-
mental impacts, and the demand for high energy
density power sources for portable electronic applica-
tions. Due to the high level of interest in fuel cells
during the last decade or so, there have been numer-
ous summary articles and symposia focused on the
technology state of the art. In this thematic issue,
we present a series of summary articles that deal
with some of the fundamental scientific issues related
to fuel cell development.

A fuel cell that has desirable features for trans-
portation and portable power is the polymer electro-
lyte membrane (PEM) system. The core of this
technology is a polymer membrane that conducts
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protons but separates the fuel from the oxidant. The
material used historically and most frequently in
PEM fuel systems is Nafion, a perfluorocarbon-based
polymer carrying sulfonic acid residues. Nafion is a
commercial material and has received the most
extensive study of any PEM fuel cell membranes.
Mauritz and Moore prepared a summary of the
current understanding of the large volume of re-
search that has gone into optimizing and understand-
ing this membrane system. Other polymer systems
that would have even better performance than Nafion
and/or have lower costs are being sought by research-
ers around the world. Hickner, Ghassemi, Kim,
Einsla, and McGrath summarize work on such al-
ternative polymer systems for proton exchange mem-
branes. These types of materials have complex trans-
port properties that involve not just proton movement
but also the movement of water. Theoretical treat-
ments of the transport mechanisms and processes in
these proton conductors are given by Kreuer, Pad-
dison, Spohr, and Schuster and by Weber and New-
man.

In PEM fuel cells, catalyst activity and catalyst
efficiency are still significant issues. Russell and Rose
summarize fundamental work involving X-ray ab-
sorption spectroscopy on catalysts in low temperature
fuel cell systems. These types of studies are very
useful for developing a detailed understanding of the
mechanisms of reactions at catalyst surfaces and
could lead to the development of new improved
efficient catalysts. Important in the development of
fuel cell technology are mathematical models of
engineering aspects of a fuel cell system. Wang writes
about studies related to this topic.

Finally, in order for PEM fuel cell systems to be
affordable for portable power applications, a source

Editorial

of high energy density fuel must be considered. To
this end, Holladay, Wang, and Jones present a review
of the developments of using microreactor technology
to convert liquid fuels into hydrogen for directly
feeding into a PEM fuel cell.

Another fuel cell system undergoing intense re-
search is the solid oxide type. Adler presents the
factors that govern the rate limiting oxygen reduction
reaction within the solid oxide fuel cell cathodes.
Mcintosh and Gorte, on the other hand, treat the
anode in the solid oxide fuel cell by examining
catalytic direct hydrocarbon oxidation. Finally,
Calabrese Barton, Gallaway, and Atanossov take a
look at the future. In their article, they present a
summary of some of the enzymatic biological fuel
cells that are being developed as implantable devices
and also to power microscale devices.

We hope this collection of papers will provide new
researchers in the field with a starting point for
advancing research. Furthermore, our hope is to
stimulate the next generation of breakthroughs that
will lead to the success of fuel cell development.

M. Stanley Whittingham
Chemistry and Materials,
State University of New York at Binghamton

Robert F. Savinell
Chemical Engineering,
Case Western Reserve University

Thomas Zawodzinski
Chemical Engineering,
Case Western Reserve University
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1. Introduction

In the last two decades X-ray absorption spectros-
copy (XAS) has increasingly been applied to the study
of fuel cell catalysts and, in particular, Pt containing
catalysts for use in low temperature fuel cells. The
increasing use of XAS may be attributed to its unique
potential to provide information regarding the oxida-
tion state and local coordination, numbers and iden-
tity of neighbors, of the absorbing atom. The advan-
tage of XAS over other characterization methods,
such as XPS or SEM/EDAX, lies in the ability to
conduct the measurements in situ, in environments
that closely mimic those of a working fuel cell.

In the application of XAS to the study of fuel cell
catalysts, the limitations of the technique must also
be acknowledged; the greatest of which is that XAS
provides a bulk average characterization of the
sample, on a per-atom basis, and catalyst materials
used in low temperature fuel cells are intrinsically
nonuniform in nature, characterized by a distribution
of particle sizes, compositions, and morphologies. In
addition, the electrochemical reactions of interest in
fuel cells take place at the surface of catalyst par-

* To whom correspondence should be addressed. Phone: +44 (0)
2380 593306. Fax: +44 (0) 2380 596805. E-mail: a.e.russell@
soton.ac.uk.

10.1021/cr020708r CCC: $48.50

Received December 16, 2003

ticles, and XAS is not able to provide a means of
directly probing the surface composition or electronic/
chemical state of the surface of the catalyst particles.
Throughout this review both the advantages and
limitations of XAS in the characterization of low
temperature fuel cell catalysts will be emphasized.

An XAS experiment measures the change in the
absorbance, ux, or fluorescence of the sample as the
X-ray energy is scanned through the absorption edge.
At the absorption edge the energy of the incident
X-ray photon is sufficient to excite a core level
electron of the absorbing atom to unoccupied atomic
or molecular orbitals. A typical XAS spectrum is
shown in Figure 1. The absorption, uX, is defined by
the Beer Lambert equation,

ux = log(1y1,) (1)

where u is the linear absorption coefficient, x is the
sample thickness, |, is the intensity of the incident
photons, and I is that of the transmitted photons.
The region closest to the absorption edge has a
structure that is characteristic of the local symmetry
and electronic structure of the absorbing atom, which
is commonly called the XANES, X-ray absorption
near edge structure. The position of the absorption
edge can provide information regarding the oxidation
state of the absorber. The XANES region extends to
approximately 50 eV above the absorption edge. At
higher energies the energy of the incident X-ray
photons is sufficient to excite a core electron of the
absorber into the continuum producing a photoelec-
tron with Kinetic energy, Ey,

Ex=hv - Ebinding 2

The ejected photoelectron may be approximated by
a spherical wave, which is backscattered by the
neighboring atoms. The interference between the
outgoing forward scattered, or ejected, photoelectron
wave and the backscattered wave gives rise to an
oscillation in the absorbance as a function of the
energy of the incident photon. These oscillations,
which may extend up to 1000 eV above the absorption
edge, are called the EXAFS, extended X-ray absorp-
tion fine structure. Analysis of the EXAFS provides
information regarding the identity of, distance to, and
number of near neighboring atoms.

This review will focus on the applications of XAS
in the characterization of low temperature fuel cell
catalysts, in particular carbon supported Pt electro-
catalysts, Pt containing alloys for use as anode and
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cathode catalysts, and, finally, non-Pt containing
cathode catalysts. A discussion of the cells that have
been used for in situ and gas treatment measure-
ments will be presented. The type of information that
can be derived from XAS studies of fuel cell catalysts
will be illustrated, and the relevant XAS literature
from 1982 to 2003 will be reviewed.

2. X-ray Absorption Spectroscopy

The details of the analysis of the XANES and
EXAFS regions of the XAS spectra are beyond the
scope of this review. However, as XAS is becoming a
more “routine” tool for the study of fuel cell catalysts,

Russell and Rose

204

Absorption In (I/1)

0.5+

0.0+

T T T T T T T
19600 19800 20000 20200 20400 20600 20800 21000
Energy / eV

Figure 1. XAS spectrum of a Mo foil collected at the Mo
K edge.

we feel that some discussion of the basic aspects of
the analysis as applied to fuel cell catalysts is
warranted and may assist the nonspecialist in un-
derstanding the origins of the information derived
from XAS.

2.1. XANES

In the study of fuel cell catalysts, detailed analysis
of the XANES region is not common. As mentioned
in the Introduction, the position of the absorption
edge is related to the oxidation state of the absorbing
atom and the detailed features can provide an
identification of the neighbors, coordination geom-
etry, and, in the case of clusters of atoms, particle
size and morphology. The XANES region of the XAS
spectrum is dominated by multiple-scattering and
multiphoton absorptions. As such, detailed analysis
of this region is less straightforward than that of the
EXAFS region, which will be described in section 2.2,
and most studies have been limited to a so-called
white line analysis, which will be discussed below.
However, recent advances in the theoretical models
and the availability of computer programs, such as
the FEFF8 code developed by Rehr’s group,* should
encourage more detailed analysis of the XANES of
supported metal catalysts.

The FEFF8 code is an ab initio code that imple-
ments a self-consistent, real-space Green'’s function
approach. The recent improvements in the FEFF
code are particularly apparent, in the analysis of L)
absorption edges, where transitions from the 2ps;
level to vacant d-states of the absorbing atom occur.
For example, Ankudinov and Rehr? have recently
shown that the Pt L, edge of a Pt foil is more reliably
reproduced by the FEFF8 code, which is self-
consistent, than by the FEFF7 code previously used
by Bazin et al.® The absorption coefficient and,
therefore, intensity of the white line for a surface
atom are not the same as those for a bulk atom, and
this must be taken into account when fitting the
XANES of nanoparticles, as demonstrated by Bazin
et al. for Pt clusters of 13, 19, 43, and 55 atoms with
the fcc structure (Op symmetry).® The morphology of
the cluster was also shown to be important for Pt
clusters* and Cu clusters.® Fitting the XANES data
requires comparison of the spectrum to the spectra
of a series of relevant reference compounds, which
are then simulated using FEFF8. Detailed analysis
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Figure 2. XAS spectrum of Na,Pt(OH)s powder.
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of the XANES of a fuel cell catalyst, with a distribu-
tion of particle sizes and morphologies, can then be
accomplished using principal component analysis
(PCA). However, as noted by Bazin and Rehr,®
defining relevant reference compounds and the simu-
lation of a large number of absorption spectra of
possible structures, which may only contribute as
minor components to the overall spectrum, are major
limitations of this technique. However, the PCA-
FEFF approach offers a real opportunity to obtain
the distribution of the electronic states of catalyst
particles.

The XANES region of the Pt L;;; and L, absorption
edges can be used to determine the fractional d-
electron occupancy of the Pt atoms in the catalyst
sample by a so-called white line analysis. Figure 2
shows the XAS spectrum collected at both Pt L, and
L, absorption edges of Na,Pt(OH)s. The sharp fea-
tures at the absorption edges are called white lines
after the white line observed in early photographic
film based XAS measurements.® Mansour and co-
workers 7 have shown that comparison of the white
line intensities of a sample with those of a reference
metal foil provides a measure of the fractional d-
electron vacancy, fy4, of the absorber atoms in the
sample. fy is defined as follows:

fy = (AA; + L1IAAYIA,, + 1.11A,)  (3)

where Az, represents the area under the white line
at the L, edge and A;, represents the area at the
L, edge of the reference foil spectrum and

AAx = Ax,s - Ax,r (4)

with x = 2 or 3 and A, the area under the white
line at the L edge of the sample spectrum. The areas
may be determined by integration of the normalized
(defined below) spectra from 10 eV below the absorp-
tion edge to 40 eV above the absorption edge or by
first subtraction of an arc tangent function fit through
the pre- and postabsorption edge regions.

fq can then be used to calculate the total number
of unoccupied d-states per Pt atom in the samples
as follows:

(hJ)t,s =(1.0+ fd)(hJ)t,r )

where (hy):r, t = total, for Pt has been shown to be
0.3.8 A large (h;)s value, thus, indicates a smaller
d-electron density and an increased d band vacancy
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as compared to those for bulk Pt. Unfortunately,
when (h;)¢s values have been reported in the fuel cell
literature, no estimation of the error in the measure-
ment has been given. Therefore, it is best to treat
the determination of (hj)¢s as a semiquantitative
measurement and to restrict its use to the compari-
son of relative values and the identification of trends.

2.2. EXAFS

To analyze the EXAFS region of the XAS spectrum,
the raw data must first be subjected to background
subtraction, determination of the zero point of the
energy, and normalization. Background subtraction
removes both the variation in the absorbance with
energy caused by the other atoms in the sample (the
near-linear variation seen before the edge, usually
modeled as a modified Victoreen function®) and the
smooth variation in u past the absorption edge,
corresponding to the absorption of the free atom. The
zero point of the energy, Eo, is usually taken as the
inflection point in the absorption edge. This allows
the energy of the incident photon, Ep,, to be converted
to k-space (A1) as follows:

2me 1/2
k= (T(Ehv - Eo)) (6)

Normalization places the measured spectrum on a
per-absorber-atom basis, thereby taking into account
the concentration of the sample, and is division of
the absorption data by the magnitude of the edge step
at 50 eV above the absorption edge. The details of
XAS data reduction may be found elsewhere.*°

Once the EXAFS spectrum is isolated, the data
may then be fitted to the EXAFS equation,

shells

x(K) = Z Aj(K) sin 6;(k) (7)
=
with the amplitude function

N.
Aj(k) — leZSOZFj(k)e—Zkzojze—ZRJ—M(k) (8)
i

and the phase function
sin 6(k) = sin(2kR; + ¢;(k)) 9)

where Nj is the number of atoms of type j at the
distance R; from the absorber atom, Fj(k) is the
magnitude of the backscattering from atom j, d;(k) is
the backscattering phase shift resulting from scat-
tering off atom j, Sy is the amplitude reduction factor
and reflects multielectron effects and central atom
shake-up and shake-off due to the relaxation process
after photoionization, e~2<*%* accounts for the finite
lifetime of the excited state, ¢j? is the relative mean
squared disorder along the distance between the
absorbing atom and atom j due to thermal and static
motions, and A is the mean free path of the electron.

The backscattering amplitude, Fj(k), and phase
shift, dj(k), for the absorber—neighbor pair may be
extracted from the EXAFS of reference compounds
or calculated theoretically using widely available
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Figure 3. Calculated EXAFS of (a) Pt with six O neighbors
at 1.98 A and (b) Pt with six Pt neighbors at 2.77 A.

programs such as the FEFF codes developed by John
Rehr’s group at the University of Washington.~13
These parameters enable the identification of the
neighbors surrounding the absorbing atom. In par-
ticular, the variation of the backscattering amplitude
with energy, or k, provides an indication of the mass
of the neighboring atom. The calculated EXAFS for
Pt—0 and Pt—Pt absorber—neighbor pairs are shown
in Figure 3. As can be seen in the figure, the
backscattering from a light neighbor, with low Z, is
at a maximum at low k values and decays quickly,
while that from a heavier neighbor, with high Z,
extends to higher values of k. Weighting the EXAFS
data from a sample with mixed neighbors by k or k3
emphasizes the contributions to the EXAFS from the
low and high Z neighbors, respectively. The coordina-
tion number, N;, and the distance, R;, also have easily
visualized effects on the EXAFS. Increasing the
number of a given type of neighbor increases the
amplitude of the EXAFS, as shown in Figure 4 and
eq 8. Variation of the near neighbor distance changes
the phase of the EXAFS as shown in Figure 5 and
eq 9. Attention to the effects of these parameters on
the EXAFS can provide a useful starting point in
fitting EXAFS data.

Fourier transformation of the EXAFS gives the
radial structure function. The EXAFS and corre-
sponding k3 Fourier transform for a Pt foil standard
are shown in Figure 6. As in the case of the raw
EXAFS data, k weighting of the Fourier transforma-
tion emphasizes the contributions of low Z neighbors,
k! weighting, or high Z neighbors, k® weighting. In
the analysis of the EXAFS for a supported fuel cell
catalyst, k? weighting of the Fourier transform is
commonly used, as it provides a compromise, giving
weight to the contributions from both low and high
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Figure 4. Calculated EXAFS of (a) Pt with six Pt
neighbors and (b) Pt with 12 Pt neighbors at 2.77 A.
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Figure 5. Calculated EXAFS of (a) Pt with six Pt
neigr}sl:\)ors at 2.77 A and (b) Pt with six Pt neighbors at
3.42 A

Z neighbors. Phase correction of the Fourier trans-
form by the backscattering phase shift of one of the
absorber—neighbor pairs is also extensively used.
This has the effect of correcting the distances ob-
served in the radial structure function as well as
emphasizing the contributions from the chosen ab-



XAS of Low Temperature Fuel Cell Catalysts

K 1 (k)

k/A
160 -
140
120 4
100 —

80

FT Ky (k)

60

40

ZO—A/\/\‘
b
0 T T T T T

0 2 4 6 8 10
r/A

Figure 6. (a) k® weighted EXAFS of Pt foil collected at

the Pt L3 edge and (b) the corresponding k3 weighted Pt
phase corrected Fourier transform of the EXAFS data.

sorber—neighbor pair. Without phase correction the
positions of the peaks in the radial structure function
are all approximately 0.5 A too short. The Fourier
transform shown in Figure 6 corresponds to the
radial structure of a Pt atom in the bulk fcc lattice,
with 12 neighbors in the first shell, 6 in the second,
12 in the third, and 24 in the fourth. The decreased
backscattering contribution from the neighbors at
longer distances causes an apparent amplitude re-
duction of the radial structure function for higher
shells, as predicted by eq 8.

EXAFS analysis involves fitting the data to the
EXAFS equation to obtain a structural model. Cur-
rently, fitting EXAFS data relies on the user to
propose candidate neighboring atoms as backscat-
terers. The data are then fitted using the absorber—
neighbor pairs. As such, the true applicability of the
fits relies on chemical knowledge of the system under
investigation obtained using other techniques.

There are many EXAFS analysis programs avail-
able, both commercial and free-ware, and the reader
is referred to the web site of the International XAS
Society for a comprehensive list.** In preparing this
review article, we found that three of these programs
were much more commonly used than the others; the
University of Washington UWXAFS package consist-
ing of FEFF*~13 and FEFFIT, the Daresbury Labo-
ratory code EXCURVE98 and its predecessor
EXCURVE92, and the commercial program XDAP.
As described previously, FEFF is a program for the
ab initio calculation of phase shifts and effective
backscattering amplitudes of single- and multiple-
scattering XAFS and XANES spectra for clusters of
atoms. There are several versions of FEFF available,
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the most recent being FEFF7%° and FEFF8.! Versions
of FEFF later than FEFF5, which included multiple-
scattering paths, are equally appropriate for the
provision of theoretical standards for EXAFS fitting;
the improvements in the level of theory in versions
7 and 8 have more impact on the simulation of the
XANES as discussed in section 2.1. The FEFFIT
program fits the experimental EXAFS data to the
theoretical standards calculated using FEFF in
r-space and includes an estimate of the errors.
EXCURVE98 is a combined theory and fitting pro-
gram in which the backscattering phase shifts and
amplitudes are calculated using rapid curved wave
theory'® and the Rehr Albers theory''? from the
parameters of the radial shells of atoms surrounding
the absorber. The EXAFS data are fitted in k-space
using least squares refinement, errors are estimated
by calculation of the standard deviations of each
parameter, and correlations between parameters may
be examined. The theoretical standards generated
using FEFF and EXCURVE98 can include multiple-
scattering pathways. Inclusion of multiple scattering
is important if higher coordination shells are to be
included in the analysis, particularly those at dis-
tances equal to or greater than twice the distance to
the first coordination shell. The XDAP program
supplied by XSI makes use of both theoretical stan-
dards calculated using FEFF and/or experimentally
derived backscattering phase shifts and amplitudes
extracted from the EXAFS data of reference com-
pounds collected by the user. The use of experimen-
tally derived standards must be treated with caution
and relies on the separation of EXAFS contributions
from the various neighbors in the reference com-
pound and the quality of the data. The EXAFS data
may be fitted in k- or r-space using XDAP, and the
program includes a subtraction facility which enables
the difference filel” method to be easily implemented,
as will be discussed below in section 4.3.

The errors in the fitting parameters may be ob-
tained from the covariance matrix of the fit if it is
available, but they are more commonly estimated by
varying one parameter away from its optimal value
while optimizing all other parameters until a defined
increase in the statistical y? function is obtained.*®
However, the statistical error values obtained do not
represent the true accuracies of the parameters. In
fact, it is difficult to determine coordination numbers
to much better than +5%,1°2° and +£20% is more
realistic; when the data are collected at room tem-
perature taking into account the strong coupling
between the coordination number and Debye Waller
terms, the error in the latter may be +30%.

The number of statistically justified free param-
eters, n, which may be fitted should also be taken
into account when fitting the data. This may be
estimated from the Nyqvist theorem?! as follows:

n=248KAr , (10)
4

where Ak and Ar are the ranges in k- and r-space
over which there is useful data. This should not
extend to regions where there are no meaningful data
above the noise. For a data set with a Ak range of
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Figure 7. Experimental configuration for (a) transmission
measurements and (b) fluorescence measurements. The
sample is indicated by the shaded rectangle, Iy and
ltramsmission @re ionization chamber detectors, and lfuorescence
is a solid-state detector.

10 A1 and an r-space interval of 2 A, application of
the Nyqvist theorem limits the free parameters to
14. Finally, the chemical feasibility of the fit should
be examined. If the number of free parameters is not
limited, it is possible to fit any EXAFS spectrum to
a high level of apparent precision, and it is this
observation that has given EXAFS a poor reputation
in the past.

The IXAS also provides guidelines and standards
for the publication of XAS data.???3 In preparing this
review, we found that many of the papers included
did not adhere to these guidelines and standards, and
while this did not invalidate the findings of most of
the affected papers, it was occasionally difficult to
assess the quality of the data and fits. A common
omission was a statistical measure of the goodness
of the fit. This may be defined as

N

1
Rexars = Z_(|Xiexp - Xith|) x 100% (11)
1 Oexp

where N is the total number of data points, o®® is
the standard deviation for each data point, i, and y*®
and ™ are the experimental and theoretical EXAFS,
respectively, although other definitions may be used.
It is also expected that at least one representative
EXAFS spectrum and the corresponding Fourier
transform will be shown with the fit superimposed.

3. Data Collection and in Situ Cells

XAS measurements require a radiation source that
is both intense and tunable, and therefore, they are
usually conducted using synchrotron radiation. The
measurements may be made using either transmis-
sion or fluorescence. The former is the more simple
but is not suitable for dilute samples where fluores-
cence is more sensitive. A typical experimental con-
figuration for a transmission measurement is shown
in Figure 7. The intensity of the X-rays is monitored
before and after the sample, | and |, respectively,
using ionization chamber detectors. The thickness or
amount of the sample is selected to give an optimal
change in the absorbance from one side of the
absorption edge to the other in the range 0.3—1.0.
The total absorbance of the sample at a given
wavelength can be calculated from the X-ray absorp-
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tion cross sections of all the elements ?* in the sample.
The total absorbance of the sample and any other cell
components in the X-ray beam path, such as windows
or solution layers, should be kept to less than 2.5 to
provide the best data quality. A reference metal foil
or sample containing the element of interest and a
third ionization chamber may be included to provide
an internal standard for energy calibration. A full
spectrum takes between 20 and 60 min to collect
using a conventional scanning monochromator. The
data collection time can be reduced to minutes by
using a Quick EXAFS monochromator or even sec-
onds if an energy dispersive monochromator is
used.?®~27 The former uses a microstepper to continu-
ously scan the angle of the monochromator crystals,
thereby reducing the dead time, and the latter uses
a monochromator with a bent crystal to obtain the
spectrum in a single exposure on a position sensitive
solid-state detector. Unfortunately, a reduction in the
quality of the EXAFS data collected usually ac-
companies any reduction in the collection time.

The experimental configuration for fluorescence
measurements is shown in Figure 7. As in the case
of transmission measurements, the intensity of the
X-rays before the sample is measured using an
ionization chamber. The sample is set at 45° to the
path of the incident X-rays, so that the maximum
solid angle of the fluorescence may be collected at the
solid-state detector.

The XAS spectrum provides information regarding
the average oxidation state and local coordination of
the absorbing element. It is therefore crucially im-
portant when designing in situ cells for XAS mea-
surements that complete conversion, electrochemical
or chemical, of the material takes place.?® XAS data
of fuel cell catalysts may be obtained using samples
prepared from the catalyst powders, PTFE or Nafion
bound electrodes, or membrane electrode assemblies.
Where the catalyst powders are studied, these are
often made into pellets diluted with either boron
nitride, silica, or polyethylene powder to aide prepa-
ration of the pressed pellet, similar to a potassium
bromide pellet used in infrared spectroscopy. These
particular diluents are chosen because they are
composed of low Z elements and, therefore, are
transparent at most X-ray energies. A gas treatment
cell, such as that shown in Figure 8, has been used
to collect the XAS spectra of self-supporting pellets
of catalyst powders exposed to gas mixtures at
elevated temperatures; the data are collected at
either room or liquid nitrogen temperature.?®3° The
pellet must be permeable to the gas mixture, and
therefore, boron nitride was used as the diluent.

A number of designs of transmission in situ XAS
cells have been published for the study of bound
catalyst electrodes.3!~33 These cells all utilize a thin-
layer geometry to minimize the contribution to the
absorbance by electrolyte solution. The cell design
reported by McBreen and co-workers3? shown in
Figure 9 uses three layers of filter paper soaked in
the electrolyte as a separator, or later a Nafion
membrane®* between the working electrode and a
Grafoil counter electrode. Bubbles in the electrolyte,
that would result in noise in the XAS data, are
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Figure 8. Gas treatment cell for transmission XAS.1% The
sample is prepared as a pressed self-supporting pellet in
the sample holder, diluted with BN. The liquid nitrogen
dewar enables data collection at 77 K, and the connection
to gas-flow or a vacuum system enables control of the
sample environment. (Reproduced with permission from ref
154. Copyright 1997 B. L. Mojet).
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Figure 9. Electrochemical cell for transmission XAS.3!
(Reproduced with permission from ref 31. Copyright 1987
American Chemical Society.)

prevented by keeping the entire assembly under
compression.3® Herron et al.®? also used filter papers
as a separator between the working electrode and a
gold foil counter electrode (Figure 10) but relied on
continuously pumping electrolyte through the cell to
sweep out any bubbles, as did the modified design
described by Maniguet, Mathew, and Russell,® shown
in Figure 11. In the former a hole was in the center
of the gold foil counter electrode through which the
X-rays passed, and in the latter the platinum gauze
counter electrode was contained in a concentric
electrolyte filled channel outside the path of the
X-rays.

Collection of in situ XAS data using a single cell
fuel cell avoids problems associated with bubble
formation found in liquid electrolytes as well as
questions regarding the influence of adsorption of
ions from the supporting electrolyte. However, the
in situ study of membrane electrode assemblies
(MEAS) in a fuel cell environment using transmission
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Figure 12. Fuel cell modified for transmission XAS.3"
(Reproduced with permission from ref 37. Copyright 2002
American Chemical Society.)

EXAFS requires either removal of the catalyst from
the side of the MEA not under investigation®® or
exclusion of the absorbing element from this elec-
trode.®” The cell design reported by Viswanathan and
co-workers®” shown in Figure 12 is a modification of
a single fuel cell. The graphite blocks on each side of
the cell containing the flow channels for the gases
were thinned to 2 mm to provide a path for the X-ray
beam. To avoid problems with sampling the catalysts
on both the anode and cathode sides of the MEA, they
have replaced the cathode ink with Pd/C. In contrast,
the cell design reported by Roth and co-workers® had
a small portion of the Pt/C cathode catalyst removed
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to allow investigation of the PtRu/C anode catalyst.
This removal of the cathode catalyst in the beam
window may modify the current distribution in the
region of the anode catalyst probed by the X-rays,
and therefore, correlation of the XAS spectra with
simultaneously obtained electrochemical measure-
ments may be of limited value.

4. XAS as a Characterization Method: Pt/C

As described above, XAS measurements can pro-
vide a wealth of information regarding the local
structure and electronic state of the dispersed metal
particles that form the active sites in low tempera-
ture fuel cell catalysts. The catalysts most widely
studied using XAS have been Pt nanoparticles
supported on high surface area carbon pow-
ders,?5:27,28.30323338-52 represented as Pt/C. The XAS
literature related to Pt/C has been reviewed previ-
ously.?35 In this section of the review presented here,
the Pt/C system will be used to illustrate the use of
XAS in characterizing fuel cell catalysts.

4.1. Particle Size

The catalysts used in low temperature fuel cells
are usually based on small Pt particles dispersed on
a carbon support with typical particle sizes in the
range 1-10 nm in diameter. The XAS provides a
measure of the average electronic state and local
coordination of the absorbing atom, for example, Pt,
on a per-atom basis, as described above. Thus, the
XAS, for both the XANES and EXAFS regions, of
such Pt/C catalysts reflects the size of the particles.

The effect of particle size on the XANES region of
the XAS spectra for Pt/C catalysts has been investi-
gated by Yoshitake et al.®® and Mukerjee and
McBreen.*¢ Figure 13 shows the XANES region as a
function of the applied potential at the Pt L; edge
for 3.7 and <1.0 nm diameter particles. The white
line intensity increased for both particle sizes as the
potential was increased, but the extent of the change
was greater for the smaller particles. As described
above, the white line intensity at the Pt L; and L,
edges can be used to calculate an average fractional
d-electron occupancy, f4, of the Pt atoms in the
particle. The lower white line intensity at negative
potentials thus corresponds to a more metallic state.
The effect of particle size at the most negative

g g
8 8lc
] S
S| Sy

b a

a

1157 160 1163 157 160 163
E/keV E/keV

Figure 13. Pt L; XANES of 4 wt % Pt/C electrodes (left,
3.7 nm diameter particles; right, <1.0 nm diameter par-
ticles) at (a) —0.2 V, (b) 0.5 V, and (c) 1.0 V vs SSCE.%°
(Reproduced with permission from ref 39. Copyright 1994
The Electrochemical Society, Inc.)
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Table 1. Calculated Values of the Effect of Particle
Size on the Fraction of Atoms on the Surface and
First Shell Coordination Numbers (CN) for
Cuboctahedron (Ncuboct) and Icosahedron (Nicos)
Models for Pt Clusters®!

avg particle surface .
Pt loading/ sizegfrpom XRD  fraction first shell CN
wt % analySiS/A Nsurf/Niotal Neuboct Nicos
20 30 0.39 10.35 10.62
30 40 0.28 10.87 11.05
40 53 0.24 11.06 11.22
60 90 0.15 11.45 11.54

potential, —0.2 V vs Ag/AgCl, is opposite that found
for Pt particles supported on alumina, where a larger
fa value (greater white line intensity) was found for
smaller particles. Yoshitake and coauthors attributed
this difference to the formation of metal—hydrogen
bonds in the electrochemical environment. The smaller
particles have a greater fraction of the Pt atoms at
the surface that are able to form such bonds. Muk-
erjee and McBreen*® examined this in more detail
later and noted that the XANES region for Pt/C
catalysts at potentials where hydrogen is adsorbed
exhibited widening on the high energy side of the
white line peak. Such widening was compared to that
previously reported by Mansour et al.53%* and Samant
and Boudart®® for oxide supported Pt catalyst par-
ticles and attributed to the transitions into un-
occupied antibonding Pt—H orbitals near the Fermi
level.

The effects of particle size on fy were further
investigated by Mukerjee and McBreen.*¢ fy values
were calculated for Pt/C particles with four different
diameters at potentials corresponding to the hydro-
gen adsorption, 0.0 V vs RHE, the double layer, 0.54
V vs RHE, and the oxide formation, 0.84 V vs RHE,
regions. Their results are summarized in Table 1. The
calculated values show an increased widening of the
white line with decreasing particle size at 0.0 V, little
effect of particle size at 0.54 V, and an increase in
the white line intensity at 0.84 V. The latter was
attributed to the adsorption of oxygenated species,
and in particular OH. When the change in fq on going
from 0.0 to 0.54 V and then from 0.54 to 0.84 V is
normalized by dividing by the fraction of Pt atoms
that are at the surface of the particle, as shown in
Figure 14, it is apparent that the electronic effects
of H and OH adsorption remain greater for the
smaller particles. This increased affect was attributed
to stronger adsorption of both H and OH on the
smaller particles. The intrinsic activity of carbon
supported Pt particles for the oxygen reduction
reaction, ORR, in acidic solutions has been shown to
depend on both the shape and size of the particles,:57
with increased activity observed for larger particles.
At the larger particles, the decreased strength of
adsorption of OH leaves more of the surface available
to take part in the ORR, summarized as the (1 — ©)
effect in the recent review by Markovic and Ross.>®

The effects of particle size on the EXAFS region of
the XAS spectra are reflected in the coordination
numbers obtained in the fits to the EXAFS data.
Figure 15 shows the EXAFS or (k) data and corre-
sponding Fourier transforms for a Pt foil, a PtO;
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Figure 15. k®weighted experimental Pt L3 EXAFS (a) and
corresponding Fourier transforms (b) of Pt foil, a 20 wt %
Pt/C electrode at 0.1, 0.8, 1.0, and 1.2 V vs SCE, a dry Pt/C
electrode, and a PtO, reference sample.3? (Reproduced with
permission from ref 32. Copyright 1992 Elsevier Sequoia
S.A., Lausanne.)

reference compound, and a Pt/C catalyst electrode.
The reduced amplitude of both the EXAFS oscilla-
tions and the peak in the Fourier transform at 3.0 A
for the Pt/C electrode compared to that obtained for
the Pt foil is a consequence of the smaller number of
Pt neighbors at this distance. Bulk Pt metal is fcc,
and the first shell coordination number is 12. For
small particles, the average first shell coordination
number is reduced, as the atoms on the particle
surface do not have the full number of neighbors.
Benfield®® has derived analytical formulas for the
number of atoms and average first shell coordination
numbers for icosahedron and cuboctahedron clusters
with complete shells of atoms. Figure 16 shows the
icosahedron and cuboctahedron with 147 atoms
formed when four complete shells are present. Ben-
field’s formulas have been used in the interpretation
of the EXAFS parameters obtained for supported
metal particles to estimate the average particle size.
However, these formulas are only valid for icosahedra
and cuboctahedra with complete shells. If the outer-
most shell is incomplete, or can be represented as
adatoms on a complete shell, the average particle size
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Figure 16. Icosahedron (left) and cuboctahedron (right)
with 147 atoms corresponding to four complete shells. The
numbers indicate the first shell coordination numbers of
the surface atom sites.>® (Reproduced with permission from
ref 59. Copyright 1992 Royal Society of Chemistry.)

predicted from the first shell coordination number
will be smaller than the actual particle size. The
presence of incomplete shells and/or deviations from
icosahedral or cuboctaheral particle shapes accounts
for the observation that the average particle sizes
predicted using the first shell coordination numbers
obtained from EXAFS are usually smaller than those
obtained from TEM measurements of the same
catalysts. In addition, the EXAFS measurements
represent the per-atom average of all the absorber
atoms in the sample and, therefore, include particles
too small to be observed using TEM.

4.2. Potential Dependence

The effect of the applied potential on the XANES
region of the XAS spectra for Pt/C catalysts has been
briefly introduced above and is related to both the
adsorption of H at negative potentials and the forma-
tion of the oxide at more positive potentials. The
adsorption of H and the formation of oxides are also
apparent in the EXAFS and corresponding Fourier
transforms, as seen in the work by Herron et al.??
shown in Figure 15. As the potential is increased
from 0.1 to 1.2 V vs SCE, the amplitude of the peak
in the Fourier transform at 2.8 A decreases and that
at 1.8 A increases. The effect on the EXAFS, x(k),
data is less easily observed; the amplitude of the
oscillations at k > 8 A~! decreases as the potential is
increased, with the greatest change seen between 0.8
and 1.0 V. The results of fitting these data are shown
in Table 2. Note that a value for the inner potential

Table 2. Structural Parameters? Obtained from Best
Least-Squares Fits of the EXAFS for the 20 wt % Pt/C
Catalyst Electrode for Various Potentials, E’

E/V vs SCE atom N rlA 202/A?
0.1 Pt 7.5 2.76 0.012
Pt 2.6 3.90 0.017

Pt 13.0 4.74 0.026

0.8 (6] 0.8 2.07 0.012
Pt 6.4 2.76 0.012

Pt 3.3 3.90 0.017

Pt 10.3 4.75 0.026

1.0 (6] 1.8 2.07 0.013
Pt 4.7 2.76 0.012

Pt 2.3 3.89 0.017

Pt 7.1 4.75 0.026

1.2 (6] 2.8 2.05 0.013
Pt 2.9 2.76 0.013

Pt 1.9 3.91 0.017

Pt 4.6 4.75 0.026

2N is the coordination number, r is the neighbor shell
distance, and 202 is the structural disorder term.
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Figure 17. Coordination number of the first Pt—Pt shell
for 4 wt % Pt/C electrodes in (a) 0.25 mol dm~—3 H,SO,4 and
(b) 1 mol dm=3 NaOH as a function of the applied
potential.*® (Reproduced with permission from ref 40.
Copyright 1993 Elsevier Sequoia S.A., Lausanne.)

correction, AEy, was not given in this paper. In the
hydrogen adsorption region, at 0.1 V, there are 7.5
first shell Pt neighbors at 2.76 A and no O neighbors,
corresponding to a well reduced particle. As the
potential is increased and the particle becomes
oxidized, the first shell Pt neighbors are replaced by
O neighbors, eventually reaching 2.8 O neighbors at
2.05 A and 2.9 Pt neighbors at 2.75 A at 1.2 V. The
number of Pt neighbors at longer distances or in
higher coordination shells also decreases as the
potential is increased. However, the fcc shell struc-
ture of bulk Pt is maintained, thereby indicating that
only a thin oxide is formed on the particle surface,
the thickness of which increases with increasing
potential. Yoshitake et al.*° have shown that, upon
reversing the direction of the potential sweep, a
hysteresis in the first shell Pt coordination number
is observed. The results can be plotted in a manner
similar to a voltammogram and are shown in Figure
17 for a Pt/C electrode in either 0.2 mol dm~2 H,SO4
or 1 mol dm~3 NaOH.

Combining the EXAFS results with the potential
variation of the white line intensity or fq4, a schematic
model of the potential dependent structure of the
carbon supported Pt particles has been proposed by
Yoshitake et al.,*® and this model is shown in Figure
18. The effect of increasing the potential in the oxide
region is both to grow an oxide film on the surface of
the particle and to roughen the particle surface. Upon
reversing the potential sweep to remove the oxide,
this roughness remains until hydrogen is adsorbed
on the particle surface. The influence of adsorbed
hydrogen on the first shell Pt coordination number
has also been reported by Mukerjee and McBreen,
who compared the EXAFSs of Pt/C catalysts at 0.0
and 0.54 V vs RHE, corresponding to the adsorbed
hydrogen and double layer regions, respectively. A
decrease in the coordination number was observed

Russell and Rose

electrode potential

Figure 18. Schematic model of the structure of Pt
particles on an fq voltammogram in relation to the electrode
potential. The hydrogen, double layer, and oxide regions
are based on cyclic voltammetry. The lattice disorder
decreases in the order D > A > C > B.%0 (Reproduced with
permission from ref 40. Copyright 1993 ElsevierSequoia
S.A., Lausanne.)

upon increasing the potential, for example, from
10.56 to 8.66 for a 30 A particle. They proposed that
this change indicated a change in the particle mor-
phology from a sphere at 0.0 V to a flatter raftlike
structure at 0.54 V.%6

The rate of oxide formation and/or removal at Pt/C
electrodes has been investigated using energy dis-
persive EXAFS (EDE) by several authors,?527:40.4361
In EDE the conventional double crystal, scanning
monochromator is replaced by a bent crystal disper-
sive or Laue monochromator, enabling data over a
range of X-ray energies to be collected simulta-
neously. The transmitted X-rays are monitored using
a position sensitive detector, and thus, an entire XAS
spectrum can be collected as a single snapshot in as
little as 1 s. More recent developments in detector
technology may improve the data collection rate to
the millisecond time scale;®? however, they have not
yet been applied to the study of fuel cell electrocata-
lysts. The rate of oxide formation or removal is
measured by monitoring the change in either the first
shell Pt or O coordination numbers, Npt o No, as a
function of time either following a potential step or
during a cyclic voltammogram. Figure 19 shows the
Fourier transforms as a function of time obtained
following a potential step from 0.1 to 1.2 V vs RHE
for the oxide formation and back for oxide reduction
reported by Allen and co-workers.*® The EXAFS data
were fitted and Np; and No are shown as a function
of time after the potential step in Figure 20. The
oxide formation measured as an increase in Np and
the absorption peak or white line intensity or a
decrease in Np; was best fit with a logarithmic
function with all three indicators changing at the
same rate. In contrast, the oxide reduction kinetics
were best modeled as a single-exponential function,
with different rate constants for the loss of No and
the growth of Np.. This difference is clearly seen in
Figure 20B as a delay between the changes in No
and Npi. The results highlight an interesting differ-
ence between the mechanisms of oxide formation on
bulk Pt, which occurs by a place exchange mechanism
to form ordered Pt0O,,537% and that occurring at small
Pt particles. The authors proposed a model of oxide
formation at small particles invoking the contrasting
driving forces of the formation of Pt—O bonds and
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Figure 19. Fourier transform of the Pt Lz EXAFS ac-
quired during (A) the oxidation and (B) the reduction of a
carbon supported Pt catalyst electrode as a function of time.
Note that the Fourier transforms have not been phase
corrected. The peak at 2.24 A corresponds to the first shell
of Pt near neighbors at 2.76 A. The peak at 1.50 A is a
combination of the side-lobe from the Pt shell and a shell
of O near neighbors at 2.01 A.43 (Reproduced with permis-
sion from ref 43. Copyright 1995 ElsevierSequoia S.A.,
Lausanne.)

the minimization of the total surface area of the
particle, which has the effect of Pt—Pt restructuring.

O'Grady and co-workers*"%¢ have shown that an
additional potential dependent feature may be iden-
tified as a low frequency oscillation in the XAS
spectrum, which yields peaks in the Fourier trans-
form of the data at values of r(A) which are too small
to be realistically attributed to scattering of the
photoelectron off near neighbor atoms.®” This phe-
nomenon, termed the atomic X-ray absorption fine
structure or AXAFS, is attributed to scattering of the
photoelectron by the interstitial charge density around
the absorbing atom.®® The AXAFS oscillations, ye(k),
are superimposed on the background absorption of
the free atom, u,(E), giving structure to the atomic
absorption, uo(E), as follows.

#o(E) = ua(B)[1 + x,(E)] (12)
These oscillations are usually removed from the

EXAFS, %(k), data during the background subtraction
process according to eq 12, as previously they were
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Figure 20. Structural parameters as a function of time
extracted by fitting the data shown in Figure 20. (A) Data
collected during the oxidation of the Pt/C electrode and (B)
during the reduction: long dashes, first shell O coordina-
tion number (no. of O atoms); short dashes, first shell Pt
coordination number (no. of Pt atoms); solid line, absorption
peak intensity (effectively white line intensity).*® (Repro-
duced with permission from ref 43. Copyright 1995 Elsevier
Sequoia S.A., Lausanne.)
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Figure 21. Experimental Pt L; EXAFS data for a Pt/C
electrode at 0.5 V vs RHE (solid line) and the back
transformed Fourier filtered AXAFS signal (dotted line).
Fourier filtering parameters: 0.5 < k < 8.5 A1 and 0.15
< r < 1.7 A4 (Reproduced with permission from ref 47.
Copyright 1998 Elsevier Sequoia S.A., Lausanne.)

not thought to have a fundamental interpretation.

~u(k) = uo(K)
x(k) = Tl (13)

The background removal procedure has been modi-
fied by O'Grady et al.#’ to retain the AXAFS in the
EXAFS data. Figure 21 shows the EXAFS of a Pt/C
electrode at 0.54 V vs RHE obtained using such a
background removal procedure and the isolated
AXAFS obtained by applying a Fourier filter in the
low r(A) range. The authors show that the amplitude
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of the AXAFS is dependent on the applied electrode
potential, increasing as the potential is changed from
0.00 to 0.54 V and then to 0.74 V. Using the FEFF7
code®® 7% and performing calculations for a Pt;3 clus-
ter, they show that the variations in the amplitude
of the AXAFS observed can be modeled by including
a charge of +0.05 e per surface Pt atom. This
interpretation is, however, somewhat controversial.
The FEFF codes utilize a muffin-tin approximation
to the atomic potentials of the absorber and back-
scattering atoms. The potentials are assumed to be
spherical within the muffin-tin radius and zero
outside, which corresponds to the interstitial region.
O'Grady and Ramaker*’ have modified the point of
the cutoff between these two potential regions to
reproduce the AXAFS features. Such a modification
does not overcome any inherent errors in the muffin-
tin approximation. It should also be noted that the
Fourier filtering range chosen by O'Grady and Ra-
maker, 0.5 A1 <k<85A1and0.15A <r=<17A,
overlaps with any tail from the peak in the Fourier
transform from oxygen neighbors and, therefore, the
variations in the AXAFS observed may simply be
related to the presence of oxygen neighbors at the
higher potentials. Finally, there does not exist a
general agreement regarding the physical origins of
AXAFS features. Other phenomena such as multi-
electron excitations that will influence the shape of
the XAS spectrum in the near-edge region must also
be considered.”

4.3. Adsorbates

As described in previous sections, the adsorption
of hydrogen and oxide formation at Pt/C electrocata-
lysts are apparent in both the XANES and EXAFS
regions of the spectrum collected at the Pt L; edge.
XAS spectra are normalized to a per-atom basis, and
therefore, the impact of an adsorbate on the spectrum
collected at the Pt L3 edge, or any other Pt edges,
will depend on the fraction of the Pt atoms located
at the surface of the particle or the dispersion. For
typical Pt/C electrocatalyst particles in the 1—5 nm
range, the dispersion is 0.6—0.2. The coordination
number, Nx, obtained from the EXAFS corresponding
to a full monolayer of an adsorbate, X, that did not
cause restructuring of the particle, would only be
0.6—0.2. (The larger coordination numbers associated
with oxide formation, Ng, therefore, provide evidence
of restructuring of the metal particle, as discussed
previously.) Such low coordination numbers are
smaller than the errors normally associated with
fitting the EXAFS data. Collecting the XAS data at
an absorption edge associated with the adsorbate and
ensuring that any excess of the adsorbate is removed
from the sample prior to collection of the XAS data
may improve the reliability of the parameters associ-
ated with Pt—adsorbate bonds. This method has been
used to investigate the underpotential deposition
(upd) of Cu,”>™ Pb,”* and Rb"® on Pt/C electrocata-
lysts. The upd of Cu on Pt/C is described below as
an example.

McBreen and co-workers have investigated the upd
of Cu from 0.5 mol dm~—3 H,S0,4 + 4 x 1074 mol dm~3
CuSQ, on to Pt/C, examining both the XANES”® and
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Figure 22. Normalized Cu K XANES for Cu foil (+), Cu,O
(dots), and upd Cu on Pt/C at 0.05 V vs SCE (dashes).”
(Reproduced with permission from ref 73. Copyright 1991
Elsevier Sequoia S.A., Lausanne.)

EXAFS’? regions at the Cu K and Pt Lz absorption
edges. To minimize the contributions of Cu species
in the electrolyte solution, most of the electrolyte was
drained from the cell. Electrochemical control of the
Pt/C working electrode was maintained by keeping
a small portion of the electrode in contact with the
remaining solution. Oxygen was carefully excluded
from the drained cell to avoid competing Faradaic
processes and to maintain the upd layer. Figure 22
shows the normalized XANES for Cu foil and Cu,O
reference samples as well as that of the Cu upd layer.
The edge position for the upd Cu layer was shown to
correspond to Cu', and the shape of the edge sup-
ported a tetrahedral coordination. At the Pt L; edge
a slight decrease in the white intensity was observed,
corresponding to charge transfer to the Pt upon
adsorption of Cu. When the Cu K edge EXAFS data
were later examined,”? the fitting supported a tetra-
hedral coordination of the Cu atoms with 1 Pt
neighbor at 2.68 A and 3 O neighbors at 2.06 A. An
additional S neighbor at 2.37 A was required to
reproduce the apparent splitting of the first shell
peak in the Fourier transform, as shown in Figure
23. The S neighbor was accounted for by including a
coadsorbed SO4?~ anion. The observed splitting of the
peak in the Fourier transform was attributed to
interference effects between the backscattering from
the O and S neighbors. This observation highlights
the danger in simply interpreting peaks in the
Fourier transforms of EXAFS data as neighbors at
the distance indicated by the position of the peaks;
in this case neighbors at approximately 1.4, 2.2, and
2.8 A would have been anticipated. Subsequent
surface X-ray scattering measurements of Cu upd on
Pt(111) single-crystal surfaces’®~78 have confirmed
the coadsorption of Cu and HSO," but disagree with
the assignment of the oxidation state of the Cu as
+1; rather, the Cu is thought to be uncharged or only
slightly positively charged.

In the investigation of adsorbed species using XAS,
it is not always possible to probe adsorbate—substrate
bonding by changing to the adsorption edge of the
adsorbate, for example, the adsorption of carbon
monoxide on carbon supported Pt particles. Carbon
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Figure 23. Breakdown of the combined Cu—0O and Cu—S
contribution (dashed line) and the Cu—Pt contribution
(dotted line) to the Fourier transform of the Cu K edge data
obtained for an upd layer of Cu on Pt/C at 0.05 V vs SCE."?
(Note: Radial coordinate/A is the same as R/A.) (Repro-
duced with permission from ref 72. Copyright 1993 Elsevier
Sequoia S.A., Lausanne.)

monoxide adsorption is of particular interest in low
temperature fuel cells, as it may be present in the
H, feed produced by re-forming hydrocarbons and is
also a partial oxidation product of methanol, used as
the anode feed in the direct methanol fuel cell. The
presence of carbon in the support as well as the large
background absorption at the C K edge by the other
elements present in the fuel cell catalyst and elec-
trolyte preclude investigation at the C K edge.
Maniguet et al.** have shown that the use of a
difference file method!” to separate the various
contributions to the EXAFS obtained at the Pt Lj
edge enables the in situ investigation of the adsorp-
tion of CO on Pt/C electrocatalyst electrodes. The
difference file method as applied to the CO adsorption
on Pt/C may be briefly described as fitting the
dominant Pt—Pt contributions to the EXAFS data
and then subtracting this fit from the data. The
remaining, weaker, Pt—C and/or Pt—0O contributions
could then be fit. These weaker contributions were
then subtracted from the original data and the Pt—
Pt contributions refit. The cycle was repeated several
times until no further variation in the parameters
was observed. Figure 24 shows the Fourier trans-
forms of the isolated Pt—Pt contributions and the
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combined Pt—C and Pt—O contributions at 0.05 V vs
RHE with adsorbed CO; 1.05 V, where the Pt/C
particles are oxidized; and 0.45 V, after the CO has
been electrochemically removed from the Pt/C sur-
face. A peak attributed to Pt—C of adsorbed CO is
observed at approximately 1.5 A in Figure 24a and
the fit yielded 0.5 C neighbors at a distance of 1.85
A attributed to linearly adsorbed CO. The other
peaks in Figure 24(a) and those in 24(c) were at-
tributed to C neighbors of the support as previously
reported by Lampitt et al.® and O’'Grady and Kon-
ingsberger.?® These neighbors are present in the
EXAFS of all C supported catalyst particles, but are
only evident when the dominant contributions from
the metal neighbors are removed and are, therefore,
not usually included in the fitting. The Fourier
transform of the non-Pt contributions at 1.05 V is
dominated by O neighbors as anticipated following
the onset of oxide formation.

Additional contributions to the EXAFS from the O
of the adsorbed CO will have been present in the data
presented by Maniguet et al.®® but were not fitted.
For linearly adsorbed CO the collinear or near
collinear arrangement of Pt—C=O enhances the
contributions of this multiple-scattering pathway to
the EXAFS. Thus, as previously reported for Oss-
(CO)12 adsorbed on y-Al,03 and Pt,Ru4(CO);s ad-
sorbed on y-Al,O3,” the O neighbor of the CO ligands
could easily be observed in the EXAFS obtained at
the Os and Pt and Ru edges, respectively. However,
the presence of a large number of Pt neighbors at a
similar distance in the case of the Pt/C catalyst
dominates the EXAFS data reported by Maniguet et
al., masking the contributions of the O neighbors of
the adsorbed CO.

The adsorptions of H, O, and SO4% on Pt/C elec-
trocatalyst electrodes have been further investigated
by O'Grady and Ramaker*®-5! by comparing the
XANES data at the Pt L, and L3 absorption edges.
In their analysis, the difference spectrum, which they
term AS for antibonding state, is obtained as follows:

AS = AL; — AL, (14)
where AL, is the difference spectrum at the L, edge
between the Pt/C electrode at a reference potential
and the potential of interest. The theory behind the
subtraction method is that the L; edge contains

0.016

0.010 0.020

-2
-2

o
o
o

Fourier transform / A
o o
(=3 o
(=3 (=3
(=3 W

Fourier transform / A
=4
S

-0.005 -0.010
-0.010 0.020
-0.015 1 L L L -0.030 L
0 1 2 3 4 s 0 1
R/A
a

Figure 24. Fourier transforms of the isolated non-Pt contributions to the Pt Lz EXAFS of a 40 wt % Pt/C electrode at (a)
0.05 V vs RHE, with CO adsorbate present, (b) 1.05 V, with the Pt surface oxidized, and (c) 0.45 V after removal of CO and
reduction of oxide.3® (Reproduced with permission from ref 33. Copyright 2000 American Chemical Society.)
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Figure 25. Comparison of the difference spectra for
hydrogen adsorbed on Pt/C and Pt/C (0.0—0.54 VV and 0.24—
0.54 V), for a Pt/C electrode in 1 mol dm=—3 HCIO4.*°
(Reproduced with permission from Journal of Synchrotron
Radiation (http://journals.iucr.org/), ref 49. Copyright 1999
International Union of Crystallography.)

contributions from both the 2ps;, to 5ds, and 5ds;
transitions, while the L, edge corresponds to the 2pi,
to 5ds, transition. Any antibonding orbitals (AS)
formed upon adsorption will only contribute to the
L3 spectrum, because at the L, edge spin—orbit
coupling causes the AS to be nearly filled. Thus, the
difference between the XANES data at the L3 and
L, edges will represent the valence band density of
states probed at the Lj; edge. By first taking the
difference between the spectrum at the L, edge at
the potential of interest and a reference potential,
and then obtaining the spectrum AS, any observed
features should be attributable to changes in the
valence band and the formation of any additional
antibonding states above the valence band brought
about by the change in the applied potential. The
antibonding state formed is degenerate with the
continuum and, therefore, is a “shape” resonance,
which will have a characteristic Fano-resonance line
shape.

The Pt L, difference spectra for a Pt/C electrode
at 0.0 and 0.24 V vs RHE and the reference potential
of 0.54 V are shown as an example in Figure 25. In
Figure 25a the calculated XAFS for Pt—H is also
included and seen to agree with the AL, spectrum
as well as the ALz spectrum at energies greater than
5 eV relative to the L, edge. The remaining features
in the AL; spectrum at lower energies are more
clearly seen in the AS spectrum (Figure 25b). The
physical origins of the features in the AS spectra are
not clear from the papers published thus far, and the
detailed interpretation is beyond the scope of this
review. The Fano fit shown in Figure 25b is charac-
terized by a resonance energy which is negative for
potentials where H is adsorbed, 0.0 and 0.24 V vs
RHE, and positive where O is adsorbed, 1.14 V. This
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Figure 26. Comparison of the resonance scattering from
H atoms or H* obtained by fitting the Fano line shape in
HCIO, (open squares) and H,SO, (closed squares) with the
adsorbed hydrogen coverage (closed circles) and sulfate
adsorption (open circles) obtained by cyclic voltammetry.5°
(Reproduced with permission from ref 50. Copyright 2001
The Electrochemical Society, Inc.)

resonance energy has been shown to vary with the
size of the metal cluster and becomes more negative
as the cluster becomes more metallic.2% Thus, the
more positive resonance energy at 1.14 V is in
agreement with other data showing that the particles
are oxidized at this potential.

In Figure 26 the amplitude of the peak in the AS
spectrum is plotted as a function of the potential for
a Pt/C electrode in 0.5 mol dm~3 H,SO,4 and 1.0 mol
dm~3 HCIO,4. The amplitude of the peak is related to
the resonant scattering from H and, therefore, pro-
vides a measure of the extent of H adsorption. The
offset between the H coverage derived from the
electrochemical measurements (filled circles) and
that from the AS peak amplitude (squares) has been
interpreted as suggesting that hydrogen, as H*, does
not fully leave the Pt surface until the potential
reaches 0.4 V vs RHE and that when the H" leaves
the surface, SO4?~ ions are directly adsorbed.>° This
unexpected result indicates that use of this L,
difference method may provide new insights regard-
ing adsorption on Pt/C. However, the method cannot
be generally applied to other metals of interest as
fuel cell catalysts, as it relies on the accessibility of
the L3 and L, absorption edges.

5. Pt Containing Alloy Catalysts

XAS is particularly useful in the investigation of
alloy electrocatalysts. Unlike XRD measurements,
which only reflect the crystalline component of the
sample, and TEM, which is limited to particles with
diameters greater than 1 nm, XAS provides the
average local structure surrounding all of the atoms
of the absorbing element in the sample. By collecting
the XAS data at the absorption edges corresponding
to each element in the alloy under investigation, the
extent of intermixing and homogeneity of the alloy
may be assessed. It is generally accepted that surface
segregation, which is the enrichment of one element
in the surface relative to the bulk, is common in
bimetallic alloys; see, for example, the review by
Campbell® and the comments by Markovic and Ross
in their recent review.58 XAS provides an indirect
probe of the surface composition of the catalyst
particles, by comparison of the coordination numbers
obtained in fitting the data at each absorption edge.
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Figure 27. k3 weighted Pt L3 EXAFS (a and c) and the corresponding Fourier transforms (b and d) for (a and b) a poorly
mixed PtRu/C alloy electrode and (c and d) a well mixed PtRu/C alloy electrode at 0.05 V vs RHE in 1 mol dm™3 H,SOy:
experimental data (solid line) and fits (dotted line).8” (Reproduced with permission from ref 87. Copyright 2002 S. Maniguet.)

In addition, as described extensively above, the XAS
data can be collected in situ and, thereby, enable the
investigation of the stability of the alloy system.

The alloy catalysts used in low temperature fuel
cells are usually based on Pt. Anode catalysts are
sought that have improved tolerance to the presence
of carbon monoxide in the reformate derived hydro-
gen feed for PEM fuel cells or better long term
performance for methanol oxidation for direct metha-
nol fuel cells. Cathode alloy catalysts should have
enhanced oxygen reduction Kinetics and/or tolerance
to methanol crossover. Much of our current knowl-
edge regarding the role of secondary, or even ternary,
elements in enhancing the electrocatalytic activity of
Pt containing electrocatalysts has been derived from
studies on well characterized single-crystal electrode
surfaces, as summarized in the excellent review by
Markovic and Ross.®® However, in advancing our
understanding of real electrocatalysts, an under-
standing of the structure of supported nanoparticle
catalysts is invaluable. In this section of the review
structural investigations of Pt containing alloy cata-
lysts will be presented.

5.1. PtRu Alloys

PtRu alloys are well-known for both their improved
CO tolerance® 8 and improved methanol oxidation®
as compared to the case of Pt. The enhanced behavior
of PtRu over Pt has been attributed to a bifunctional

mechanism®* (see eqgs 14 and 15 below) in which the

Ru+ H,0 = Ru—OH_, +H" +e~  (15)

—

Pt—CO,, + Ru—OH,_

Pt+ Ru+ CO,+H" +e (16)

Ru provides sites for water activation as well as
having an electronic effect on the Pt atoms, such that
CO is less strongly adsorbed. In situ XAS measure-
ments have been used to determine the structure of
PtRu catalysts, to assess the magnitude of any
electronic effect that alloy formation may have on the
Pt component of the catalyst, and to provide evidence
in support of the bifunctional mechanism.

The analysis of the EXAFS of alloy catalyst par-
ticles is inherently more complicated than that of
single metals. In the case of PtRu catalysts there is
an added complication that the backscattering from
Pt and Ru neighbors at similar distances interfere
with one another, giving rise to beats in the EXAFS
data. This phenomenon was first described by
McBreen and Mukerjee®® for a poorly alloyed 1:1
atomic ratio PtRu/C catalyst. The presence of beats
in the EXAFS data is more apparent in the EXAFS
obtained at the Pt L; edge for a well mixed 1:1
PtRu/C catalyst than in that of a poorly mixed
catalyst of the same composition,®” as shown in
Figure 27; compare panels a and c. Pandya et al.®®
showed that the beats occur because the difference
in the backscattering phase shifts from Pt and Ru is



4628 Chemical Reviews, 2004, Vol. 104, No. 10

approximately z radians in the range 6 A1 < k <
11 A1, giving rise to destructive interference between
the Pt—Pt and Pt—Ru contributions in the EXAFS
at the Pt edge. A similar effect is observed at the Ru
K edge.?” The presence of such beats causes an
apparent splitting of the peak corresponding to the
first coordination shell in the Fourier transform of
the data. In the past, such data were analyzed by
constraining some of the analysis parameters, and
Fourier filtering to isolate the EXAFS for the first
coordination shell was frequently used. Advances in
the computer programs used in the fitting and the
use of theoretical backscattering phase shifts and
amplitudes have meant that such techniques are no
longer necessary and the data may be fit as shown
in Figure 27, where EXCURVE98'62° was used.

5.1.1. Compositional Analysis

The extent of intermixing of PtRu catalysts has
been investigated using EXAFS by a number of
authors.5987.90 As shown in Figure 27, the splitting
of the first shell peak in the Fourier transform is
greater for a well mixed 1:1 PtRu alloy catalyst than
for the poorly mixed catalyst. The difference in the
extent of intermixing of these two catalysts was
confirmed by fitting the data obtained at the Pt Ly,
and Ru K absorption edges. In the case of the well
mixed alloy, the coordination environments seen from
the Pt and Ru edges were in excellent agreement
(same coordination numbers and distances of Pt—Ru
and Ru—Pt), while, for the poorly mixed alloy, the
Ru edge data showed that much of the Ru was
present as an oxide (Ru—O neighbors present and
fewer Pt—Ru and Ru—Pt neighbors than predicted
by the 1:1 Pt:Ru composition). In fitting the EXAFS
data obtained at two edges for such bimetallic
particles, it is possible to restrict the number of
adjustable parameters by ensuring that the distance
between the two metal neighbors and the Debye
Waller term for this shell are the same at both edges,
as recommended by Meitzner et al.®* and recently
applied by Alexeev and co-workers™ in an EXAFS
investigation of the structure of Pt—Ru carbonyl
clusters on y-Al;Os.

In a similar analysis, comparing the coordination
numbers for first shell Pt and Ru neighbors obtained
in situ in 1 mol dm~3 HCIOQ, at the Pt Lz and Ru K
edges at 0.0 V vs RHE, McBreen and Mukerjee were
able to estimate that only 10% of the Ru in the
commercial catalyst they were investigating was
alloyed with the Pt.59 Examination of the Ru K edge
data showed that the local structure of the Ru
corresponded to a Ru oxide, RuOy, with a Ru—Ru
distance of 2.66 A and a Ru—O distance of 2.02 A,
without any need to include Pt neighbors. Page et
al.®? have obtained Pt EXAFS for a commercial 1:1
PtRu catalyst and found that the first coordination
shell contained only Pt neighbors. They assumed that
the structure of the PtRu particles could be best
described as an onion, with Pt on the inside and Ru
in an outer shell. However, without any evidence of
Pt—Ru near neighbor interactions in the EXAFS or
Ru K edge data, such an assumption is difficult to
justify, and it is more likely that the Ru is present
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as a separate oxide phase, as reported by McBreen
and Mukerjee.®° In addition, these authors report a
first shell coordination number of 13.8 for a Pt foil
and similar values for the PtRu catalysts when the
parameter was allowed to vary, indicating that the
analysis package used® produced suspect results.

Neto and co-workers examined the ex situ Pt Lj
EXAFS for a series of PtRu catalyst powders in air
of varying nominal composition from 90:10 through
to 60:40 atom %.°%* The catalysts were prepared using
a formic acid reduction method developed by the
authors which resulted in very poorly alloyed par-
ticles, even after heat treatment to 300 °C under a
hydrogen atmosphere. Unfortunately, the authors
were not able to obtain Ru K edge data to identify
the local structure of the Ru in their catalysts.

Nashner et al.®>% ensured that the average com-
position of the carbon supported PtRu particles they
investigated was PtRus by dispersing a molecular
carbonyl cluster, PtRusC(CO)1, on to a carbon sup-
port followed by reduction with hydrogen. EXAFS
analysis of catalyst powders under a H, atmosphere
at the Pt and Ru edges confirmed that alloy particles
were formed and that the local coordination sur-
rounding the Ru atoms contained only Pt and Ru.
Comparison of the parameters obtained at the Pt and
Ru edges showed that the distribution of the Pt and
Ru neighbors in the particles was nonstatistical and
could best be described by a segregation of Pt to the
surface of the particle.

5.1.2. Potential Dependence

The applied electrode potential has been shown to
have an effect on both the XANES and EXAFS of
PtRu catalysts. The variations of the Pt d band
vacancy per atom, (h;)s, with potential over the
range 0.0—0.54 V vs RHE for both the poorly mixed
1.1 PtRu/C catalyst investigated by McBreen and
Mukerjee®® and a well mixed 1:1 PtRu/C catalyst
studied by Russell et al.®” were less than that for a
pure Pt/C catalyst.®* McBreen and Mukerjee at-
tributed this difference to a reduction in the adsorp-
tion of hydrogen on the Pt sites of the alloy catalyst.
The results also provide evidence of an electronic
effect upon alloying Pt with Ru. The effects on the
Ru XANES were much less significant, but some
evidence of a change to a higher oxidation state at
potentials above 0.8 V was observed.0-%8

For data collected at the Pt L3 edge, increasing the
potential from the hydrogen adsorption region to the
double layer region, and subsequently to potentials
corresponding to oxide formation at the metal par-
ticles, has been shown to be accompanied by a
decrease in the total number of first shell metal
neighbors, Np¢ + Ngy.%879° McBreen and Mukerjee
also reported a slight change in the first shell Pt—Pt
bond distance that they claimed provided evidence
of a relaxation of the Pt—Ru bonding and subsequent
restructuring of the PtRu particle. However, the
magnitude of the variation reported, 2.72 4 0.01 A,
was very small and may well be within the experi-
mental error. O'Grady et al.®® noted that while no
Pt—0O neighbors were present in the Pt L; data
collected at 0.8 V vs RHE, Ru—O neighbors were
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Figure 28. XANES for an unsupported PtRu black catalyst (a and c) as prepared and (b and d) following fuel cell testing
as a methanol oxidation catalyst and reference compounds at (a and b) the Pt L; edge and (c and d) the Ru K edge.10?
(Reproduced with permission from ref 102. Copyright 2001 American Chemical Society.)

found at approximately 1.8 A in the Fourier trans-
forms of the Ru K edge data for a 1:1 PtRu/C catalyst.
They attributed this difference to removal of Ru from
the alloy at such elevated potentials, which has been
shown to occur at potentials greater than 0.7 V.19
Such results may be compared with those of Nashner
et al.,®® who found that the chemisorption of oxygen
on small, 1.6 nm diameter, PtRus/C particles was
evident as Pt—O neighbors at 1.97 A and Ru—0
neighbors at 2.05 A in the fitting of the Pt and Ru
EXAFS, respectively, but did not result in a change
in the metal coordination of the particles greater than
the errors associated with the fitting.

The influence of the applied potential on the XAS
of PtRu fuel cell catalysts is also apparent in data
collected under fuel cell conditions. Viswanathan et
al.®" reported XANES data obtained at both the Pt
L; and Ru K edges for a 1:1 PtRu/C catalyst prepared
as a Nafion bound MEA. They found that both the
Pt and Ru were metallic in both the freshly prepared
MEAs and MEAs under operating conditions.

The importance of collecting such data in situ is
illustrated by the work of Lin et al.’®* and O’Grady
et al.l%? Lin et al. found that a commercial PtRu
catalyst consisted of a mixed Pt and Ru oxide, in
contrast to the catalyst prepared in their own labora-
tory. However, the data were collected ex situ in air.
O'Grady et al. showed that even a commercial
unsupported PtRu catalyst showed heavy oxidation

at both the Pt and Ru edges in the as prepared state
but was metallic following treatment in a fuel cell
as shown in Figure 28.

5.1.3. Adsorbates

The groups of Mukerjee!®31% and O'Grady®*1% have
both reported the effects of adsorption of methanol
on PtRu/C catalysts on the XANES collected at the
Pt L; edge. Both found that at 0.0 V vs RHE the
adsorption of methanol was apparent as a decrease
in the broadening of the white line on the high energy
side, indicating a decrease in H adsorption. In the
absence of methanol, a significant increase in the
white line intensity, corresponding to an increased
d band vacancy per atom, is observed on increasing
the potential from 0.0 to 0.5 V. In the presence of
methanol, both groups found that this increase was
suppressed. Swider et al.’®® suggested that this
indicated that the methanol, or some methanol-
derived fragment, donates electrons to the platinum
even at such elevated potentials. Mukerjee and
Urian® obtained data at an intermediate potential
(results shown in Figure 29) and found an initial
increase in the d band vacancy per atom at 0.24 V
followed by a steady decline at higher potentials.
They attributed the initial increase to the formation
of C, oxide species, CO or CHO, on the surface. The
decrease in d band vacancy per atom at the elevated
potentials was attributed to formation of oxy-hydrox-
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Figure 29. Pt d band vacancy per atom obtained from
XANES analysis at the Pt Lz and L, edges for PtRu/C (filled
circles) and PtMo/C (filled squares) as a function of the
applied potential in 1 mol dm—3 HCIO4 + 0.3 mol dm—3
methanol.1%3 (Reproduced with permission from ref 103.
Copyright 2002 Elsevier Sequoia S.A., Lausanne.)

ides of Ru on the surface of the alloy particle that
displace the C; fragments.

5.2. Other Pt Containing Alloy Anode Catalysts

Mo alloys of Pt have also been shown to enhance
the CO tolerance of PEM fuel cell catalysts.106-111 Two
peaks are often observed in the CO stripping volta-
mmograms for PtMo catalysts: the first at ap-
proximately 0.4 V vs RHE and the second at approxi-
mately 0.75 V. The first has been attributed to
enhanced oxygen transfer from Mo oxy-hydroxide
species on the surface of the catalyst particles.110-113
XANES at the Mo K and Pt L; edges has provided
support for the presence of such oxy-hydroxide spe-
cies. Mukerjee et al.!03114 have shown that the
position of the Mo K edge shifts to higher energy as
the potential is increased from 0.24 to 0.54 V for a
3:1 atomic ratio PtMo/C catalyst. Comparison of the
edge position with those of reference compounds
indicated that at 0.0 V the oxidation state of the Mo
was +V, which they assigned to the hydrated oxide,
MoO(OH),.1® The d band vacancy per Pt atom of
PtMo/C catalysts at 0.0 V vs RHE has been shown
to be greater than that observed for Pt/C.%497.103114
Increasing the potential into the double layer region,
to 0.5V, is accompanied by less of an increase in the
white line intensity than observed for Pt/C. However,
a significant increase is observed at 0.9 V, indicating
that the Pt in PtMo catalysts is oxidized at such
potentials. Thus, the second CO oxidation peak in the
cyclic voltammogram is attributed to CO oxidation
facilitated by the formation of oxides on the Pt sites
of the catalyst.

PtMo alloys are not as effective as PtRu for
methanol, or ethanol, oxidation.®*1% As shown in
Figure 29, the d band vacancy per Pt atom for the
PtMo/C catalyst continues to increase until 0.6 V vs
RHE, in contrast to the behavior of PtRu/C.1% The
authors attribute this difference to the lack of re-
moval of the C; fragments from the particle surface
by the oxy-hydroxides of Mo. However, the difference
in the electrocatalytic activity of PtRu and PtMo
catalysts may be attributed to ensemble effects as
well as electronic effects. The former are not probed
in the white line analysis presented by Mukerjee and
co-workers. In the case of methanol oxidation, en-
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sembles of three active atoms have been shown to
be necessary for dehydrogenation,'®> and Mo ef-
fectively disrupts such adsorption sites while Ru does
not.%®

The formation of well mixed PtMo alloys is much
more difficult than that of PtRu alloys. Pt L3 EXAFS
results have been reported for PtMo/C catalysts with
atomic ratios of 3:1 to 4:1 Pt/M0.94°7193 In all cases
the fraction of Mo in the first coordination shell of
the Pt atoms is less than that predicted from the
atomic ratio. In fact, for the 4:1 catalysts examined
by Neto et al.,** the data did not support the inclusion
of any Mo neighbors. Combined with the average +V
oxidation state of the Mo at 0.0 V reported by
Mukerjee,% these results support the view that the
PtMo/C catalysts investigated thus far may be de-
scribed as Pt particles modified by a small amount
of Mo and a separate Mo oxide phase. Crabb et al .16
have developed a method that ensures that all of the
Mo in the catalyst is associated with the Pt. Using a
controlled surface reaction, in which an organome-
tallic precursor of the Mo is reacted with the reduced
Pt surface, they prepared Pt/C catalysts modified by
submonolayer coverages of Mo. EXAFS collected at
the Mo K edge verified that the Mo was in contact
with the Pt but was present as an oxide or oxy-
hydroxide species in the as prepared catalyst, before
application of an applied potential, and at 0.65 V vs
RHE. Upon electrochemical reduction at 0.05 V, the
number of Pt neighbors in the first coordination shell
increased from 0.8 to 4.5, indicating that the Mo was
then incorporated into the surface of the metal
particle. This catalyst also exhibited improved CO
tolerance at low potentials compared to the case of
the unmodified Pt/C catalyst, providing added evi-
dence of the role of the oxy-hydroxides of Mo in the
enhancement mechanism.

Mukerjee and McBreen have also investigated
PtSn/C alloy catalysts and Pt/C catalysts modified
by upd layers of Sn,'17:118 poth of which had previ-
ously been shown to have enhanced catalytic activity
for methanol oxidation.1%119.120 They found that the
alloy consisted of the Pt;Sn fcc phase with an
increased Pt—Pt bond distance. In contrast to the
cases of PtRu and PtMo, the formation of the Sn alloy
was accompanied by a decrease in the d band vacancy
per Pt atom. Pt XANES results for the upd of Sn on
Pt/C showed minimal effects on the d band vacancies
of the Pt atoms, and analysis of the EXAFS confirmed
that the Pt—Pt distance remained unchanged.
EXAFS at the Sn edge for both the upd modified Pt
and the Pt;Sn/C alloy showed Sn—O interactions at
all potentials in the range 0.0—0.54 V vs RHE. From
these results the authors drew the conclusions that
the Sn provides oxygen species to the Pt that enhance
methanol oxidation, and that the improved perfor-
mance of the upd of Sn on Pt/C compared to the alloy
was related to the decreased number of sites for
dissociative adsorption of methanol on the surface of
the Pt;Sn alloy.

5.3. Pt Containing Alloy Cathode Catalysts

The kinetics of the four electron oxygen reduction
reaction at Pt are limited by the very low exchange
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current density under the acidic conditions present
in both phosphoric acid and low temperature/PEM
fuel cells.’?%122 The electrocatalytic activity of Pt
catalyst particles for the oxygen reduction reaction
has been shown to improve by alloying with first row
transition elements in both phosphoric acid fuel
cells?37125 and low temperature PEM fuel cells.'?6
Mukerjee et al.?4127.128 have shown that XAS studies
are uniquely suited to quantifying both the structural
and electronic effects of alloying which result from
this enhancement.

Mukerjee et al.®* investigated the electrocatalysis
of the oxygen reduction reaction at five binary Pt
alloys, PtCr/C, PtMn/C, PtFe/C, PtCo/C, and PtNi/
C. The kinetics of the oxygen reduction reaction were
assessed by measuring the current at 0.9 V vs RHE
in a single cell PEM fuel cell at 95 °C and 5 atm
pressure of humidified O,. Enhanced electrocatalysis
compared to that of Pt/C was found for all of the
alloys investigated, with the best performance re-
ported for the PtCr/C catalyst. XAS data were col-
lected at the Pt Lz and L, edges as well as the K edge
of the secondary element for each of the catalysts as
a function of the applied potential in 1 mol dm™3
HCIO,. To avoid complications in the analysis of the
XAS data, the catalysts were subjected to leaching
in either 2 mol dm~2 KOH, for the PtCr/C, or 1 mol
dm=2 HCIO,, for all the others, to remove any
residual oxides or unalloyed first row transition
elements. The catalysts used in the fuel cell mea-
surements were not subjected to such pretreatment.

XANES analysis at the Pt L edges and the K edges
of the secondary elements was used to determine the
d band occupancy of the Pt atoms in the catalysts
and to provide evidence of any redox behavior of the
secondary element, respectively. The EXAFS ob-
tained at the Pt L3 edge verified the presence of the
alloy phase as well as a measure of the Pt—Pt bond
distance. The results indicated that the electro-
catalysis of the oxygen reduction reaction is related
to the vacancies of the d band, the Pt—Pt bond
distance, and suppression of oxide formation on the
surface of the particles. No evidence of redox behavior
of the secondary element was found; that is, the
position of the absorption edge was not found to be
potential dependent. A plot of the electrocatalytic
activity versus the electronic (Pt d band vacancies
per atom) and geometric (Pt—Pt bond distance)
parameters was found to exhibit volcano type behav-
ior, as shown in Figure 30. It should be noted that
the order of the d-orbital vacancy points (from left to
right, Pt/C, PtMn/C, PtCr/C, PtFe/C, PtCo/C, and
PtNIi/C) is opposite that for the Pt—Pt bond distance.
In both cases the PtCr/C catalyst is found near the
top of the volcano curves, indicating that it has the
best combination of Pt d band vacancies and contrac-
tion of the Pt—Pt bond distance. Such an interplay
between d band vacancies, Pt—Pt bond distance, and
oxygen reduction activity was also found in studies
of the effects of the particle size of binary Pt alloys
by Mukerjee et al.?8 and Min et al.*?®

In a later study of the same series of binary
catalysts, Mukerjee and McBreen'?” showed that the
restructuring accompanying the desorption of ad-
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Figure 30. Correlation of the oxygen reduction perfor-
mance (log igoo mv) Of Pt and Pt alloy electrocatalysts in a
PEM fuel cell with Pt—Pt bond distance (filled circles) and
the d band vacancy per atom (open circles) obtained from
in situ XAS at the Pt L; and L, edges.®* (Reproduced with
permission from ref 34. Copyright 1995 The Electrochemi-
cal Society, Inc.)

sorbed hydrogen previously reported for Pt/C par-
ticles® did not occur for these alloys. They also
reported that the surfaces of alloy catalysts consist
of a Pt skin on the basis of the similarity of the
electrochemically determined hydrogen coverages to
that of Pt/C. However, EXAFS analysis was not
reported for the K edge of the secondary element to
support this statement.

Ternary and more complex alloys are now the
subjects of investigations that seek further improve-
ments in oxygen reduction activity.1?6130-136 Stryc-
tural characterization of such systems using EXAFS
methods becomes increasingly complex. XAS data
should be collected at absorption edges corresponding
to each element in the alloy, but this is not always
possible, for example, when the absorption edges of
the elements overlap. Kim et al.*3":138 have reported
an XAS study of the ternary alloy, PtCuFe/C. The
XAS data were collected at the Pt L3 edge for powders
of PtCuFe/C catalysts of varying Pt content, and Pt,-
CuFe and PtsCuFe subjected to heat treatments
between 500 and 1100 °C. The analysis of the EXAFS
data highlights the difficulty in separating the con-
tributions from neighbors that have similar atomic
number and, therefore, similar backscattering am-
plitudes and phase shifts. The contributions of the
Cu and Fe could not be reliably separated, and
although they were fitted independently, the dis-
tances and coordination numbers for the two contri-
butions were found to be the same within the error
limit. The ratios of the coordination numbers for the
Pt and non-Pt neighbors were in good agreement
with their bulk contents, indicating that well ordered
alloys were formed. As in the case of the binary
alloys, PtCu/C and PtFe/C, a reduced Pt—Pt bond
distance, as compared to that for Pt/C, was found.
Enhanced mass activities for oxygen reduction were
found for the ternary alloys and were attributed to
the formation of the ordered alloy phases.
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6. Non-Pt Catalysts

Most of the catalysts employed in PEM and direct
methanol fuel cells, DMFCs, are based on Pt, as
discussed above. However, when used as cathode
catalysts in DMFCs, Pt containing catalysts can
become poisoned by methanol that crosses over from
the anode. Thus, considerable effort has been in-
vested in the search for both methanol resistant
membranes and cathode catalysts that are tolerant
to methanol. Two classes of catalysts have been
shown to exhibit oxygen reduction catalysis and
methanol resistance, ruthenium chalcogen based
catalysts??6:139-143 and metal macrocycle complexes,
such as porphyrins or phthalocyanines.144145

EXAFS has been used by Alonso-Vante and co-
workers'46-149 to characterize a series of Ru chalco-
genide compounds in situ for catalyst particles de-
posited onto a conducting SnO,:F glass support in 0.5
mol dm~2 H,S0O,. The data were collected in reflec-
tance mode with an incident angle of <1.5 mrad at
the Ru K edge. The signal-to-noise ratio of the data
collected was very poor, as shown in Figure 31,
because it was limited by the thickness of the sample
and the collection method. Better results may have
been obtained if the data had been collected as
fluorescence. Nevertheless, the authors have shown
that the catalysts consist of small Ru particles that
are stabilized by the presence of the chalogen, S, Se,
or Te, as evidenced by the presence of both chalcogen

— fit

(a) — exp.

0.20 —

0.15

0.10 —

IFTkyl A7)

0.05

0.00

0.20 (b) —— exp.

0.15 +

x (kx10

0.10 —

IFTkyl [A™"]

0.05 —

R [A]

Figure 31. Ru K EXAFS data (insets) and corresponding
Fourier transforms for Ru,Sey particles on a SnO,:F sup-
port in (a) nitrogen and (b) oxygen saturated 0.5 mol dm~3
H,SO,: experimental data (thin lines) and fits (thick
lines).1*? (Reproduced with permission from ref 149. Copy-
right 2000 Elsevier Sequoia S.A., Lausanne.)
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Figure 32. Co K edge XANES for (a) cobalt phthalocya-
nine (PcCo), (b—e) PcCo on Vulcan XC-72 [(b) untreated
sample; (c—e) sample heated to (c) 700 °C, (d) 800 °C, and
(e) 1000 °C], and (f) Co metal.1%® (Reproduced with permis-
sion from ref 155. Copyright 1992 American Chemical
Society.)

and Ru neighbors in the first coordination shell. The
local structure surrounding Ru in these catalysts was
found to depend on the presence of oxygen in the
solution, as also shown in Figure 31, but not on the
applied potential. However, the materials are likely
to consist of a mixture of phases, and therefore, as
EXAFS results reflect the average coordination, the
results cannot provide a detailed structural model of
these catalysts.

The nature of the catalytic center in oxygen reduc-
tion catalysts prepared by the heat treatment of Nj-
metal chelates on carbon supports has caused much
debate, in particular whether the N4-metal center is
retained in the catalyst. In two early EXAFS studies
Joyner et al.'>° and van Wingerden et al.'>! showed
that the Njs-metal center was retained in carbon
supported Co-porphyrin catalysts exposed to temper-
atures as high as 850 °C. Martins Alves et al. later
showed that this center was destroyed at higher
temperatures, leaving Co particles on the carbon
support. The XANES region for Co phthalocyanine,
PcCo, on Vulcan XC-72 subjected to heating to
various temperatures under an argon atmosphere is
shown in Figure 32. The XANES of the pure PcCo
reflects the square planar D4, symmetry of the Co,
and the peak labeled 2 provides a fingerprint of the
Co—Ny structure. For temperatures above 700 °C this
peak is no longer observed, indicating a loss of the
square planar configuration, and the XANES is very
similar to that obtained for Co metal. These observa-
tions are confirmed by the Fourier transforms of the
EXAFS as shown in Figure 33. The Fourier trans-
form of the PcCo exhibits a peak at 1.6 A for the
Co—N distance. As the annealing temperature is
increased, the amplitude of this peak decreases and
a new peak grows in at 2.2 A, corresponding to the
Co—Co bond, indicating the formation of Co particles.
The best oxygen reduction activity was obtained with
the catalysts prepared by annealing to 850 °C,
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Figure 33. Fourier transforms of the Cu K EXAFS data
for the samples described in Figure 32.15 (Reproduced with
permission from ref 155. Copyright 1992 American Chemi-
cal Society.)

corresponding to loss of the Co—N, center with the
smallest Co particles.

The presence of Fe—N,4 was reported by Choi et al.
for iron phthalocyanine on carbon,'®? with the forma-
tion of an Fe,Os-like structure above 900 °C, and by
Bron et al. for iron phenanthroline on carbon.'%3
However, it is very difficult to give any weight to the
conclusions of Bron et al. based on their EXAFS
results, as figures depicting neither the data nor the
fit are shown nor is a statistical measure of the
goodness of fit reported. The results reported by Choi
et al.’® indicate that the loss of electrocatalytic
activity at higher annealing temperatures is more
likely to be related to the formation of the inactive
Fe,O3 phase rather than the loss of the Fe—N, center.

7. Conclusion

XAS has been successfully employed in the char-
acterization of a number of catalysts used in low
temperature fuel cells. Analysis of the XANES region
has enabled determination of the oxidation state of
metal atoms in the catalyst or, in the case of Pt, the
d band vacancy per atom, while analysis of the
EXAFS has proved to be a valuable structural tool.
However, the principal advantage of XAS is that it
can be used in situ, in a flooded half-cell or true fuel
cell environment. While the number of publications
has been limited thus far, the increased availability
of synchrotron radiation sources, improvements in
beam lines brought about by the development of third
generation sources, and the development of more
readily used analysis software should increase the
accessibility of the method. It is hoped that this
review will enable the nonexpert to understand both
the power and limitations of XAS in characterizing
fuel cell electrocatalysts.
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1. Introduction

Fuel cells have the potential to become an impor-
tant energy conversion technology. Research efforts
directed toward the widespread commercialization of
fuel cells have accelerated in light of ongoing efforts
to develop a hydrogen-based energy economy to
reduce dependence on foreign oil and decrease pol-
lution. Proton exchange membrane (also termed
“polymer electrolyte membrane”) (PEM) fuel cells
employing a solid polymer electrolyte to separate the
fuel from the oxidant were first deployed in the
Gemini space program in the early 1960s using cells
that were extremely expensive and had short life-
times due to the oxidative degradation of their
sulfonated polystyrene—divinylbenzene copolymer
membranes. These cells were considered too costly
and short-lived for real-world applications. The com-
mercialization of Nafion by DuPont in the late 1960s
helped to demonstrate the potential interest in ter-
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restrial applications for fuel cells, although its major
focus was in chloroalkali processes.

PEM fuel cells are being developed for three main
applications: automotive, stationary, and portable
power. Each of these applications has its unique
operating conditions and material requirements.
Common themes critical to all high performance
proton exchange membranes include (1) high protonic
conductivity, (2) low electronic conductivity, (3) low
permeability to fuel and oxidant, (4) low water
transport through diffusion and electro-osmosis, (5)
oxidative and hydrolytic stability, (6) good mechan-
ical properties in both the dry and hydrated states,
(7) cost, and (8) capability for fabrication into mem-
brane electrode assemblies (MEAS). Nearly all exist-
ing membrane materials for PEM fuel cells rely on
absorbed water and its interaction with acid groups
to produce protonic conductivity. Due to the large
fraction of absorbed water in the membrane, both
mechanical properties and water transport become
key issues. Devising systems that can conduct pro-
tons with little or no water is perhaps the greatest
challenge for new membrane materials. Specifically,
for automotive applications the U.S. Department of
Energy has currently established a guideline of 120
°C and 50% relative humidity as target operating
conditions, and a goal of 0.1 S/cm for the protonic
conductivity of the membrane.

New membranes that have significantly reduced
methanol permeability and water transport (through
diffusion and electro-osmotic drag) are required for
portable power oriented direct methanol fuel cells
(DMFCs), where a liquid methanol fuel highly diluted
in water is used at generally <90 °C as the source of
protons. Unreacted methanol at the anode can diffuse
through the membrane and react at the cathode,
lowering the voltage efficiency of the cell and reduc-
ing the system’s fuel efficiency. The methanol is
usually delivered to the anode as a dilute, for
example, 1 M (or less), solution (3.2 wt %), and
relatively thick Nafion 117 (1100 EW, 7 mil ~ 178
um thick) is used to reduce methanol crossover. The
dilute methanol feed increases the system'’s complex-
ity and reduces the energy density of the fuel, while
the thick Nafion membrane increases the resistive
losses of the cell, especially when compared to the
thinner membranes that are used in hydrogen/air
systems. The presence of excessive amounts of water
at the cathode through diffusion and electro-osmosis

© 2004 American Chemical Society

Published on Web 10/13/2004



4588 Chemical Reviews, 2004, Vol. 104, No. 10

r—-.

Michael Hickner received his B.S. in Chemical Engineering from Michigan
Tech in 1999 and his Ph.D. in Chemical Engineering in 2003 under the
direction of James McGrath. Michael's research in Dr. McGrath's lab
focused on the transport properties of proton exchange membranes and
their structure—property relationships. He has spent time at Los Alamos
National Laboratory studying novel membranes in direct methanol fuel
cells and is currently a postdoc at Sandia National Laboratories in
Albuquerque, NM.

Hossein Ghassemi is currently a Senior Research Associate in the
Department of Chemical Engineering at Case Western Reserve University
and is involved in several projects related to fuel cell technology. He
received his B.Sc. in Chemistry from Tehran University, in 1984. He then
pursued his education toward an M.Sc. in Organic Chemistry at the Institute
of Chemistry at Mazandaran, Iran. In May 1990 Dr. Ghassemi moved to
Montreal, Canada, to begin his Ph.D. program at the Department of
Chemistry at McGill University. He received his Ph.D. under the supervision
of Prof. Allan S. Hay, in 1994. He then started his professional career as
a Postdoctoral Associate with professor James E. McGrath at the NSF
Science and Technology Center for High Performance Polymeric
Adhesives and Composites at Virginia Polytechnic Institute and State
University. He was involved in several projects sponsored by McDonnell
Douglas/ARPA. Among his duties were to perform all aspects of research
and development in the area of assignment, adapt and modify standard
techniques and procedures, and apply nontraditional approaches and
higher levels of problem solving for research. During the past 15 years,
Dr. Ghassemi has authored and coauthored more than 20 scientific papers
and patents.

results in water management problems both in the
catalyst layer and for the system.

New membrane materials for PEM fuel cells must
be fabricated into a well-bonded, robust membrane
electrode assembly (MEA) as depicted in Figure 1.
In addition to the material requirements of the
proton exchange membrane itself as outlined above,
the ease of membrane electrode assembly fabrication
and the resulting properties of the MEA are also
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critical. Current work in the area of fabricating MEAs
from novel polymeric membranes has focused on the
electrode—membrane interface and the problems of
having dissimilar ion conducting copolymers in the
membrane and as components of the electrode.’
Novel membranes must also be adaptable and have
the necessary physical strength and ductility in the
dry and wet states to survive the stress of electrode
attachment. lon conducting copolymers that are
compatible for use in the catalyst layer, in concert
with novel polymer membranes, are also an emerging
area of research.

Advances in fuel cell technology over the last four
decades have come primarily from improved electro-
catalysts, membrane electrode assembly fabrication
strategies, and cell/stack/system engineering. Apart
from Nafion, new ion conducting polymeric materials
have played only a minor role in significantly in-
creasing cell performance. However, new materials
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PEM Carbon Black (300 nm)

Figure 1. Basic membrane electrode assembly.

are now required to afford successful technology
commercialization.

This review will outline the materials requirements
for advanced alternative proton exchange membranes
for fuel cells, assess recent progress in this area, and
provide directions for the development of next-genera-
tion materials. The focus will be on the synthesis of
polymeric materials that have attached ion conduct-
ing groups. State-of-the-art Nafion and its com-
mercially available perfluorosulfonic acid relatives
will initially be discussed. Other chain-growth co-
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polymers based on styrenic, vinylic, or acrylic mono-
mers will then be reviewed. Next, the large body of
recent literature centered on polymeric materials
based on step or condensation polymers (poly(ether
ether ketone)s, poly(sulfone)s, poly(imide)s, and oth-
ers) and various strategies for incorporating ionic
groups into these materials will be evaluated. Finally,
polymeric materials with other acid groups aside
from sulfonic acid as the ion conducting moiety will
be reviewed and various methodologies for advanced
membranes will be presented. This review will high-
light the synthetic aspects of ion conducting polymers
and the polymer chemical structure considerations
for producing useful PEMs. Extensive reviews of
polymer-based proton conductors have recently been
published.?34 Only a brief review of important or-
ganic—inorganic composite membranes will be in-
cluded,® even though it is predicted that this strategy
will be central to future higher temperature systems.

Most of the synthetic methods currently utilized
to form ion containing materials result in random or
statistical placement of sulfonic acid units along the
backbone copolymer chain. It is postulated that the
distribution of sulfonic acid groups along the chain,
as well as the acid strength and the connecting
moiety to the polymer backbone, will have a consid-
erable effect on the resulting morphology and mem-
brane properties. Some block or segmented copolymer
systems have been synthesized, but the subtle dif-
ferences between random and block systems and the
advantages/disadvantages of each are not yet well
established in the literature for PEMs. This review
will also highlight novel strategies for the controlled
placement of ionic groups on a polymer or statistical
copolymer backbone.

Some definitions are needed to establish a common
framework for comparing different polymeric sys-
tems. The foremost of these is protonic conductivity.
Scientists at Los Alamos National Laboratory (LANL)
have devised a facile method for determining the
conductivity of proton exchange membranes using
electrochemical impedance spectroscopy and a simple
cell that allows equilibration in a variety of environ-
ments.®> This method measures protonic conductivity
in the plane of the membrane as opposed to through
the plane (as in a fuel cell), and thus it works well as
an initial screening test. Through-plane conductivity
measurements® are often more difficult experimen-
tally than in-plane measurements because the mea-
sured membrane resistances are small in this geom-
etry and interfacial resistances may play a more
significant role.

Water uptake is also important in determining the
ultimate performance of proton exchange membrane
materials. In essentially all current polymeric ma-
terials, water is needed as the mobile phase to
facilitate proton conductivity. However, absorbed
water also affects the mechanical properties of the
membrane by acting as a plasticizer, lowering the T,
and modulus of the membrane. Careful control of
water uptake is critical for reducing adverse effects
of swelling and degradation of the mechanical prop-
erties of the membrane in humid environments, as
well as inducing stresses between the membrane and
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the electrodes. Water uptake is usually reported as
a mass fraction, mass percent, or A value, where 4
equals the number of water molecules absorbed per
acid site.

Both conductivity and water uptake rely heavily
on the concentration of ion conducting units (most
commonly sulfonic acid) in the polymer membrane.
The ion content is characterized by the molar equiva-
lents of ion conductor per mass of dry membrane and
is expressed as equivalent weight (EW) with units
of grams of polymer per equivalent or ion exchange
capacity (IEC) with units of milliequivalents per
gram (mequiv/g or mmol/g) of polymer (EW = 1000/
IEC). Varying the ion content of the membrane can
control both its water uptake and conductivity. While
it is desirable to maximize the conductivity of the
membrane by increasing its ion content (decreasing
equivalent weight), other physical properties must
be considered. Too many ionic groups will cause the
membrane to swell excessively with water, which
compromises mechanical integrity and durability.

Meaningful standardized methods for character-
izing proton exchange membranes for fuel cells are
becoming more established within the fuel cell com-
munity and are helping to enhance the identification
of promising candidate materials. At the most basic
level, the ion exchange capacity, water uptake, and
protonic conductivity of the membrane under specific
environmental conditions should be measured in
comparison to the standard Nafion materials and
other systems. Standard important polymer science
and engineering parameters such as molecular weight,
detailed chemical compositions, morphology, topol-
ogy, and mechanical behavior are no doubt critical
but have only rarely been addressed.

2. Nafion and Other Poly(perfluorosulfonic acid)
Membranes

The current state-of-the-art proton exchange mem-
brane is Nafion, a DuPont product that was devel-
oped in the late 1960s primarily as a permselective
separator in chlor-alkali electrolyzers.”® Nafion’s
poly(perfluorosulfonic acid) structure imparts excep-
tional oxidative and chemical stability, which is also
important in fuel cell applications.

Nearly all of the commercially available mem-
branes are based on Nafion. Nafion also has the
largest body of literature devoted to its study because
of its demonstrated industrial importance and avail-
ability. Nafion composite systems also have already
become significant in both industrial and academic
research. In composite structures, Nafion can be
impregnated into an inert Teflon-like matrix (i.e. W.
L. Gore membranes®), or inorganic additives can be
added to a supporting Nafion matrix for improved
physical or electrochemical properties (i.e. lon-
omem?9). Some critical aspects of Nafion’s molecular
structure and physical properties will be briefly
highlighted to provide a baseline for comparison with
the other alternative materials discussed in this
review.

Nafion is a free radical initiated copolymer of a
crystallizable hydrophobic tetrafluoroethylene (TFE)
backbone sequence (~87 mol % at 1100 equivalent
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Figure 2. Chemical structure of Nafion. x and y represent
molar compositions and do not imply a sequence length.

weight) with a comonomer which ultimately has
pendant side chains of perfluorinated vinyl ethers
terminated by perfluorosulfonic acid groups. The
reported chemical structure of Nafion for PEM mem-
branes is shown in Figure 2.

In theory, ion content can be varied by changing
the ratio of the two components (x and y in Figure
2). Nafion has been commercially available in 900,
1100, 1200, and other equivalent weights. However,
Nafion 1100 EW in thicknesses of 2, 5, 7, and 10 mil
(1 mil equals 25.4 um) (Nafion 112, 115, 117, and
1110) seems to be the only grades of Nafion that are
currently widely available. This equivalent weight
provides high protonic conductivity and moderate
swelling in water, which seems to suit most current
applications and research efforts. Modest retention
of a semicrystalline morphology at this composition
is no doubt important for mechanical strength. The
thinner membranes are generally applied to hydrogen/
air applications to minimize Ohmic losses, while
thicker membranes are employed for direct methanol
fuel cells (DMFCs) to reduce methanol crossover.

Unsaturated perfluoroalkyl sulfonyl fluoride and
their derivatives are believed to be the starting
comonomers for preparing perfluorosulfonic mem-
branes. Nafion is prepared via the copolymerization
of variable amounts of the unsaturated perfluoroalkyl
sulfonyl fluoride with tetrafluoroethylene.'*? Unfor-
tunately, there have been no detailed literature
reports of Nafion's synthesis and processing, but it
is generally thought that the copolymer is then
extruded in the melt processable sulfonyl fluoride
precursor to form a membrane, which is later con-
verted from the sulfonyl fluoride form by base hy-
drolysis to the salt or sulfonic acid functionality. It
seems unlikely that the sulfonyl fluoride containing
precursor unit in the copolymer would self-propagate
under free radical conditions. Thus, the length of the
comonomer sequence (y) is likely only one unit. Total
molecular weight, though obviously important, has
not been reported.

Like many other fluoropolymers, Nafion is quite
resistant to chemical attack, but the presence of its
strong perfluorosulfonic acid groups imparts many
of its desirable properties as a proton exchange
membrane. Fine dispersions (sometimes incorrectly
called solutions) can be generated with alcohol/water
treatments.’® Such dispersions are often critical for
the generation of the catalyst electrode structure and
the MEAs. Films prepared by simply drying these
dispersions are often called “recast” Nafion, and it is
often not realized that its morphology and physical
behavior are much different from those of the ex-
truded, more crystalline form.

Other perfluorosulfonate cation exchange mem-
branes with similar structures have also been devel-
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oped by the Asahi Chemical Company (Aciplex) and
the Asahi Glass Company (Flemion).'* The Dow
Chemical Company also developed a material with
a shorter side chain than those of Nafion and the
other perfluorosulfonates, which is no longer avail-
able.’® The length of the perfluorosulfonic acid side
chain and the values for the equivalent weight may
be varied to some extent.

All of these polyperfluorosulfonic acid membranes
are expensive and suffer from the same shortcomings
as Nafion, namely low conductivity at low water
contents, relatively low mechanical strength at higher
temperature, and moderate glass transition temper-
atures.

3. PEMs Containing Styrene and Its Derivatives

As discussed above, the most commonly known and
studied PEMs are based on nonaromatic perfluori-
nated hydrocarbons such as Nafion, Aciplex, Flemion,
and what are termed the Dow membranes. However,
their chemical synthesis is challenging due to the
safety concerns of tetrafluoroethylene and the cost/
availability of the perfluoroether comonomers. These
issues have relegated detailed synthetic research on
polyperfluorosulfonic acid materials to the industrial
sector or to a few specialized academic labs.

One alternative to the tetrafluoroethylene-based
backbones of the previously discussed materials is
the use of styrene and particularly its fluorinated
derivatives to form PEMs. As extensively reported
in the literature, styrenic monomers are widely
available and easy to modify, and their polymers are
easily synthesized via conventional free radical and
other polymerization techniques.

Presently, two commercial (or semicommercial)
PEMs are based on styrene or styrene-like mono-
mers: BAM from Ballard, and Dais Analytic’s sul-
fonated styrene—ethylene—butylene—styrene (SEBS)
membrane. Ballard Advanced Materials Corporation
introduced a styrenic membrane based on a novel
family of sulfonated copolymers incorporating a.,j3,5-
trifluorostyrene and substituted «,f,3-trifluoro-
styrene comonomers. These are registered as BAM
membranes, and their general formula is given in
Figure 3.

%CFZCF#CFZCF#CFZCF%%CFZCF%J

Ry Ry R3 SO3H

Ry, Ry, R3 = alkyls, halogens, OR, CF=CF,, CN, NO,, OH
Figure 3. Chemical structure of BAM PEMs.16

The unsulfonated random copolymers are report-
edly synthesized at 50 °C over a period of 48 h using
emulsion polymerization with dodecylamine hydro-
chloride surfactant in water as the reaction system
and potassium persulfate as the initiator.’® The
copolymer is then dissolved in an appropriate solvent
such as dichloroethane or chloroform and sulfonated
using reagents such as chlorosulfonic acid or a sulfur
trioxide complex. It has been reported that this
generation of BAM membranes exhibited some su-
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Figure 4. Chemical structure of sulfonated SEBS block
copolymer.2t

perior performance to perfluorinated membranes,
such as Nafion 117, at current densities greater than
0.6 A cm~2." The backbone fluorination was no doubt
intended to mitigate hydroperoxide formation, which
causes short lifetimes for nonfluorinated partially
aliphatic analogues.

There have been few synthetic reports employing
these monomers beyond the Ballard work, most likely
as a result of presumed high cost and monomer
availability. However, the performance and stability
demonstrated by these materials in fuel cells may
spur further developments in this area. The above-
reported copolymers are believed to be random
systems both in the chemical composition of the
copolymer backbone and with regard to sulfonic acid
attachment. Novel methods have been developed for
the controlled polymerization of styrene-based mono-
mers to form block copolymers. If one could create
block systems with trifluorostyrene monomers, new
morphologies and PEM properties with adequate
stability in fuel cell systems might be possible, but
the mechanical behavior would need to be demon-
strated.

Dais Analytic’'s PEMs (and related materials) are
based on well-known commercial block copolymers
of the styrene—ethylene/butylene—styrene family,
Kraton G1650 being one such system. In one method
of forming sulfonated PEMSs, the unsulfonated poly-
mer is dissolved in a dichloroethane/cyclohexane
solvent mixture. The sulfur trioxide/triethyl phos-
phate sulfonating complex in solution is then added
and allowed to react at temperatures between —5 and
0 °C.18 The result is a PEM that may be solvent cast
(from lower alcohols such as n-propanol) to afford an
elastomeric hydrogel with conductivities of 0.07—0.1
S/cm when fully hydrated.'®2%21 The chemical struc-
ture of this type of copolymer is shown in Figure 4.
The sulfonated styrene moieties are isolated in
blocks, as directed by the anionic polymerization and
hydrogenated starting material, but there is not
much information on the extent of sulfonation of the
styrenic moieties in the blocks. For the process
described above, the unsulfonated block copolymer
could have a number average molecular weight of
about 50 000 g/mol with a styrene content of 20—35
wt % of the triblock copolymer. TEM suggests that
the cast films possess cylindrical sulfonated poly-
styrene domains. The films swell in water, with the
extent of swelling being dependent on the sulfonation
level.??

Dais membranes are reported to be much less
expensive to produce than Nafion; they are also
reported to exhibit a rich array of microphase-
separated morphologies because of the ability to
tailor the block length and composition of the unsul-
fonated starting polymer.?® The main drawback of
employing hydrocarbon-based materials is their much
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Figure 5. Chemical structure of partially sulfonated
styrene—ethylene interpolymer.2!

poorer oxidative stability compared to perfluorinated
or partially perfluorinated membranes due to their
partially aliphatic character.?* For this reason, Dais
membranes are aimed at portable fuel cell power
sources of 1 kW or less, for which operating temper-
atures are less than 60 °C.

As an extension of the previous work, copolymers
based on partially sulfonated ethylene—styrene
pseudorandom “interpolymers” have also been em-
ployed instead of the block copolymers (Figure 5).2%:25
Due to the unique nature of the polymerization
catalyst, styrene residues are separated by at least
one ethylene residue and the acid groups are distrib-
uted randomly along the chain. This material pro-
vides an economical and unique counterpoint to the
sulfonated SEBS PEMSs, where the sulfonic acid
groups are bunched together in the styrene blocks.
Controlling the styrene content in each material
provides a route to control the level of sulfonation
and resultant ion exchange capacity of the PEM.

Synthetic methods have been developed to incor-
porate styrene as a graft on to a polymer backbone.
Graft polymers, in which ion containing polymer
grafts are attached to a hydrophobic backbone, could
be suitable structures for studying structure—prop-
erty relationships in ion conducting membranes, if
the length of the graft and the number density of
graft chains can be controlled. In principle, the length
of the graft would determine the size of ionic do-
mains, whereas the number density of graft chains
would determine the number of ionic domains per
unit volume. Collectively, the size and number den-
sity of ionic aggregates/clusters are expected to
control the degree of connectivity between ionic
domains.

Recently, several researchers have shown that it
is possible to synthesize graft copolymers possessing
ionic grafts bound to hydrophobic backbones using
macromonomers formed by stable free radical polym-
erization (SFRP) techniques.?® The detailed synthesis
and characterization of this class of copolymer that
comprises a styrenic main chain and sodium styre-
nesulfonate graft chains (PS-g-macPSSNa) was re-
ported by Holdcroft et al.?” PS-g-macPSSNa was
prepared by (1) pseudoliving, tempo-mediated free
radical polymerization of sodium styrenesulfonate
(SSNa) and (2) termination with divinylbenzene
(DVB). The macromonomer, macPSSNa, serves as
both the comonomer and emulsifier in the emulsion
copolymerization with styrene. During polymeriza-
tion, the DVB terminus is located in the core of
micellar particles and is incorporated into growing
polystyrene (PS) as graft chains. The synthetic
scheme is shown in Figure 6. By adjusting the
macPSSNa/styrene feed ratio, a series of polymers
(PS-g-macPSSNa) with uniform graft chain length

Hickner et al.
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Figure 6. Synthetic scheme of polystyrene-graft-poly-
styrenesulfonic acid copolymers.26:27

and variable ion content were obtained. For compari-
son, random copolymers of SSNa and styrene (PS-r-
SSNa) were prepared by conventional emulsion co-
polymerization. The two classes of polymer, graft and
random, exhibit very different properties of mechan-
ical strength, water uptake, proton conductivity, and
thermal behavior as a result of their inherently
different morphologies.

Using the same methodology as described above,
Holdcroft et al. have also incorporated sodium sty-
renesulfonate macromonomers as grafts to poly-
(acrylonitrile) backbone chains.?® The poly(acryloni-
trile) backbone is more hydrophilic than the poly-
(styrene) backbone of the previous study. This al-
lowed the authors to examine the effect that the
backbone had on ionic domain morphology, water
uptake, conductivity, and oxygen permeability and
solubility. Holdcroft's synthetic methodology for elu-
cidating important PEM properties is excellent, and
therefore, this group was able to draw rational
conclusions when developing structure—property re-
lationships of ion conducting polymers. These par-
ticular materials are probably not suitable PEMs
themselves due to the well-known susceptibility of
the poly(styrene) backbone or poly(styrene sulfonate)
grafts to oxidative degradation in a fuel cell environ-
ment.

Poly(styrene sulfonic acid) grafts have also been
attached to poly(ethylene-co-tetrafluoroethylene) (ET-
FE)?82% and poly(vinylidene fluoride) (PVDF)*° as
shown in Figure 7. These materials were synthesized



Alternative Polymer Systems for Proton Exchange Membranes

—QCF2CF2§—QCH2CH§§ —(CHCF2

CH7CH ZCH)—
SOs;H SOsH

Figure 7. ETFE-g-PSSA and PVDF-g-PSSA.28

by irradiating ETFE or PVDF preformed membranes
with y radiation and then immersing the irradiated
membranes in styrene (usually diluted with toluene)
to affect polymerization of poly(styrene) grafts from
the backbone. The extent of grafting was reported to
be controlled by styrene concentration, choice of
diluent, grafting temperature, and grafting time.
Once the extent of grafting was characterized by
gravimetric means, the membranes were then sul-
fonated using chlorosulfonic acid.

Gupta et al.?%? and Buchi et al.®3 have investigated
the radiation grafting (using a y radiation source) of
tetrafluoroethylene-co-hexafluoropropylene (FEP) us-
ing styrene and divinylbenzene as monomers in the
formation of grafts which are then sulfonated with
chlorosulfonic acid. Divinylbenzene was used to cre-
ate cross-links between grafts and possibly control
water swelling of the membranes. Buchi et al.
reported that FEP-grafted polystyrene sulfonic acid
(FEP-g-SSA) systems have physical and electrochemi-
cal properties superior to those of Nafion 117 but an
inferior fuel cell performance attributed to the gas
permeability of the membrane. The excessive gas
permeability was proposed to more readily allow
HO- attack on the polystyrene grafts and lead to a
loss of ion exchange capacity after operating in a fuel
cell environment, but no proof was offered. In a study
using similar styrene grafted membranes, nearly 10
wt % of the grafts were lost after 100 h of fuel cell
operation.>* PEMs may tolerate some degree of
backbone degradation during long-term fuel cell
operation, but degradation involving a loss of ion
exchange capacity (and thus a loss in conductivity)
would be obviously undesirable in all situations.

4. Poly(arylene ether)s

Wholly aromatic polymers are thought to be one
of the more promising routes to high performance
PEMs because of their availability, processability,
wide variety of chemical compositions, and antici-
pated stability in the fuel cell environment. Specifi-
cally, poly(arylene ether) materials such as poly-
(arylene ether ether ketone) (PEEK), poly(arylene
ether sulfone), and their derivatives are the focus of
many investigations, and the synthesis of these
materials has been widely reported.® This family of
copolymers is attractive for use in PEMs because of
their well-known oxidative and hydrolytic stability
under harsh conditions and because many different
chemical structures, including partially fluorinated
materials, are possible, as shown in Figure 8. Intro-
duction of active proton exchange sites to poly-
(arylene ether)s has been accomplished by both a
polymer postmodification approach and direct co-
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Figure 8. Several possible poly(arylene ether) chemical
structures.

polymerization of sulfonated monomers. Both
schemes are discussed below.

4.1. Postsulfonation of Existing Polymers

The most common way to modify aromatic poly-
mers for application as a PEM is to employ electro-
philic aromatic sulfonation. Aromatic polymers are
easily sulfonated using concentrated sulfuric acid,
fuming sulfuric acid, chlorosulfonic acid, or sulfur
trioxide (or complexs thereof). Postmodification reac-
tions are usually restricted due to their lack of precise
control over the degree and location of functionaliza-
tion, the possibility of side reactions, or degradation
of the polymer backbone. Regardless, this area of
PEM synthesis has received much attention and may
be the source of emerging products such as sulfonated
Victrex poly(ether ether ketone).32:36

Sulfonated poly(arylene ether sulfone)s synthesized
by attaching sulfonic acid groups in polymer modi-
fication reactions have been investigated intensively
since the pioneering work of Noshay and Robeson,
who developed a mild sulfonation procedure for the
commercially available bisphenol A-based poly(ether
sulfone).?” Different sulfonating agents have been
employed for this polymer modification, such as
chlorosulfonic acid®®# and a sulfur trioxide—triethyl
phosphate complex. Sulfonation is an electrophilic
substitution reaction; therefore, its application de-
pends on the substituents present on the aromatic
ring. Electron-donating substituents will favor reac-
tion, whereas electron-withdrawing substituents will
not. Additionally, the sulfonic acid group is usually
restricted to the activated position on the aromatic
ring. For the case of the bisphenol A-based systems,
no more than one sulfonic acid group per repeat unit
could be achieved.®®

A comparative study of sulfonating agents was
undertaken by Genova-Dimitrova et al.®® Their aim
was to investigate the characteristics of chlorosulfonic
acid (CISOzH) and derived trimethylsilylchlorosul-
fonate ((CH3)3SiSO3CI) on the sulfonation of bisphe-
nol A-based poly(sulfone). The authors indicated that
the strong sulfonating agent, chlorosulfonic acid,
yielded an inhomogeneous reaction that could be
solubilized with a small amount of dimethylforma-
mide as a cosolvent. Reactions with the mild tri-
methylsilylchlorosulfonate sulfonating agent were



4594 Chemical Reviews, 2004, Vol. 104, No. 10

=K =)

PSF Repeat Unit:

—O

o

o—

o=

o

< >II

O O i ©
I
o]

SPSF with one sulfonic group per unit

(@)
R~~~
g
SO3H SOzH
SPSF with two sulfonic groups per unit

Figure 9. Most likely locations of sulfonic acid attachment
in postsulfonated poly(arylene ether sulfone).3®

homogeneous reactions. Chlorosulfonic acid also in-
duced chain cleavages during some sulfonations, as
indicated by viscometric measurements, whereas no
polymer degradation or cross-linking was observed
with the milder trimethylsilylchlorosulfonate. Proton
nuclear magnetic resonance (*H NMR) was used to
assemble a detailed picture of the kinetics of the
sulfonation reaction with trimethylsilylchloro-
sulfonate. A marked decrease in reaction rate was
observed after a degree of sulfonation of 0.74 (74%
of the monomer units sulfonated) and 1.35 (68% of
the theoretical yield of a degree of sulfonation of 2),
as shown in Figure 9. The authors were not able to
present a sound explanation for the rate decrease at
these two levels of conversion.

Another drawback of the mild sulfonating reagent
is that its sulfonation efficiency was low and during
short reaction times (4 h) was limited to a degree of
sulfonation of 0.85 even when a 3-fold excess of
sulfonating agent was employed. Clearly, tradeoffs
exist between strong and mild sulfonating agents, but
avoiding polymer degradation and side reactions
probably outweighs longer reaction times and some-
what lower sulfonation efficiency. The hydrolytic
stability of the isopropylidene unit under fuel cell
conditions has not been reported.

Poly(ether ether ketone) (PEEK) is an aromatic,
high performance, semicrystalline polymer with ex-
tremely good thermal stability, chemical resistance,
and electrical and mechanical properties. This poly-
mer shows little solubility in organic solvents due to
the crystallinity. One of the first ways to characterize
PEEK was by sulfonating the polymer. By adding
sulfonic acid groups to the backbone, the crystallinity
decreased and solubility increased.?4! Commercially
available Victrex appears to be one of the more
interesting poly(arylene ether)s used for postmodifi-
cation.

There have been many procedures reported for
sulfonating PEEK 324243 General chemical structures
for the unsulfonated and sulfonated analogues are
given in Figure 10. The sulfonation of PEEK has been
reported to be a second-order reaction, which takes
place at the aromatic ring flanked by two ether links,
due to the higher electron density of the ring.** Since
the electron density of the other two aromatic rings
in the repeat unit is relatively low due to the electron-
attracting nature of the neighboring carbonyl group,
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Figure 10. Chemical structures of unsulfonated and
sulfonated PEEK.

one sulfonic acid group adds per repeat unit. It has
been reported that sulfonation of PEEK with chloro-
sulfonic acid or fuming sulfuric acid causes a mostly
unexplored degradation of the polymer; therefore,
concentrated sulfuric acid is typically used.*® The
sulfonation rate of PEEK in sulfuric acid can be
controlled by changing the reaction time, tempera-
ture, and acid concentration to provide polymers with
a sulfonation range of 30—100% without degradation
and cross-linking reactions.*® However, it has been
shown that the sulfonation of PEEK in sulfuric acid
cannot be used to produce truly random copolymers
at sulfonation levels less than 30% because dissolu-
tion and sulfonation occur in a heterogeneous envi-
ronment.%’

Al-Omran and Rose“® controlled the location and
extent of sulfonation on poly(arylene ether) back-
bones by copolymerizing 4,4'-dichlorodiphenyl sul-
fone, durohydroquinone, and hydroquinone to form
random copolymers, where only the hydroquinone
residue would be expected to be susceptible to sul-
fonation by sulfuric acid. Although these authors
observed sulfonation at positions other than at the
desired hydroquinone locations, designing sulfonation
sites into a polymer backbone remains an attractive
strategy for producing copolymers with known struc-
tures. This allows the chemical structure and com-
position of the material to dictate the extent of
sulfonation rather than trying to externally control
sensitive and sometimes unpredictable macromolecu-
lar sulfonation reactions.

An alternative, but likely expensive, route for
derivatizing a commercial polysulfone (Udel) by
Kerres et al. was based on a series of steps including
metalation, sulfination by SO, gas, and oxidation as
shown in Figure 11.#° One of the key steps in this
synthesis is the choice of oxidant to convert the
lithium sulfinate to sulfonic acid. Cross-linking reac-
tions during oxidation may reduce the ion exchange
capacity of the materials, while polymer chain deg-
radation will result in membranes with quite poor
mechanical properties. It was determined that hy-
drogen peroxide was the best oxidant for low IEC
materials because of its ability to access all the ionic
groups of the polymer in solution. Higher IEC ma-
terials were amenable to oxidation by KMnO, with-
out adverse cross-linking or polymer degradation.
This synthetic scheme also allows controlled cross-
linking of the materials to manipulate swelling and
gas permeability.5°5! The authors of this study assert
the validity of this method for any polymeric species
that can be lithiated, and it would be an attractive
method for controlled sulfonation if polymer backbone
degradation can be avoided.
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Figure 12. Chemical structure of sulfophenylated poly-
sulfone.5?

Similarly, polysulfone has been sulfophenylated by
lithiation and anionic reaction with 2-sulfobenzoic
acid cyclic anhydride (Figure 12).52 This provides
another method to modify polysulfones by attaching
pendant sulfonated phenyl groups via ketone links.
It would be interesting to see if the phase separation
in these materials was affected by the additional
functionality of the ketone or the pendant attachment
of the sulfonic acid, as opposed to direct attachment
of ionic groups to the aromatic polymer backbone.

4.2. Direct Copolymerization of Sulfonated
Monomers To Afford Random (Statistical)
Copolymers

There are several major drawbacks of postmodifi-
cation methods including the lack of control over the
degree and location of functionalization, which is
usually a problem when dealing with macromol-
ecules. It has been of interest to investigate the effect
of sulfonation, for example, on the deactivated sites
of the repeat units, since one might expect enhanced
stability and higher acidity from two sulfonic acid
groups which are attached to an electron-deficient
aromatic ring than from one sulfonic acid group
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Figure 14. Synthesis of 3,3'-disulfonated 4,4'-dichloro-
diphenyl sulfone and its sodium salt.

bonded to an electron-rich aromatic ring.>® Moreover,
the opportunity to control and/or increase molecular
weight to enhance durability is not feasible if one
chooses to conduct a postreaction on an existing
commercial product. The difference between sulfonic
acid placement in typical examples of postsulfonation
and direct copolymerization is shown in Figure 13.

The first report of the required sulfonated mono-
mer was from Robeson and Matzner,>* who obtained
a composition of matter patent, which primarily was
of interest for its flame retarding properties. More
recently, Ueda et al.>® reported the sulfonation of 4,4'-
dichlorodiphenyl sulfone and provided general pro-
cedures for its purification and characterization.
McGrath’s group modified the procedure for disul-
fonation of the monomer, shown in Figure 14. Sul-
fonated poly(arylene ether sulfone) copolymers were
then synthesized via direct copolymerization in any
composition desired as shown in Figure 15.5 The
directly copolymerized sulfonated materials were
produced under very similar reaction conditions
employed for many years for the synthesis of unsul-
fonated poly(arylene ether)s using the weak base
route. Only moderately higher reaction temperatures
and longer times were needed to obtain high molec-
ular weight copolymers due to the sterically de-
creased activity of the sulfonated dihalide monomer.
Alternatively, increased reactivity can be realized by
employing the more expensive disulfonated difluoro
dihalide. The copolymerizations were conducted to
afford the potassium salt form of the 3,3'-disulfonated
4,4'-dichlorodiphenyl sulfone to take advantage of the
enhanced stability of the sulfonic acid salt. These
random copolymers displayed a hydrophilic/hydro-
phobic phase separated morphology that varied de-
pending on the degree of disulfonation (Figure 15).
A tapping mode atomic force microscopy (AFM) phase
image comparison of the 40% copolymer with Nafion
is shown in Figure 16.
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Figure 15. Synthesis of directly copolymerized wholly aromatic sulfonated poly(arylene ether sulfone), BPSH-xx, where

xx is the ratio of sulfonated/unsulfonated activated halide.
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Figure 16. Atomic force micrographs of BPSH-40 and
Nafion 117.

Phase Image of Nafion 117

due to the variety of monomers available, as depicted
in Figure 18.

The influence of the bisphenol structure on the
direct synthesis of sulfonated poly(arylene ether)s has
been studied.5” Four bisphenols including bisphenol
A, hexafluoroisopropylidene bisphenol (6F), 4,4'-
biphenol, and hydroquinone were used for the syn-
thesis of poly(arylene ether)s containing ion conduct-
ing units. Generally, the thin film properties of these
copolymers scaled with ion exchange capacity. Sul-
fonated poly(arylene thioether sulfone) copolymers
were prepared by direct copolymerization of sul-
fonated 4,4-difluorodiphenyl sulfone, unsulfonated
4,4-difluorodiphenyl sulfone, and 4,4-thiobisben-
zenethiol.®® The properties of these copolymers were
comparable with those of their poly(ether sulfone)
analogue. Copolymers based on hexafluoroisoprop-
ylidene bisphenol (6F) have been particularly inter-
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series of copolymers.

The conductivity and water uptake of this series
of copolymers also increased with disulfonation.
However, once the degree of disulfonation reached
60 mol %, a semicontinuous hydrophilic phase was
observed and the membranes swelled dramatically,
forming a hydrogel that would not be useful as a
proton exchange membrane, as illustrated in Figure
17. These results indicate that the protonic conduc-
tivity must be balanced with the water swelling and
mechanical properties of the membrane in these
random copolymers. As with the unsulfonated poly-
mers, many variations are possible in the direct
synthesis of sulfonated poly(arylene ether sulfone)s

also notes broadening of the damping peaks, which
may reflect different degrees of association or other
phenomena.

Directly copolymerized sulfonated poly(arylene ether
ketone) PEMs are also possible by employing a
sulfonated dihalide ketone monomer (sodium 5,5'-
carbonylbis(2-fluorobenzenesulfonate)), as first re-
ported by Wang.%¢! The sulfonated monomer chemi-
cal structure is shown in Figure 20.

As described earlier, the choice of bisphenols for
the polymerization of poly(arylene ether ketone)s is
large.®? In particular, the electrochemical properties
of the above monomer copolymerized with bisphenol
AF were studied. The fundamental PEM character-
istics (water uptake and conductivity) were analogous
to those of the “BPSH” systems for a given IEC.

Due to the flexibility of incorporating various
chemical moieties, sulfonated poly(arylene ether)
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Figure 19. Effect of degree of disulfonation and method
of acidification on the dynamic mechanical properties of
BPSH films.53 M1 and M2 refer to whether acidification
was done at 30 or 100 °C, respectively.
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Figure 20. Chemical structure of sodium 5,5'-carbonylbis-
(2-fluorobenzenesulfonate).

copolymers may serve as ideal hosts for inorganic
compounds to form nanocomposite proton exchange
membranes.3*83 Additional functionality to increase
the compatibilization between the organic and inor-
ganic phases can be imparted to the poly(arylene
ether) by the copolymerization of 2,6-dichloroben-
zonitrile, hexafluoroisopropylidene bisphenol (6F),
and 3,3'-disulfonate-4,4'—dichlorodiphenyl sulfone.®*

These polymers show lower water uptake than the
analogous sulfonated poly(arylene ether sulfone)
materials, possibly suggesting some interaction be-
tween the aromatic nitrile and sulfonic acid. The
phosphine oxide functional moiety could also be used
as a compatibilizer with other materials. Sulfonated
poly(arylene ether phosphine oxide sulfone) terpoly-
mers have been prepared both with sulfonated tri-
phenyl phosphine oxide® and with triphenyl phos-
phine oxide with 3,3'-disulfonate-4,4'—dichlorodiphenyl
sulfone®® as the sulfonic acid bearing monomer. Block
copolymers containing phosphine oxide appear to
avoid the ether—ether interchange that results when
non—phosphine oxide blocks are utilized, and this is
being further pursued.’

5. PEMs Based on Poly(imide)s

Five-membered ring polyimides are high perfor-
mance materials and have been investigated for
many years. However, when sulfonated phthalic
polyimides are used for proton exchange membranes
in fuel cells, they quickly degrade, whereas it has
been recognized that naphthalenic polyimides are
much more stable in fuel cell environments.? It is
likely that hydrolysis of the phthalic imide structure
leads to chain scission (decrease in molecular weight)
and causes the membrane to become brittle. Since
the six-membered ring of the naphthalenic polyimide
is much more stable to hydrolysis, this chemical
structure is somewhat better suited for PEM fuel cell
applications but its stability is still questionable.

Genies et al.®® used model compounds along with
IR and NMR to examine the nature of hydrolysis
associated with the sulfonic acid group (needed for
proton conduction) in phthalic and naphthalenic
polyimides. Model compounds of the sulfonic acid
containing phthalic imide (model A) and the sulfonic
acid containing naphthalenic imide (model B) were
prepared by a one-step high temperature condensa-
tion in m-cresol. NMR spectroscopy showed that after
aging model A in distilled water at 80 °C for 1 h the
structure is modified. After aging for 10 h, 3C NMR
shows that the carbon peaks associated with the
starting compound disappear. In addition, **C NMR
was used to quantitatively determine the amount of
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Figure 21. Synthesis of SPI, a sulfonated six-membered ring polyimide based on BDA, ODA, and NDA 6%

imide, amic acid, and diacid as a function of time
during the aging process of model A. From 0 to 2 h
of aging, the amic acid is formed preferentially to the
diacid. This is interesting because the amic acid
should easily hydrolyze to the diacid in water.

In comparison, no structural modification of model
B was seen before 120 h of aging (80 °C). However,
after 120 h two small doublets appeared in the 'H
NMR spectrum and several additional peaks became
noticeable in the 3C NMR spectrum. It was deter-
mined by NMR and IR spectroscopy that the hy-
drolysis products were an imide/carboxylic acid and
an imide/anhydride. Model B was then aged for 1200
h at 80 °C to quantitatively determine the amount
of hydrolysis products as a function of time. The
relative intensity of the peaks due to carboxylic acid
is constant after some time. The authors suggest that
an equilibrium occurs between model B and the
products formed during hydrolysis, and therefore, the
conversion to hydrolysis products is limited to about
12%. This critical fraction is probably enough to cause
some degradation of polymeric materials, but re-
search on six-membered polyimides has remained
active.

Genies et al.®® designed a synthetic method to
produce random and block (segmented) sulfonated
copolyimides (SPIs). The synthetic procedure for their
most studied copolymer is shown in Figure 21. The
first step in the synthesis involves preparation of
short sequences of 4,4'-diamino-2,2'-biphenyl disul-
fonic acid (BDA) condensed with 1,4,5,8-tetracar-
boxylic dianhydride (NDA). An adjusted ratio of these
two monomers allows one to create different block
lengths of the sulfonated sequence. In the second
polymerization step, the degree of sulfonation can be
precisely controlled by regulating the molar ratio of
BDA and the unsulfonated diamine, which is 4,4'-
oxydianiline (ODA) in SPI. Controlling the degree of
sulfonation is important because a high degree of
sulfonation generally leads to high swelling or even
dissolution of the polyimide membrane. It was found

that a block length of three sulfonated repeat units
yields the highest proton conductivity.”

Preliminary investigations suggested that six-
membered ring polyimides had some promise as
PEMSs; however, their poor solubility limits mem-
brane formation and subsequent use in fuel cells. For
example, the SPI membrane shown above is only
soluble in chlorophenol. By introducing a slightly
different unsulfonated diamine, 2,2'-diamino-3,4'-
biphenyl ether, the resulting polymer is made soluble
in m-cresol.”* In Figure 21, the unsulfonated diamine
added to the reaction in phase 2 was shown to have
a large effect on the solubility, and several novel
unsulfonated diamines containing ether linkages
and/or bulky substituents were shown to improve
solubility.®®

The preparation of sulfonated polyimides with
different ion exchange capacities and sulfonated block
lengths was also considered. The solubility of the
polyimides was greatly improved by introducing
phenyl—ether bonds and bulky groups into the poly-
mer backbones. Random sulfonated copolyimides
exhibit better solubility than the sequenced ones in
organic solvents. Therefore, improved solubility is a
result of the unsulfonated diamine and the micro-
structure of the polymer chain. For a given polymer
structure, the water uptake increases as ionic content
increases. However, the number of water molecules
per ionic group remains constant, which suggests
that water is mainly located in the hydrophilic
domains. Both the number of water molecules per
ionic group and conductivity are systematically lower
for random microstructures than for sequenced co-
polymers.

By introducing bulky unsulfonated diamines into
the polymer backbone, greater interchain spacings
can be achieved.”?7® It was proposed that the in-
creased spacing could improve conductivity at low
relative humidity. Incorporating the larger comono-
mers prevents regular close parallel packing of the
backbones and results in a more open structure, as
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Figure 22. Six-membered ring copolyimide prepared with bulky unsulfonated diamine.
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Figure 23. Sulfonated diamines for direct synthesis of sulfonated polyimides.

shown by X—ray diffraction patterns. With greater
interchain spacings, more free volume is available for
water to occupy. This leads to higher water uptakes
and, therefore, higher conductivity, especially at low
humidity.

Litt reported that bulky comonomers and se-
quenced copolymers impart improved water resis-
tance without sacrificing conductivity. However, one
sample shown in Figure 22 became brittle after 3
weeks in water above 90 °C. Litt also observed better
hydrolytic stability when the unsulfonated diamine
with flexible ether linkages was incorporated.”>"3

Principally, one commercially available sulfonated
diamine (4,4'-diamino-2,2'-biphenyl disulfonic acid)
has been used to synthesize sulfonated polyimides.
In addition to the commercially available diamine,
several novel sulfonated diamines incorporating flex-
ible or kinked structures have been prepared in
Okamoto’s lab.”4"77 The chemical structures and
names of all five diamines are shown in Figure 23.

A comparison of the hydrolytic stability of several
sulfonated six-membered ring polyimides was previ-
ously investigated.”> Membranes were placed in
distilled water at 80 °C until a loss of mechanical
properties was observed. Improvements in membrane
stability were observed for polymers with lower
degrees of sulfonation (lower IEC) and for random
copolymers, as opposed to block or sequenced copoly-
mers. Additionally, the flexibility of the sulfonated
diamine in the polymer structure was shown to play
an important role in stability. By simply changing
the sulfonated diamine from the rigid 4,4'-diamino-
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Figure 24. Synthesis of a five-membered ring sulfonated
polyimide containing phosphine oxide.”

2,2'-biphenyl disulfonic acid (BDA) to the more flex-
ible 4,4'-diaminodiphenyl ether-2,2'-disulfonic acid
(ODADS), the stability in water greatly improved. On
the other hand, 9,9'-bis(4-aminophenyl)fluorine-2,7-
disulfonic acid (BAPFDS), a rigid and bulky sul-
fonated diamine, showed similar stability to the
ODADS series at comparable ion exchange capacities.
It is suggested that polyimides derived from BAPFDS
should display higher stability due to the highly basic
sulfonated diamine.”® Aromatic diamines with higher
basicity are generally more reactive with dian-
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hydrides than those with lower basicity. Since hy-
drolysis is the reverse reaction of polymerization,
polyimides derived from more basic diamines should
have higher hydrolytic stability. This may be why the
more rigid copolymers based on BAPFDS have sta-
bilities similar to the flexible ODADS ones; yet both
perform better than BDA-type copolyimides.

Shobha et al.”® employed a novel sulfonated di-
amine containing a phosphine oxide moiety in the
synthesis of a five—membered ring sulfonated poly-
imide. The synthesis is shown in Figure 24.

Since this is a five-membered imide, water stability
would be expected to be very poor. To improve
stability, Einsla et al.” synthesized two series of six-
membered imides (the first with 4,4'-oxydianiline as
the unsulfonated diamine and the second with bis-
[4-(3-aminophenoxy)phenyl] sulfone) using 3,3'-dis-
ulfonic acid-bis[4-(3-aminophenoxy)phenyl] sulfone as
the sulfonated diamine, as shown in Figure 25. These
polyimides are soluble in N-methylpyrrolidone (NMP)
and have displayed better, but still limited, stability
in water. Their electrochemical properties and fuel
cell performance are the subject of an upcoming
publication.®® For high temperature fuel cell opera-
tions requiring a stability of >5000 h, however, the
six-membered polyimides have been disappointing
candidates, and they are generally being abandoned
for use as PEMs. Nonetheless, most of these polyim-
ides have extremely low methanol permeation and
low electro-osmotic drag coefficients and might be
useful as room temperature DMFC membranes.8!

6. High Performance Polymeric Backbones for
Use in PEMs

Other high performance polymer backbones have
been explored as PEM materials in addition to poly-
(arylene ether)s and polyimides. Ductile copolymers
with high modulus and glass transition values are
desirable PEM candidates. The hydrolytic and oxida-
tive stability of many of these materials remains to
be determined. Nevertheless, interesting synthetic
methodologies have been employed to investigate
these materials, which have been instructive in the
search for new PEM candidates.

Poly(phenylquinoxaline) membranes cast from
m—cresol were sulfonated by reactions in 50% sul-
furic acid solution for 2 h followed by drying at 300
°C for 90 min.#283 The attachment site for the sulfonic
acid group is believed to be ortho to the ether linkage,
as in Figure 26, but even this has yet to be confirmed.

The resulting sulfonation levels varied from roughly
50% to well in excess of 100%, but they typically
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Figure 26. Chemical structure of sulfonated poly(phen-
ylguinoxaline).84

ranged between 70 and 100%. The stability of this
material in detailed fuel cell performance studies was
shown to be <500 h, and this material was subse-
guently abandoned in favor of materials that showed
increased stability under fuel cell conditions.’

Poly(2,6-dimethyl-1,4-phenylene oxide) (PPO) is an
attractive material for the preparation of membranes
because it possesses excellent membrane-forming
properties, as well as good thermal and chemical
stability. PPO was sulfonated with chlorosulfonic acid
either in a chloroform solution,® which is a common
technique for PPO sulfonation, or in 1,2—dichloro-
ethane.®® In both cases, the sulfonated product pre-
cipitated after the addition of a certain amount of
chlorosulfonic acid and could subsequently be easily
isolated. The amount of chlorosulfonic acid needed
for the precipitation of SPPO from the 1,2-dichloro-
ethane solution, however, was smaller, and thus the
degree of sulfonation of the obtained SPPO was lower
(25.4 vs 42.4%) for the sample sulfonated in chloro-
form. The SPPO has shown good thermal stability
and resistance against aqueous solutions of strong
acids and bases and oxidation agents.8” However, one
might expect that the benzylic sites would easily
oxidize.

Kobayashi et al. reported sulfonation of poly(4-
phenoxybenzoyl-1,4-phenylene) (PPBP) with sulfuric
acid and compared the data with those of sulfonated
PEEK.8 As reported, the authors employed sulfuric
acid for the sulfonation reaction to avoid or at least
minimize degradation of the polymer by chlorosul-
fonic acid or fuming sulfuric acid (Figure 27).

Sulfonated poly(4-substituted benzoyl-1,4-phenylene)
homopolymers and copolymers using concentrated
sulfuric acid or fuming sulfuric acid have been shown
to form sulfonated polymers with variable degrees
of sulfonation.®® To improve film formation of the
sulfonated polyphenylenes, multiblock copolymers
have been synthesized by reacting a more flexible
poly(arylene ether sulfone) with sulfonated poly-
phenylenes.®®

1,4-Bis(propylcarbamoyl)-2,3,5,6-tetraphenylben-
zene and decafluorobiphenyl were polymerized to
form copolymers that could be sulfonated at specific
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chlorosulfonic acid is quantitative, so the degree of
sulfonation can be controlled by the reaction stoichi-
ometry. The above materials were soluble in metha-
nol, which lead to bis(3,5-dimethylphenyl) sulfone
being employed as a comonomer, as shown in Figure
29. These copolymers, as well as the synthesis of
similar fluoroalkane containing copolymers, highlight
the range of materials that can be designed with
specific main chain chemical structures to the control
resulting properties and sulfonation reactions.%

Poly(phthalazinone ether ketone)s (PPEKS) were
synthesized by the reaction of the polymer in mix-
tures of 95—98% concentrated sulfuric acid and 27—
33% fuming sulfuric acid in the absence of other
solvents.®® A general reaction scheme is given in
Figure 30. The mixed solvent systems of sulfuric acid

1. CISO;H, CH,Cl,
2. KOH(aq), DMSO

3. HCl(aq)
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Figure 28. Synthesis and sulfonation of polymers containing tetraphenylphenylene ether and perfluorobiphenylene units.
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Figure 29. Synthesis of sulfonated copolymers from 1,4-bis(propylcarbamoyl)-2,3,5,6-tetraphenylbenzene, bis(3,5-

dimethylphenyl) sulfone, and decafluorobiphenyl.%!
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Figure 31. Synthesis of directly polymerized sulfonated poly(phthalazinone ether sulfone).®*

and fuming sulfuric acid were utilized to limit
degradation of the polymer during sulfonation, which
occurred in pure fuming sulfuric acid.

As an alternative to the somewhat undesirable
postsulfonation approach, Xiao et al. synthesized
sulfonated poly(phthalazinone ether sulfone)s utiliz-
ing sulfonated 4,4'-difluorodiphenyl sulfone as the
sulfonated monomer, as shown in Figure 31.°4 The
authors indicate that the low degree of swelling of
these materials may be advantageous in comparison
to the case of the directly polymerized sulfonated
poly(arylene ether) materials. As they reported, the
low swelling is due to hydrogen bonding involving the
carbonyl groups of the hydroxyphenyl phthalazinone
unit. The proton conductivities of the directly copo-
lymerized materials showed less temperature depen-
dence than those of the corresponding postsulfonated
polymers. The hydrolytic stabilities of these copoly-
mers were not reported.

Sulfonation of polybenzimidazole (PBI) can be
accomplished by heating the polymer—hydrogen sul-
fate complex, which can be formed by casting a PBI
film from sulfuric acid or immersing a cast PBI film
in sulfuric acid and allowing the acid to permeate the
membrane, as shown in Figure 32.% This material
has received much attention, both as a proton ex-
change membrane candidate and also as a host for
phosphoric acid,?®% especially given the success of
unmodified PBI/phosphoric acid membranes®” in high
temperature fuel cells, as discussed elsewhere in this
review. However, the thermally initiated sulfonation
may have induced scission or cross-linking, as evi-
denced by the sulfonated PBI's insolubility and
brittleness.

Sulfonation of polybenzimidazole was also ac-
complished by proton abstraction with an alkali
metal hydride followed by reaction with sodium (4-
bromomethyl)benzenesulfonate.?®®® The degree of
sulfonation in this synthesis can be controlled by the
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Figure 32. Sulfonatlon of PBI.95
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amount of ionized sites with the alkali metal hydride
or by controlling the ratio of polybenzimidazole to (4-
bromomethyl)benzenesulfonate, as shown in Figure
33. Control of the number and location of ionic groups
is critical to a systematic study of the PEM properties
and producing consistent material. Complexation
phenomena would be expected to be important.
Direct copolymerization of sulfonated monomers
has been used to synthesize sulfonated poly(benz-
imidazoles), poly(benzoxazole)s, and poly(benzothia-
zole)s. As an example, Kim et al. synthesized poly-
(benzthiazole)s from 2,5-diamino-1,4-benzenedithiol
dihydrochloride and either 2-sulfoterethphthalic acid
sodium salt, 5-sulfoisophthalic acid sodium salt, or
2,4-disulfoisophthalic acid potassium salt in poly-
phosphoric acid (PPA), as shown in Figure 34.1%
Similar sulfonated poly(benzimidazole)®619* and sul-
fonated poly(benzoxazole)®? structures have also
been synthesized. A general synthetic scheme for
each is shown in Figure 35. The stability of these
polymers in aqueous acidic environments appears
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limited and will likely hamper their performance as
PEMs.103

Mulhaupt et al. synthesized novel soluble copoly-
arylenes via a Ni(0)-catalyzed coupling reaction of
aryl chlorides.’® Molar ratios of dichlorodiphenyl
sulfone (x) to m-dichlorobenzene (y) were used to vary
the amount of m-phenylene in the final copolymer.
Then these copolymers were dissolved in chloroform
and sulfonated with chlorosulfonic acid. The synthe-
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sis and sulfonation are shown in Figure 36. Due to
the electron-withdrawing nature of the sulfone group,
the copolymers were only susceptible to sulfonation
on the m-dichlorobenzene residue. The degree of
sulfonation could be controlled by the amount of
m-dichlorobenzene included in the polymerization.

7. Polyphosphazene PEMs

Polyphosphazene-based PEMs are potentially at-
tractive materials for both hydrogen/air and direct
methanol fuel cells because of their reported chemical
and thermal stability and due to the ease of chemi-
cally attaching various side chains for ion exchange
sites and polymer cross-linking onto the —P=N-
polymer backbone.'® Polyphosphazenes were ex-
plored originally for use as elastomers and later as
solvent-free solid polymer electrolytes in lithium
batteries, and subsequently for proton exchange
membranes.1%

Polyphosphazenes are of great synthetic and tech-
nological interest because of the way in which the
side groups can be varied over an exceedingly wide
range of structures, and this provides access to
species with an almost unprecedented variety of
tailored properties. They are also particularly suit-
able for side-group and surface modification chem-
istry because of the stability of the phosphorus—
nitrogen backbone. The surface chemistry of specific
polyphosphazenes has been studied by Allcock et al.
with respect to the sulfonation process.'% The target
sulfonation reactions were developed initially with
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Figure 34. Synthetic scheme for the direct synthesis of sulfonated poly(benzthiazole)s.
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Figure 37. Poly[(3-methylphenoxy)(phenoxy)phosphazene]
and poly[bis(3-methylphenoxy)phosphazene].11t

small-molecule cyclic trimeric phosphazenes to allow
careful molecular characterization using the normal
range of small-molecule analysis techniques.®” Once
optimized, the same reactions were carried out with
the corresponding polymers. Standard polymer solu-
tion and materials characterization methods were
applied to the product polymers in order to determine
the molecular structures and material characteris-
tics. Finally, the same reactions were applied to the
surfaces of films prepared from polyphosphazene. The
modified surfaces were examined by several surface
analysis techniques.

Allcock’s research led to the development of poly-
phosphazene-based PEMs by his small molecule
studies of the sulfonation of cyclic trimeric phos-
phazenes'®” and the surface chemistry of polyphos-
phazene macromolecules.’®> In a 1993 report, he
described the sulfonation of aminophosphazenes with
1,3—propanesultone.®® While these specific materials
are not necessarily ideal as PEMSs, this study dem-
onstrated a novel technique for creating sulfonated
polyphosphazene materials that may provide more
control over the sulfonated polymer product than
wholesale sulfonation of a base polymer by a strong
sulfonating agent.

Studies by Pintauro and co-workers have shown
that poly[(3-methylphenoxy)(phenoxy)phosphazene]
and poly[bis(3-methylphenoxy)phosphazene] (Figure
37) can be sulfonated by adding an SOj3 solution in
dichloroethane dropwise to a polymer/dichloroethane
solution.10%110 A high ion exchange capacity (up to 2.0
mequiv/g) material was reported with no detectable
polymer degradation.

The sulfonation reaction is controllable, but one
report indicates that reaction of the backbone nitro-
gen occurs before sulfonation on the pendent ring
with poly[(3-methylphenoxy)(phenoxy)phosphazene],
as shown in Figure 38.109

Solution-cast membranes (100—200 um in thick-
ness) from sulfonated polymers with an ion exchange
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Figure 38. Possible sulfonation sites on poly[(3-meth-
ylphenoxy)(phenoxy)phosphazene].10°

capacity < 1.4 mequiv/g exhibited good mechanical
properties at room temperature in both the dry and
water-swollen states. The reported glass transition
temperatures varied from —28 to —10 °C for unsul-
fonated poly[bis(3-methylphenoxy)phosphazene] and
the sulfonated analogue with an IEC of 2.1 mequiv/
g, respectively. These low glass transition tempera-
tures may cause membrane failures under fuel cell
conditions and have led researchers to explore sul-
fonation and cross-linking of these polyphosphazene-
based materials.

Pintauro et al. reported that proton exchange
membranes with sulfonate fixed charge sites were
fabricated from poly[bis(3-methylphenoxy)phos-
phazene].' The membrane ion exchange capacity
was fixed at 1.4 mequiv/g. Membranes with and
without cross-linking were examined, where polymer
cross-linking was carried out (after sulfonation) by
dissolving benzophenone photoinitiator in the mem-
brane casting solution and then exposing the films
to UV light after solvent evaporation. It is clear from
this work that cross-linking reduced the water up-
take and thus many of the membrane’s transport
properties. However, the protonic conductivity did not
seem to differ between the cross-linked and non-
cross-linked specimens even though their water
uptakes were different. Once a sufficient level of
hydration has been reached, it is possible that further
addition of water (increases in 1) will have no effect
on the protonic conductivity of the membrane due to
the counterbalancing forces of increased hydration
(higher 1) and increasing the distance between acidic
sites (membrane swelling).

In another report polyphosphazene copolymers
were synthesized from bis(2-methylphenoxy)phosp-
hazene, which was sulfonated after polymerization.'*?
Polymers such as polyvinylidene fluoride, polyhexa-
fluoropropylene, and polyacrylonitrile were used to
produce a blended membrane system. Polymer blends,
cross-linking, and other means of re-enforcement are
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generally necessary for polyphosphazene PEMs be-
cause of the relatively poor mechanical behavior of
pure polyphosphazene films—particularly under hy-
drated conditions. Rational and controlled cross-
linking of membranes could enhance the properties
of some currently studied PEMs by decreasing the
methanol crossover (with some expense to conductiv-
ity, but possibly not) and increasing the maximum
working temperature of the membrane by increasing
the onset of the hydrated Ty

8. Other Proton Conducting
Moieties —Alternatives to Sulfonation

Interest in new solid polymer electrolytes has
driven some research groups to investigate other
materials containing proton conducting moieties
aside from sulfonic acid. Polymers and copolymers
from monomers containing phosphonic-based proton
conductors have been reported. Phosphonic and/or
phosphinic acid containing polymers have not been
well studied because of the rather limited synthetic
procedures available for their preparation, compared
with sulfonic acid derivatives. Miyatake and Hay

0]

OO0

X

O=w=0

X=H, OH, OBu
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reported the first phosphonic acid containing poly-
mers and copolymers from three phosphine contain-
ing aromatic difluorides with moderate molecular
weight, as shown in Figure 39.113

The acid group in this instance is located in the
main chain of the copolymer. The majority of acid
containing polymers have the sulfonic acid function-
ality as the proton exchange site. There are a few
reports of phosphonic acid containing polymers as
membranes for fuel cell applications. They have lower
acidity than sulfonic acid; however, their better
chemical and thermal stability with respect to the
corresponding sulfonic acid-functionalized polymers
is believed to offer potential advantages.''* Poly-
(arylene ether)s containing mono- or dibromotetra-
phenylphenylene ether and octafluorobiphenyl units
may be used as precursors. The brominated polymers
were phosphonated with diethyl phosphite by a
palladium-catalyzed reaction. Quantitative phospho-
nation is reported when high concentrations of cata-
lyst were used. The diethylphosphonated polymers
were dealkylated by reaction with bromotrimethyl-
silane in carbon tetrachloride, followed by hydrolysis

@—F + PrNHCOO@ OOCONmr

K2COs l DMSO

160 °C

0 G 0 G
H AL ol D~ oW D~ o~ =~ —of
X CH; n 0 CH; 1-n

Figure 39. Synthesis of phosphinic acid (X = OH) containing poly(arylene ether).113
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Figure 40. Synthesis of poly(arylene ether)s bearing phosphonic acid groups.114
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Figure 41. Synthesis of a phosphonic acid containing poly(arylene ether) derived from a phenolphthalein-based bisphenol.15

with hydrochloric acid to form polymers with pendent
phosphonic acid groups, as shown in Figure 40.

The authors reported that tough, flexible films
were obtained by solution casting from dimethyl
sulfoxide (DMSO), which would indicate little or no
backbone chain degradation occurred during phos-
phonation and dealkylation.

Another phosphonic acid containing polymer was
also reported by Meng et al. and was based on
phenolphthalein chemistry.''®> The bisphenol mono-
mer was synthesized from phenolphthalein and m-
aminophenylphosphonic acid. Poly(arylene ether)s
containing phosphonic acid groups were prepared
from the bisphenol as shown in Figure 41. This is
the first report on the attachment of phenylphospho-
nic acid groups as side chains to aromatic polyethers.
These polyethers had very high glass transition
temperatures and high molecular weights. However,
their reported conductivities were only 1075—10°6
S/cm, which is probably too low for these materials
to be considered seriously as PEMs.

Allcock et al. also have investigated the use of
phosphonated polyphosphazenes as potential mem-
brane materials for use in direct methanol fuel cells
(Figure 42).11®* Membranes were found to have IEC
values between 1.17 and 1.43 mequiv/g and proton
conductivities between 1072 and 10~* S/cm. Methanol
diffusion coefficients for these membranes were found
to be at least 12 times lower than that for Nafion 117
and 6 times lower than that for a cross-linked
sulfonated polyphosphazene membrane.

The strength of the acid conducting moiety is
thought to play a role in the conductivity of proton
exchange membranes. This has encouraged research-
ers to explore the role of strongly acidic functional
groups such as sulfonimide moieties in proton ex-
change membranes.'*” DesMarteau et al. have com-
pared Nafion and a structurally similar bis[(perflu-
oroalkyl) sulfonyl]limide-based ionomer, as shown in
Figure 43.1'® There was not a noticeable increase in
proton conductivity produced by incorporation of the
sulfonimide moiety in their copolymer, in lieu of the
perfluorosulfonic acid moiety of Nafion. In fact, their
sulfonimide-based copolymer gave similar results in
all respects to Nafion. Allcock et al. have also
explored sulfonated poly(phosphazene)s with either

1) t-BuLi
THF
2)Q
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O ( i
N=P N=P
SO
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Figure 42. Synthesis of polyphosphazenes bearing phenyl
phosphonic acid side groups.116
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Figure 43. Structure of Nafion and bis[(perfluoroalkyl)
sulfonyl]imide.118

sulfonic acid®® or sulfonimide!® proton conducting
substituents.

Cho et al.*?° have recently described the synthesis
of a sulfonimide containing monomer and the result-
ing poly(arylene ether sulfone) copolymers. In this
procedure 3,3'-disulfonate-4,4'—dichlorodiphenyl sul-
fone was refluxed in thionyl chloride, isolated, and
then reacted with trifluoromethanesulfonamide in
the presence of triethylamine to form the sulfonamide
analogue monomer as shown in Figure 44. This
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Figure 44. Synthesis of a sulfonimide containing an
activiated dichloro monomer.12°
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Figure 45. Imidazole proton conductors—both as free
molecules and attached to a polymer backbone.123

sulfonimide monomer was then used to form directly
polymerized sulfonimide bearing poly(arylene ether
sulfone) copolymers in a similar synthesis to that of
the sulfonic acid containing copolymer.

All acidic proton conductors discussed so far in this
review have relied on the presence of large amounts
of water (A = 10—30) as a mobile phase for the
conduction of protons. Current targets for automotive
use of hydrogen/air fuel cells are 120 °C and 50% or
lower relative humidity. Under these conditions, the
conductivity of the membrane decreases due to low
water uptake at 50% relative humidity and thus
creates large resistive losses in the cell. To meet the
needs of advanced fuel cell systems, membranes will
have to function without large amounts of absorbed
water. Organic—inorganic composites are one pre-
ferred approach.363

Imidazole proton conductors have been explored as
water replacement solvents!?%122 and have also been
attached to polymer backbones!?3 to replace the acid/
water complex in current PEMs (Figure 45).

9. Important Considerations in the Design of New
PEMs

As the preceding sections have illustrated, many
families of polymers with differing chemical struc-
tures and various strategies for incorporation of
sulfonic acid groups have been explored as proton
exchange membrane materials. Most reports of new
materials have included information on ion content
(EW or IEC), protonic conductivity, and water up-
take. Despite the large body of research on this topic,
there are a few basic polymer properties that are still
not well-known for common systems or not measured
in most reports. Perhaps the most glaring omission
in new ion conducting polymer research is the
characterization of molecular weight. Molecular weight
is one of the most basic properties of polymeric
materials and is most commonly measured by gel
permeation chromatography ((GPC) or size exclusion
chromatography (SEC)) or MALDI-TOF for quantita-
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tive determination of the molecular weight distribu-
tion or intrinsic viscosity to obtain a relative measure
of the molecular weight. Characterization of molec-
ular weight in ion containing systems is complicated
by the presence of ionic groups attached to the
polymer backbone where ion—ion interactions affect
the characteristic size of the macromolecule in a
solvent. This ion effect on chain size is often termed
as the polyelectrolyte effect. The ionic groups can also
cause the polymer chains to associate with the
chromatographic column, giving erroneous results.
Adding a small amount of lithium bromide or chloride
to the chromatographic mobile phase is helpful in
suppressing the polyelectrolyte effect in some GPC
and intrinsic viscosity experiments to allow charac-
terization of the ion containing materials.

End group analysis by nuclear magnetic resonance
(NMR) can also be used to characterize the effects of
molecular weight on the properties of proton ex-
change membranes. In a study by Wang et al.,
offsetting stoichiometry and endcapping with NMR
sensitive tert-butyl phenyl groups (18 protons per
chain) was used to create a series of sulfonated poly-
(arylene ether sulfone)s with increasing molecular
weight (Figure 46).12* It was determined that molec-
ular weight in the range 20 000—40 000 g/mol (20—
40K) did not have a large effect on protonic conduc-
tivity, but the mechanical properties and water
uptake of the material are nevertheless dependent
on the molecular weight of the copolymer, possibly
related to chain entanglement issues (see Tables 1
and 2).81 Refinement of these procedures is continu-
ing in our laboratory.

The dependence of mechanical properties on mo-
lecular weight brings up another important area of
characterization that is often neglected. Proton ex-
change membranes with good mechanical properties
in both the dry and hydrated states are critical to
successful MEA fabrication and long-term durability
in a fuel cell device. The membrane must be able to
withstand the stresses of both electrode processing
and attachment and must also be mechanically
robust enough to endure startup and shutdown of the
fuel cell with the repeated swelling/drying/heating/
cooling of the membrane. Nafion acts reasonably well
mechanically up to 80 °C as a rubbery material with
low modulus but high elongation to break.

These properties are advantageous for MEA fab-
rication, but Nafion’s rubbery behavior is likely
detrimental to its long-term performance in high
temperature environments. Because of its low glass
transition temperature when hydrated (hydrated
Tg),'? hydrated Nafion undergoes a viscoelastic
relaxation causing the membrane to develop pinholes
when operated at temperatures near or above 100
°C. A PEM based on a high T4 polymer such as a poly-
(arylene ether) can increase the membrane’s hy-
drated T4 and potentially limit mechanical degrada-
tion of the membrane at increased temperatures.

Molecular weight and mechanical properties are
two common but important properties that are mea-
sured for a multitude of polymeric systems, but they
have thus far been largely neglected in the charac-
terization of PEMs. Often new PEMs will show
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Table 1. Characterization of Molecular Weights and
Intrinsic Viscosities (no Li salts) for End-Capped

50% relative humidity) and long-term durability
under fuel cell conditions. Current sulfonic acid-based

BPS-402

materials suffer from low conductivity in the absence

calc monomer ratio [7]"M" at M (x107%) of water. New proton conducting moieties and mor-
Mn by mole® 25 °C (dLfg) by NMR phologies are required to fulfill the requirements of
20K 43.13/42.13/2 0.54 231 these higher temperature systems. Lower perme-
30K 64.69/63.69/2 0.61 32.7 ability seems to be a good way to address new DMFC
40K 86.26/85.26/2 0.87 40.2

@ The IV of noncontrolled BPS-40 is 2.5 dL/g, which is much
higher than that of BPS-40—40K. The molecular weight of
noncontrolled BPS-40 is much more than 40K. Chemical end-
cap techniques could be used to characterize the molecular
weight of other sulfonated polymers. ? [(SDCDPS + DCDPS)/
biphenol/tert-butylphenol]. SDCDPS/(SDCDPS + DCDPS) =
0.4.

Table 2. Characterization of End-Capped BPS-40 and
Stoichiometric Copolymers?

water
IEC SDCDPS uptake conductivity

polymer (mequiv/g) (mol %) (%) (S/lcm)
BPS-40—20K 1.60 39.5 51 0.090
BPS-40—30K 1.60 39.8 57 0.092
BPS-40—40K 1.60 39.2 57 0.085
1:1 stoichiometry 1.70 40.1 55 0.100
theory 1.72 40

a Membranes acidified by boiling in 0.5 M H,SO,. Controlled
copolymers have similar chemical compositions, water uptakes,
and conductivities, which are independent of molecular weight.

promising protonic conductivity results, but the me-
chanical properties are not discussed and remain in
qguestion, which can hamper efforts to create MEAs.

10. Conclusions

There is a clear need for the synthesis and more
complete characterization of new PEM polymeric
materials. Polymers bearing functional moieties for
proton conduction might also be designed to serve as
a host for inorganic compounds to afford a proton
conducting component in a blend, as well as a stand-
alone PEM. The two current hurdles for polymeric
membranes are the high protonic conductivity at low
water contents (e.g. under conditions of 120 °C and

systems.

In addition to new ion conducting strategies, basic
polymer characterization measurements must be
identified and used to more advantage in the devel-
opment of new PEMSs. Issues of molecular weight,
mechanical properties, and chemical/physical degra-
dative mechanisms need to be addressed with much
more rigor than they have been in the past.

This review has attempted to review the basic
research on alternative polymer membranes with
attached ionic groups and has tried to highlight
examples of materials with a well-defined chemical
structure that have been described in the literature.
Nafion and similar polyperfluorosulfonic acid mem-
branes still remain the most studied materials due
to their commercial applicability and wide avail-
ability. However, for all that is known about the
properties of these membranes, little is known about
their synthesis, chemical composition, or molecular
weight. The search for more in depth understanding
of the link between the chemical composition of the
polymer and its resulting membrane properties has
led researchers to synthesize membranes with new,
controlled chemical structures. Sulfonated poly-
(arylene ether)s such as PEEK and poly(sulfone) have
shown excellent chemical and thermal stability in
fuel cell applications, but their weaker aryl sulfonic
acid groups generally cause lower proton conductivity
than perfluorosulfonic acid containing membranes.
This can be combated by the addition of more sulfonic
acid conductors, but it may lead to undesirably large
swelling. The weaker acid groups also impede the
performance of poly(arylene ether)-based membranes
at low relative humidity. These types of membranes
are certainly a viable alternative to Nafion in ap-
plications where inlet gases with high relative hu-
midity (above 80%) can be used, but their applica-
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bility for low relative humidity applications is more
challenging.

Postsulfonation of polymers to form PEMs can lead
to undesirable side reactions and may be hard to
control on a repeatable basis. Synthesis of sulfonated
macromolecules for use in PEMs by the direct reac-
tion of sulfonated comonomers has gained attention
as a rigorous method of controlling the chemical
structure, acid content, and even molecular weight
of these materials. While more challenging syntheti-
cally than postsulfonation, the control of the chemical
nature of the polymer afforded by direct copolymer-
ization of sulfonated monomers and the repeatability
of the reactions allows researchers to gain a more
systematic understanding of these materials’ proper-
ties. Sulfonated poly(arylene ether)s, sulfonated poly-
(imide)s, and sulfonated poly(styrene) derivatives
have been the most prevalent of the directly copoly-
merized materials.

Using the direct synthesis route, the potential of
forming well-defined block copolymers with sul-
fonated and unsulfonated blocks has been realized
in poly(styrene) or poly(acrylonitrile)-based materials
using styrene sulfonic acid, in poly(imide)s using
sulfonated diamines, and in poly(arylene ether sul-
fone) utilizing phosphine oxide-based comonomers
that avoid ether—ether interchange reactions. The
synthesis of block materials presents another level
of complexity, but studies involving these materials
indicate that the blocky nature of the copolymer
chemical structure gives rise to increased proton
conductivity without massive increases in water
swelling. This is an area that shows promise in the
rational design of new materials and should be
pursued further as a possible route to high temper-
ature membranes.

Sulfonated poly(arylene ether)s have shown prom-
ise for durability in fuel cell systems, while poly-
(styrene)- and poly(imide)-based systems serve as
model systems for studying structure-relationship
properties in PEMs because their questionable oxida-
tive or hydrolytic stability limits their potential
application in real fuel cell systems. Sulfonated high
performance polymer backbones, such as poly(phe-
nylquinoxaline), poly(phthalazinone ether ketone)s,
polybenzimidazole, and other aromatic or heteroaro-
matic systems, have many of the advantages of poly-
(imides) and poly(arylene ether sulfone)s and may
offer another route to advanced PEMs. These high
performance backbones would increase the hydrated
Ty of PEMs while not being as hydrolytically sensitive
as poly(imides). The synthetic schemes for these more
exotic macromolecules are not as well-known, but the
interest in novel PEMs will surely spur developments
in this area.

The inorganic poly(phosphazene) backbone has
received attention as a PEM candidate. This is an
attractive system for study due to its ease of synthe-
sis and subsequent modification by many functional
groups. However, these membranes generally show
low glass transition temperatures and somewhat poor
mechanical properties, and they require cross-linking
to enhance their performance in hydrated environ-
ments.
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Applications of fuel cell technology can be furthered
by the use of advanced materials, including organic—
inorganic composites.3® Focused programs with clear
targets have been developed for fuel cell devices and
systems in automotive, stationary, and portable
systems. A key component in meeting the goals for
each of these systems is the proton exchange mem-
brane. Development efforts have thus far concen-
trated on the fabrication and design of fuel cell stacks
using current materials. New materials must be able
to meet the targets for advanced systems, while still
remaining somewhat compatible with current hard-
ware and system designs. This can only be ac-
complished through the directed synthesis of new
copolymers with feedback from MEA and fuel cell
technology developers.
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1. Introduction

The electrolyte is the heart of any fuel cell. Ideally,
this component effectively separates the anode and
cathode gases and/or liquids and mediates the elec-
trochemical reaction occurring at the electrodes
through conducting a specific ion at very high rates
during the operation of the fuel cell. In other words,
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transport through such electrolytes must be fast and
highly selective; these two properties are frequently
at odds with each other. Proton-conducting materials
are used as the electrolyte for low- and intermediate-
temperature fuel cells, which are currently attracting
significant interest (i.e., polymer electrolyte mem-
brane or proton exchange membrane fuel cells
(PEMFCs)), direct methanol fuel cells (DMFCs),
phosphoric acid fuel cells (PAFCs), and alkaline fuel
cells (AFCs)). However, these are not true “single ion
conductors”, in that the transport phenomena are
more complex, involving significant parasitic trans-
port of other species. This review is concerned with
the transport properties of presently available and
emerging materials that have the potential to be used
as the electrolyte for fuel cells soon. Strategies for
the development of novel materials with transport
properties approaching those of an “ideal separator”,
especially in the intermediate temperature range, are
also discussed.

The last comprehensive review covering proton
conductivity and proton conducting materials was
written by one of the authors (dating back to 1996);*
since then, there have been several other review
articles of similar scope (e.g., see Colomban?). There
are also many reviews available on separator materi-
als used for fuel cells (see articles in refs 3 and 4 and
references therein, recent review-type articles,>® and
a literature survey?®), which, more or less, address all
properties that are relevant for their functioning in
a fuel cell. The transport properties are usually
described in these articles; however, the treatments
are frequently restricted to macroscopic approaches
and handwaving arguments about the transport
mechanisms. The purpose of the present review is
to combine a few recently published results in the
context of a discussion of transport phenomena in
proton-conducting separator materials, which have
some relevance in fuel cell applications (for a more
complete list of the comprehensive literature in the
field, the interested reader is referred to the afore-
mentioned references).

Hence, the two main foci of this review are (i) the
current understanding of the underlying elementary
processes and (ii) a phenomenological description of
the resulting macroscopic transport phenomena.
Because the first aspect comprises proton conduction
mechanisms other than the mechanisms of “parasitic
transport”, this review may also be considered an

© 2004 American Chemical Society
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update on the corresponding part of ref 1 mentioned
previously. The initial application of various simula-
tion techniques to the investigation of fast elemen-
tary reactions as being part of proton conduction
mechanisms had already summarized in this article.
The early molecular dynamics simulation work of
Mtnch et al.1° on the proton conduction mechanism
in CsHSO, diverse perovskite-type oxides and het-
erocycles (see Section 3.1.1) provided important
insight into the conduction mechanism of model
compounds, and some of the recent understanding
of proton dynamics in water stems from simulation
work (see Section 3.1.1.1). To date, simulation tech-
niques, when appropriately combined with experi-
mental results, establish insight into the path for the
development of improved and new proton conductors.
The increased availability of computational hard-
ware, along with the improvement and development
of new codes, have led to a tremendous dissemination
and increased impact of such techniques; hence, we
have included a separate section that addresses
current “simulation techniques” (Section 2), the
results of which are included into the discussion of
“transport mechanisms” (Section 3). The latter sec-
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tion is truly cross-disciplinary in nature, because
results from outside the fuel cell community are
included. This is particularly true for the discussion
of the proton mobility in homogeneous media (i.e.,
Section 3.1.1: water, aqueous solutions, phosphoric
acid, imidazole, and simple cubic perovskites), which,
in many cases, only constitute a single component of
the heterogeneous fuel cell separator material. As a
consequence of confinement and interaction of the
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mobile species, e.g., with the corresponding polymer
matrixes, the transport properties of these hetero-
geneous systems are more complex and, therefore,
are discussed in the section that follows (i.e., Section
3.1.2). Because most of this work has been done on
prototypical materials, this discussion mainly in-
volves readily available and extensively tested ma-
terials. However, the property relations may be easily
transferred to the transport properties of related
materials (Section 4) and may even provide a basis
for the understanding of the transport properties of
conceptually new proton-conducting separator ma-
terials (Section 5).

Apart from mechanistic aspects, we have also
summarized the macroscopic transport behavior of
some well-studied materials in a way that may
contribute to a clearer view on the relevant transport
coefficients and driving forces that govern the be-
havior of such electrolytes under fuel cell operating
conditions (Section 4). This also comprises precise
definitions of the different transport coefficients and
the experimental techniques implemented in their
determination; providing a physicochemical rational
behind vague terms such as “cross-over”, which are
frequently used by engineers in the fuel cell com-
munity. Again, most of the data presented in this
section is for the prototypical materials; however,
trends for other types of materials are also presented.

Thus, the aim of this review is to give the currently
best possible generally applicable understanding of
mass and charge transport in fuel-cell-relevant pro-
ton conductors, including a description of the funda-
mental underlying elementary reactions for these
transport processes and quantitative phenomenologi-
cal descriptions of transport in these materials. The
first is important for further adaptation of available
electrolytes to specific fuel cell conditions or, subse-
quently, the development of new materials. The latter
allows a better understanding of the transient and
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steady-state behavior of known materials under the
varying conditions of an operating fuel cell. Access
to the numerous references providing transport data
of proton-conducting fuel cell separators may be
found in the corresponding chapters of refs 3 and 4.
The referencing of this review is restricted to those
papers that are relevant for the more-general picture.
Of course, this also comprises extensive cross-
referencing to the non-fuel-cell literature.

Before proceeding to this, let us briefly mention a
few general directions in recent fuel cell research for
which the transport properties of the proton-conduct-
ing electrolyte are essential. Much of the current
research is on proton exchange membrane (PEM) fuel
cells where the electrolyte is DuPont’s Nafion or some
other sulfonated polymer.5 Such polymers naturally
combine, in one macromolecule, the high hydropho-
bicity of the backbone with the high hydrophilicity
of the sulfonic acid functional group, which results
in a constrained hydrophobic/hydrophilic nanosepa-
ration. The sulfonic acid functional groups aggregate
to form a hydrophilic domain that is hydrated upon
absorption of water. It is within this continuous
domain that ionic conductivity occurs: protons dis-
sociate from their anionic counterion (—SO3;~) and
become solvated and mobilized by the hydration
water. Water typically must be supplied to the
electrolyte through humidification of the feed gases
and is also produced by the electrochemical reduction
of oxygen at the cathode. This is the reason for two
serious problems relevant for the use of such mem-
branes in fuel cells: (i) because high proton conduc-
tivity is only obtained at high levels of hydration, the
maximum operation temperature is approximately
limited to the condensation point of water (i.e., 100
°C for a water pressure of 1 atm (10° Pa)); and (ii)
any protonic current also leads to transport of water
through the membrane (as a result of electroosmotic
drag) and, if methanol dissolves in the membrane,
this is transported virtually at the same rate. The
limited operating temperature and the acidity of the
electrolyte makes it necessary to use platinum or
platinum alloys (the most active but also the most
expensive electrocatalyst) to promote the electro-
chemical reactions in the anode and cathode struc-
tures. However, even with platinum, only rather pure
hydrogen can be oxidized at sufficient rates. At the
operation temperature of state-of-the-art PEM fuel
cells, the rate of direct oxidation of methanol (which
is frequently considered an environmentally friendly
fuel) is not sufficiently high, and, hence, even trace
amounts of CO present in any hydrogen-rich refor-
mate (e.g., produced by steam reforming of methanol
or methane) poison platinum-based catalysts through
adsorption thus blocking the reaction sites. The
humidification requirements, along with the high
electro-osmotic drag of water and methanol in con-
ventional membranes, complicate the water and heat
management of the fuel cell and lead to a significant
chemical short-circuiting, i.e., parasitic chemical
oxidation of methanol at the cathode.

Therefore, tremendous engineering effort has been
expended to at least control the fluxes of water and
methanol in such a way that the resulting transient
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and steady-state concentration profiles of these spe-
cies across the membrane still permit acceptable
function of the membrane and the electrode struc-
tures. The fact that measured water concentration
profilest! differed substantially from the results of
early membrane modeling'?>'® made it clear that the
transport behavior of such membranes were not fully
understood. It was the availability of better data and
improved phenomenological models concerning the
macroscopic transport in such membranes* that
helped to better describe the behavior of available
membranes under fuel cell conditions as a function
of the boundary conditions (i.e., current, gas humidi-
fication, etc.) and membrane properties (e.g., thick-
ness). In addition, there have been many attempts
to modify the transport properties, especially by
forming composites with highly dispersed inorganic
phases. More radical approaches aim at conceptually
different separator material exclusively transporting
protons and being able to operate at higher temper-
atures in a low humidity environment. Such a “dream
membrane” is widely considered to be the key to
further progress in “low”-temperature fuel cell tech-
nology: higher operation temperatures would super-
sede or simplify gas conditioning and purification,
reduce the precious metal loading (along with the
problems of heat rejection), while reducing hydration
requirements may avoid the need to pressurize the
system. Because these aspects are all related to the
cost of the fuel cell system, which is increasingly
attracting attention, understanding the transport
properties as a function of molecular structure and
morphology and development of new separator ma-
terials are the focal points in current fuel cell
research.

Whether future progress will be achieved “within
the box” by modifying available materials or by
designing conceptually different materials is not yet
clear. In any case, a better understanding of the
mechanisms governing transport of the various spe-
cies in the separator materials is useful in the effort
of further materials research and development.

2. Theoretical Methodologies and Simulation
Tools

This section briefly describes some of the theoreti-
cal methods and types of simulations that have
recently been applied to understand the structural
and dynamical features of transport in proton con-
ductors. Although the transport properties and,
hence, mechanisms are strongly correlated to the
morphology of the material, theoretical studies of the
morphology will not be discussed here.

Quantum chemistry or molecular electronic struc-
ture theory is the application of the principles of
guantum mechanics to calculate the stationary states
of molecules and the transitions between these states.
Today, both computational and experimental groups
routinely use ab initio (meaning “from first prin-
ciples”) molecular orbital calculations as a means of
understanding structure, bonding, reaction paths
between intermediates etc. Explicit treatment of the
electrons means that, in principle, one does not make
assumptions concerning the bonding of a system,
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which allows “surprises” to be witnessed. Thus, it is
a valuable adjunct to experimental work becoming
another powerful tool for the chemist, molecular
physicist, and material scientist.

Fundamental information concerning local struc-
ture, molecular hydrophilicity, aggregation of ionic
groups through the formation of hydrogen bonds, and
proton dissociation of acidic groups in the fragments
of PEMs has been obtained through the determina-
tion of global minimum (i.e., equilibrium) energy
structures.'> 2% Because these techniques explicitly
treat all the electrons of the system to obtain the
electronic structure, only fragments of polymer have
been studied, where the system size has typically
been limited to <100 atoms.

The dynamics of particles (i.e., atoms, molecules,
ions, etc.) may be investigated through the continu-
ous (i.e., time-evolving) solution of Newton’s equa-
tions (i.e., classical molecular dynamics (MD)) or with
stochastic methods including Monte Carlo (MC)
theory. Classical MD simulations with empirical
potentials can handle systems consisting of thou-
sands of particles over time periods of nanoseconds
and have been used to study proton transport in
materials as a function of parameters such as tem-
perature, water content, and, in polymers, equivalent
weight and chemical and physical characteristics of
main and side chains.?6-2° To address continuous
changes in valence bond networks during the trans-
port of protons, empirical valence bond (EVB) inter-
action potentials have been devised.’°=32 Ab initio
molecular dynamics (AIMD) simulations have suc-
cessfully been used to study the proton dynamics in
homogeneous systems (e.g., water33-36 and imida-
zole®"), and recently even more complex and, there-
fore, extended “model” systems have been examined
(e.g., trifluoromethanesulfonic acid monohydrate3839),
They are computationally very demanding if “mean-
ingful” trajectories of only tens of picoseconds are to
be sampled. The payoff in such calculations is the
determination of completely new and potentially
significant insight into molecular mechanisms. The
recent AIMD study of trifluoromethanesulfonic acid
monohydrate solid®®3 revealed the very first evidence
of the possible role of the sulfonate anions and Zundel
ion in proton transfer in minimally hydrated PEMs.

Microscopic electrolyte theory (Section 2.4) based
on a statistical mechanical framework has recently
been applied to study the diffusion of protons in a
single hydrated channel or pore in several PEMs.#0~46
This approach makes several assumptions concerning
the pore geometry, distribution of fixed anionic
groups, and, primarily, the vehicular mechanism of
proton transport through the center of the pore.
However, this model has been able to compute the
proton self-diffusion coefficient in both Nafion and
S-PEEK (sulfonated poly(arylene ether ether ketone))
membranes correctly over a significant range of
hydration without resorting to any fitting param-
eters, requiring only membrane-specific morphology
information from small-angle X-ray scattering (SAXS)
experiments and structural information from elec-
tronic structure calculations.
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Confinement of water into regions with dimensions
of only a few nanometers, such as typically those
found in PEMs, accompanied by a strong electrostatic
field due to the anions, will result in a significantly
lower dielectric constant for the water than that
observed in bulk water. Measurement of this struc-
tural ordering of the water has not been accomplished
experimentally to date, and this was the motivation
to the recent calculation of the dielectric saturation
of the water in PEMs with an equilibrium thermo-
dynamical formulation.*”-5! In addition to informa-
tion concerning the state of the water this modeling
has provided information concerning the distribution
of the dissociation protons in sulfonic acid-based
PEMs.

The various methodologies are discussed in some-
what more detail in the following sections.

2.1. Ab Initio Quantum Chemistry

Only a very concise description of quantum chem-
istry is presented in this section; the reader is
referred to standard texts for a more complete
treatment.®?~5* The aim of quantum chemistry or ab
initio electronic structure theory is the solution of the
time-independent Schrodinger equation:

H(rR)¥(r;R) = E(R)¥(r;R) (1)

This yields the molecular wave function, ¥(r;R),
which is dependent explicitly on the 3n coordinates
of all n electrons (denoted collectively as r) and
implicitly on the coordinates of all A nuclei (denoted
collectively as R); and the (total) molecular energy,
E(R), which parametrically is dependent only on the
nuclear positions. The distinction in functional de-
pendence of these quantities is due to the Born—
Oppenheimer (BO) approximation, which separates
(slow) nuclear motion from (fast) electronic motion.
It is through determination of E(R) that the potential
energy surface is defined. The total energy or molec-
ular electronic Hamiltonian, H(r;R), is an operator
consisting of the kinetic energy of all the electrons
and the potential energy due to the following forces:
electron—nuclear attraction, electron—electron repul-
sion, and nuclear—nuclear repulsion. Its explicit form
in atomic units is
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This partial differential equation with 3n unknowns
is impossible to solve exactly (beyond the hydrogen
molecule) and, thus, various approximations are
generally made.

In a first class of approximations, the solution is
sought of a simpler set of equations rather than the
exact equations. Under the Hartree—Fock (i.e., HF)
approximation,®657 the function of 3n variables is
reduced to n functions, which are referenced as
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molecular orbitals (MOs), each dependent on only
three variables. Each MO describes the probability
distribution of a single electron moving in the average
field of all other electrons. Because of the require-
ments of antisymmetry, with respect to the inter-
change of any two electrons, and indistinguishability
of electrons, the trial wave function is a single
determinantal wave function of the MOs. The opti-
mum MOs are determined through variationally
minimizing E(R). Thus, the HF method is a mean-
field method applied to the many-electron problem,
the solution of which is commonly referred to as the
self-consistent field (SCF). Because HF theory does
not include details of the instantaneous electron—
electron correlations, several post-HF techniques
have been developed, including many-body (or Mgaller—
Plesset) perturbation theory,%® and configuration
interaction (CISD).%° In the former method, a “zero-
order” description of the ground-state wave function
is assumed to be a determinantal wave function
constructed from the HF MOs upon which a pertur-
bation acts that the difference between the sum of
Fock operators and the exact Hamiltonian. In CISD,
electron-pair correlations are treated self-consistently
through the assumption that the wave function is a
linear combination of the HF determinant with all
determinants formed by single and double orbital
substitutions of coefficients determined variationally.

A second approximation that is commonly invoked
in all these methods is the expansion of the unknown
MOs in terms of a given, fixed, and finite set of
functions. These functions are usually referenced as
the atomic orbital (AO) basis set, where the atomic
orbitals are usually expanded through linear combi-
nations of Gaussians, because of the fact that all
required matrix elements may be evaluated analyti-
cally.’° The basis sets may be “minimal” (i.e., one
basis function per atomic orbital), “split valence” (two
basis functions per valence atomic orbital, one per
core orbital), or higher zeta (where n-zeta means n
basis functions per orbital). Multiple basis functions
per atomic orbital allow the size of the orbitals to
increase (i.e., along a bond axis) or decrease (i.e.,
perpendicular to a bond axis). The higher-order basis
sets may also be augmented with polarization func-
tions (e.g., one or more sets of d functions on first-
row atoms) that describe small displacements of the
orbitals from atomic centers in the molecular envi-
ronment, and diffuse functions for anions and Ryd-
berg excited states. The size of the Hamiltonian to
be diagonalized is proportional to N* (where N is the
number of AOs); therefore, the use of large basis sets
is very time-consuming.

The majority of the molecular-scale information
concerning the effects of structure and local chemis-
try on proton dissociation and separation in PEM
fragments alluded to previously'>~2% were initially
determined using HF theory and split valence local
basis sets. Refinements to the equilibrium configura-
tions were made using both Mgller—Plesset (MP)
perturbation schemes and hybrid density functional
theory (described below).

A widely used alternative to the electron correla-
tion treatments mentioned previously is the density
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functional theory (DFT),5* which seeks to determine
the exact ground state energy and electron density
directly, without computing a many-electron wave
function. The electron density is only a function of
three variables (unlike the wave function, which is
dependent on 3n variables); thus, DFT dramatically
simplifies the calculations and, therefore, has become
the preferred method for treating large molecules.
DFT relies on two fundamental theorems.®? The first
states that the ground-state electron density, n(r),
uniquely determines the external potential v(r) and,
thus, given the nuclear coordinates, determines the
ground-state energy, Ey[n(r)], and all properties of
the ground state, i.e.,

E,wIn(N] = [ v(n(r) dr + F[n(r)]; FIn(n] =
(PIn(N](T + U)W [n(n]) (3)

where F[n(r)] is the desired (unknown) functional,
and T and U are the kinetic and potential energies,
respectively. The second states that, given the func-
tional, it is the one that minimizes the energy,
thereby providing a variational principle to determine
the density, i.e.,

Eun[n(N] = Eypno(N] = E (4)
FIn(n] =

Tl +35 drdr' + E.[n(r)] (5)

fn(r) (r)
where the first term (Ts[n(r)]) is the kinetic energy,
the second term the classical Coulombic repulsion
energy, and the last term (Ex[n(r)]) the exchange
correlation energy. The challenge in DFT is the
design of accurate functionals, and, specifically, the
difficulties lie in determining Ts[n(r)] and Ex[n(r)].
Considerable progress in constructing a Kinetic en-
ergy density functional came through the reformula-
tion of DFT by Kohn and Sham, termed Kohn—Sham
(KS) density functional theory.®® In KS-DFT, an
artificial reference system is constructed that consists
of noninteracting electrons, which has exactly the
same electron density as the real molecular system
of interacting electrons. The Kkinetic energy is ap-
proximated as that of the noninteracting reference
system, which can be exactly evaluated in terms of
the Kohn—Sham orbitals ¢;. The self-consistent set
of KS equations is

(— %VZ +v(n)+ [ |rn£r 2,|

dr' + v, (r) — ej)(pj(r) =0

N
n(r) = JZIIGOJ-(r)I2
_ [n(r]
ch(r) - 6Exc6n(r)
v n(r)n(r)
E= Ze —f drdr' — [v,(rn(r) dr +
E,[n(n] (6)

where the final equation is the expression for the
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ground-state energy of the molecular system. These
equations differ from the Hartree equations only by
the inclusion of the exchange-correlation potential
Vye(r). Furthermore, if the exchange correlation en-
ergy is partitioned into separate contributions due
to correlation and exchange, i.e., Ex[n(r)] = Ex + E,
and only the correlation energy neglected, then the
treatment becomes a variant of HF theory. The
simplest approximation for E,[n(r)] is the generally
accepted local density approximation (LDA):%3

Ex NN = [, (n(r)n(r) dr (7

where e,(n) is the exchange-correlation energy per
particle of a uniform interacting electron gas of
density n. The KS orbitals in the LDA are surpris-
ingly close to HF orbitals, although DFT—LDA
calculations neglect the nonlocal nature of exchange
terms that are typical for the HF method. The next
level of approximations is the generalized gradient
approximation (i.e., GGA):

Ex’ = [f(n(r),|vn(r)|) dr (8)

in which f(n,|Vn|) is a suitably chosen function of its
two variables. Popular correlation GGAs include
those of Lee, Yang, and Parr,%* Perdew (1986),% and
Perdew and Wang (1991).%6 These gradient-corrected
correlation functionals in combination with the Becke
exchange functional®” (based on considering the
exchange energies for rare gases, in addition to the
known behavior for the uniform electron gas), typi-
cally yield accurate relative energies and good ther-
mochemistry.58

As a consequence of the size limitations of the ab
initio schemes, a large number of more-approximate
methods can be found in the literature. Here, we
mention only the density functional-based tight bind-
ing (DFTB) method,%*~72 which is a two-center ap-
proach to DFT. The method has been successfully
applied to the study of proton transport in perov-
skites”™ and imidazole®” (see Section 3.1.1.3). The
fundamental constraints of DFT are (i) treatment of
excited states and (ii) the ambiguous choice of the
exchange correlation function. In many cases, the
latter contains several parameters fitted to observ-
able properties, which makes such calculations, in
fact, semiempirical.

2.2. Molecular Dynamics

Classical molecular dynamics (MD) implementing
predetermined potentials, either empirical or derived
from independent electronic structure calculations,
has been used extensively to investigate condensed-
matter systems.” An important aspect in any MD
simulation is how to describe or approximate the
interatomic interactions. Usually, the potentials that
describe these interactions are determined a priori
and the full interaction is partitioned into two-,
three-, and many-body contributions, long- and short-
range terms, etc., for which suitable analytical func-
tional forms are devised.” Despite the many suc-
cesses with classical MD, the requirement to devise
fixed potentials results in several serious problems
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in systems where distinct atoms or molecules cause
a myriad of different interatomic interactions that
should be parametrized or where the electronic
structure or bonding pattern changes qualitatively
in the course of the simulation.”®’” These drawbacks
have been overcome by the various techniques of ab
initio molecular dynamics (AIMD). An overview of a
few of the various MD schemes implemented in the
study of proton conduction is presented in the fol-
lowing sections.

2.2.1. Classical Molecular Dynamics and Monte Carlo
Simulations

Atomistic computer simulations are a statistical
mechanical tool to sample configurations from the
phase space of the physical system of interest. The
system is uniquely treated by specifying the inter-
actions between the particles (which are usually
described as being pointlike), the masses of all the
particles, and the boundary conditions. The inter-
actions are calculated either on-the-fly by an elec-
tronic structure calculation (see Section 2.2.3) or from
potential functions, which have been parametrized
before the simulation by fitting to the results of
electronic structure calculations or a set of experi-
mental data. In the first case, one frequently speaks
of AIMD (see Section 2.2.3), although the motion of
the nuclei is still treated classically.

Having specified the interactions (i.e., the model
of the system), the actual simulation then constructs
a sequence of states (or the system trajectory) in some
statistical mechanical ensemble. Simulations can be
stochastic (Monte Carlo (MC)) or deterministic (MD),
or they can combine elements of both, such as force-
biased MC, Brownian dynamics, or generalized Lan-
gevin dynamics. It is usually assumed that the laws
of classical mechanics (i.e., Newton’s second law) may
adequately describe the atoms and molecules in the
physical system.

The MC scheme was first published by Metropolis
et al.”® in 1953 and applied to the calculation of the
equation of state of a simple hard-sphere liquid. Each
configuration in an MC simulation is generated
stochastically in such a way that the molecular
configuration is dependent only on the previous
configuration. The MC method is often performed in
the canonical ensemble, i.e., for a fixed number of
molecules N placed in a fixed volume V and main-
tained at a constant temperature T. However, many
variants of the method exist (see, e.g., ref 74). During
the MC simulation, configurations are generated in
such a way that, after many configurations have been
obtained, each configuration occurs approximately
with the appropriate probability of the canonical
ensemble, given by the Boltzmann factor exp[—E(R)/
(kT)], where E(R) is now the interaction potential,
and k the Boltzmann constant.

The MD method was first used by Alder and
Wainwright.” In the standard MD scheme for equi-
librium systems, the positions r; of atom i are
obtained by solving Newton’s equations of motion:

m;i; = F, = — V.E(R) 9)
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where m;j is its mass and the force F; is the negative
gradient of the potential energy E(R), with respect
to i. The MD scheme leads (contrary to the MC
scheme) to a time-correlated sequence of configura-
tions (trajectory), which can be analyzed to calculate
dynamic properties of the system.

The potential energy is often written as a sum of
pairwise additive interactions. Frequently, Coulombic
interactions between partially charged atoms and
additional interaction functions that describe short-
range repulsion due to exchange-correlation effects
and long-range disperse attraction are used as in-
gredients in the interatomic potentials. In most cases,
the latter interaction function is of the Lennard-Jones
type. Molecular geometry and connectivity is main-
tained by specifying harmonic or Morse-type stretch-
ing interactions along a chemical bond, and angle-
bend interactions for valence angles and torsion
interactions to maintain molecular conformations.
Thus, a typical simple force field is the sum over all
pairs of Coulombic and short-range interactions, all
bonds, all valence angles, and all dihedral angles in
a molecule. More complex force fields can contain
more elaborate terms and couplings between them.
Many-body induction interactions are often included
in the interaction energy E(R) by introducing fluc-
tuating point dipoles or fluctuating point charges,
whose value is self-consistently determined through
the instantaneous electric field and the atomic or
molecular polarizabilities. An alternative is the in-
troduction of extra charged particles in a shell model
(SM).80

Typical numbers of atoms range over the order of
several hundred to several tens of thousands, which
are located in a regular cell of volume V. The cell and
the particles are replicated infinitely in one, two, or
three directions of space, depending on whether a
cylindrical or other one-dimensional system, a slab
system with two external interfaces, or a bulk system
is to be simulated. These periodic boundary condi-
tions avoid undesired surface effects beyond those
that one explicitly wishes to study. The cells are open
and particles can move freely from one cell to the
next. For each particle leaving the cell, one of its
replicas enters the cell; therefore, the overall particle
number in the cell, and thus the density, remains
constant. Because the number of interactions to be
calculated in such a system is infinitely large, short-
range interactions (such as the Lennard-Jones term)
need to be smoothly truncated, and lattice summa-
tion methods (such as the Ewald method) are imple-
mented for the treatment of long-range forces.

The theory of statistical mechanics provides the
formalism to obtain observables as ensemble aver-
ages from the microscopic configurations generated
by such a simulation. From both the MC and MD
trajectories, ensemble averages can be formed as
simple averages of the properties over the set of
configurations. From the time-ordered properties of
the MD trajectory, additional dynamic information
can be calculated via the time correlation function
formalism. An autocorrelation function c,,(t) = [@&(7)
- a(t + 7)Jis the ensemble average of the product of
some function a at time 7 and at a later time t + 7.
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In an equilibrium system, all times t are equivalent
and can thus be averaged over. Transport coefficients
can be calculated as integrals over these functions,

e.g.,

1 po . rit + 1) — r(x)]’0
D=§ﬁJ vadt=!(Lr‘(‘.;[ﬂ( ()St @] (10)
The diffusion coefficient D is one-third of the time
integral over the velocity autocorrelation function
cw(t). The second identity is the so-called Einstein
relation, which relates the self-diffusion coefficient
to the particle mean square displacement (i.e., the
ensemble-averaged square of the distance between
the particle position at time 7 and at time 7 + t).
Similar relationships exist between conductivity and
the current autocorrelation function, and between
viscosity and the autocorrelation function of elements
of the pressure tensor.

2.2.2. Empirical Valence Bond Models

A standard classical force field is able to describe
conformational changes of molecules. However, it is
generally unable to describe the formation and
breaking of chemical bonds. The reason is that the
atoms participating in the stretch, bend, and torsion
terms of the force field need to be specified initially.
Changing this specification during the simulation
leads to non-Hamiltonian behavior, which makes the
simulation data unusable for analysis. Elegant solu-
tions to this problem are ab initio simulation schemes
(see Section 2.2.3), which naturally describe the
change of chemical bonding via the instantaneous
calculation of the electronic structure. In many
situations, this scheme is computationally too expen-
sive to be used. Thus, the need arises to develop
empirical potential functions that (i) allow the change
of the valence bond network over time and (ii) are
simple enough to be used efficiently in an otherwise
classical simulation code. For dissociation reactions,
one possibility is the use of interaction potential
functions with the proper asymptotic behavior. As an
example, consider the water molecule. In practically
all-empirical water models, O and H atoms carry
(fixed) partial charges. Thus, these models are inca-
pable of describing the autodissociation of water. For
a model that describes the dissociation into protons
and hydroxyl ions, full ionic charges need to be placed
on the atoms (i.e., +e for the proton, —2e for oxygen).
Such Coulombic interactions are too strong at short
and intermediate range; thus, an additional potential
function must be constructed.882 An alternative is
the valence bond (VB) method, where the chemical
bond in a dissociating molecule is described as the
superposition of two states: a less-polar bonded state
and an ionic dissociated state. Unlike VB theory in
quantum mechanics, the matrix elements of the
Hamiltonian are not calculated on an electronic basis
(see Section 2.1) but by empirical force fields.

As an example, proton transfer in an HsO," com-
plex may be described as a superposition of two
states, namely H,O—H-:--OH, and H,0-:--H—0H,
(where the solid line (=) describes a chemical bond
and the dotted line (--+) is a hydrogen bond). The
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energy of each state is calculated from empirical force
field terms for intramolecular hydronium interac-
tions, intramolecular water interactions, and the
intermolecular water—hydronium interactions, yield-
ing the energies in state 1 and 2: Hj;(R) and Ho,-
(R), which are generally nonidentical. By further
specifying empirical coupling functions Hi2(R) = Hy-
(R) as functions of the set of particle coordinates R,
the compound states can be calculated via diagonal-
ization of the 2 x 2 Hamiltonian matrix. This method
is called the empirical valence bond (EVB) method
and was first introduced by Warshel and Weiss.30~32
H2(R) can be adjusted to reproduce experimental
data or ab initio potential energy surfaces. Ap-
proximating the motion of protons as classical on the
(time-dependent) ground-state potential energy sur-
face, a viable MD scheme can be developed. The
procedure is analogous for larger clusters with more
basis states, where a larger matrix must be diago-
nalized. The ground state of the system is specified
by the eigenvector of the lowest-energy eigenvalue.

Simultaneously, Borgis and Vuilleuimier8-8" and
Voth and co-workers®-% developed multistate EVB
models for proton transport in aqueous solution. In
their models, a protonated cluster involving n water
molecules, Hzn+10n", is described by n zeroth-order
VB states. In each of these states, the proton defect
is formally located on one of the n O atoms (i.e., one
of the n O atoms forms three bonds). At any time t,
the ground state is calculated via matrix diagonal-
ization; partial charges (and possibly other param-
eters of the force field) are reassigned to the complex
according to the eigenvector. When the proton defect
diffuses structurally through this cluster, the contri-
bution of some states can become negligibly small
(because the O atom is too far from the proton defect).
It is then possible to remove these water molecules
from the cluster and replace them by others, which
are closer to the proton defect but do not yet interact
with the cluster. Thus, over time, the composition of
the proton cluster can change and proton transport
is possible. The multistate EVB models were used to
investigate the structure of protonated complexes in
aqueous solutions, proton transport dynamics, the
relaxation of the hydrogen-bonded environment, and
the role of the quantum nature of proton motion for
structure and dynamics.86:89

Based on these experiences, Walbran and Korny-
shev® developed a much simpler two-state EVB
model. Their model is designed in such a way that it
can be used (i) when treating protons classically and
(i) for systems with high proton concentrations. The
rationale behind its development was to eventually
investigate proton transport in polymer electrolyte
membranes. However, in this initial work, they
studied only proton mobility in pure water. The
ground-state energy is calculated, as for the other
EVB models, from the lowest eigenvalue, in this
simple case, according to

E=- %(Hll + Hy + \/Hi1 + ng + 4H§2) (11)

What distinguishes it from the multistate models is
the fact that the partial charges on the atoms are
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not determined from the eigenvectors of the ground
state but through a charge-switching function, which,
in turn, is dependent only on the coordinates of the
Zundel complex. Thus, Coulombic interaction (and
other time-consuming interactions) can be calculated
using the adiabatic (effective) charges. In this way,
the calculation of Coulombic interactions is substan-
tially simplified; furthermore, the diagonalization of
the individual protonated complexes decouples and
can be easily performed, even at water-to-proton
ratios on the order of 5—10, for which the use of the
multistate EVB models with 10 or more basis states
would be impossible when more than one proton is
present. The model parameters were fit to reproduce
the structure and formation energies of small proto-
nated clusters. Because of the limitation of treating
only two VB states and limitations in the parameter
choice mandated by the requirement that the model
needs to remain Hamiltonian in nature and simul-
taneously allow proton transport, the model usually
underestimates the mobility of excess protonic defects
and overestimates the self-diffusion coefficient of
water, whereas the temperature dependence is usu-
ally close to the experimental values. This two-state
EVB model was recently applied to simulations of
“model” polymer electrolyte membranes (see Section
3.1.2.).%6729

2.2.3. Ab Initio Molecular Dynamics (AIMD)

The basic underlying methodology in AIMD is the
computation of the forces acting on the nuclei from
electronic structure calculations (see previous discus-
sion) that are performed “on the fly” as the trajectory
of the molecules is generated. Thus, the electronic
variables are not integrated out beforehand but are
active degrees of freedom. This implies that, given a
suitable approximate solution of the many-electron
problem, “chemically complex” systems may be treated
with AIMD. Furthermore, the approximation is shifted
from the level of selecting the appropriate potentials
to the level of choosing a particular approximation
for solution of the Schrodinger equation. Despite
these advantages, however, there is a price to be paid
in AIMD: the correlation lengths and relaxation
times that are accessible are much smaller than what
is typically accessible via classical MD. Of the various
AIMD techniques, we will restrict our discussion in
this review to only two methods: (a) Born—Oppen-
heimer (BO) molecular dynamics and (2) Car—Par-
rinello molecular dynamics (CPMD).

In BO AIMD, the static electronic structure is
solved at each MD time step, given the set of fixed
nuclear positions at that instance in time. Thus, the
problem is reduced to solving a time-independent
gquantum problem concurrently to propagating the
nuclei via Newton's second law. Therefore, the BO
method is defined by

MR;(t) = — Vin?pion{ [(WolHe Wl (12)
E,W, = H.Y, (13)

for the electronic ground state. It is important to
realize that the minimum of (H.Co-must be reached at
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each BO MD step, which may be solved (for example)
under either the HF approximation or with KS-DFT
(see previously given brief method descriptions). A
commonly used technique implementing the latter
electronic structure approach is the VASP total-
energy code.%%7

The Car—Parrinello approach®® to AIMD exploits
the quantum mechanical adiabatic time-scale sepa-
ration of fast electronic and slow nuclear motion by
transforming that into adiabatic energy scale separa-
tion in the framework of dynamical systems theory.
This is achieved through mapping the two-component
guantum/classical problem onto a two-component
purely classical problem with two separate energy
scales at the expense of loosing the explicit time
dependence of the quantum subsystem dynamics.
The CPMD method makes use of the following
classical Lagrangian:

1 . 1 ..
Lep = zgﬂi@ilwiD‘F EzMiRiz — Elyi{Ri}] (14)

to generate trajectories for the ionic and electronic
degrees of freedom via the coupled set of equations
of motion:

_OE[y} RN

MR} = R Fee, (15
; [y} {R}]
= = —— = (16)

where M; and R; are the mass and position, respec-
tively, of atom i; |yilare the KS orbitals, which are
allowed to evolve as classical degrees of freedom with
inertial parameters ui; and JE[{vyi} {Ri}] is the KS
energy functional evaluated for the set of ionic
positions {Rj} and the set of orbitals {yi}. The
functional derivative of the KS energy is implicitly
restricted to variations of {y;} that preserve or-
thonormality. Thus, the electrons are put into their
ground state at a fixed set of ionic positions and with
the ions moving according to the previously given
equation, the electronic orbitals should adiabatically
follow the motion of the ions, performing only small
oscillations about the electronic ground state. The
electronic orbitals will possess a “fictitious” kinetic
energy, according to their motion, and, thus, a
fictitious mass parameter u;. If u; is small, then the
motion of the orbitals should be fast, relative to the
motion of the ions.

2.3. Poisson-Boltzmann Theory

The Poisson—Boltzmann (PB) theory has been used
to calculate the influence of the charged groups in
PEM pores on the energy barriers for proton jumps
and in combination with phenomenological concepts
of charge-transfer theory and the temperature de-
pendence of the reaction rate.®®1% In the mean-field
PB theory, the distribution of mobile charges (here,
protons) in a pore is calculated from the boundary
conditions and the arrangement of external static
charges (here, sulfonate groups), neglecting both
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correlations between the mobile charges and a spa-
tially dependent dielectric constant of the water
within the pore. Because of such drastic assumptions,
the density of the protons near the sulfonate groups
is far too high (similar to that predicted by a simple
Gouy—Chapman model; see Section 3.1.2.1). Specify-
ing a geometric model and an arrangement of sul-
fonate groups (slab pores of varying width with a
regular lattice of negative point charges on the pore
surface®), proton distributions and electrostatic po-
tential barriers for proton motion along the pore were
calculated. Although the model did not directly yield
an absolute value for proton mobility, activation
energies of proton transport were estimated, as a
function of water content, pore shape, and sulfonate
density. A modified PB ansatz, taking into account
a more realistic charge distribution for the sulfonate
groups, was shown to be qualitatively consistent with
MD simulations.?”

2.4, Nonequilibrium Statistical Mechanical lon
Transport Modeling

Historically, one of the central research areas in
physical chemistry has been the study of transport
phenomena in electrolyte solutions. A triumph of
nonequilibrium statistical mechanics has been the
Debye—Huckel—Onsager—Falkenhagen theory, where
ions are treated as Brownian particles in a con-
tinuum dielectric solvent interacting through Cou-
lombic forces. Because the ions are under continuous
motion, the frictional force on a given ion is propor-
tional to its velocity. The proportionality constant is
the friction coefficient and has been intensely studied,
both experimentally and theoretically, for almost 100
years.'%%192 The simple Stokes law, derived from
hydrodynamic theory where friction increases with
increasing ionic radii, is known to fail for small alkali
and halide ions, and, of course, protons.'03

In an effort to explain the peculiar behavior of
small ions in polar solvents, two models have been
proposed that attribute different phenomena to sol-
vent response and solute or ion displacement. The
first model, which is often called the solventberg
model, maintains the classical view of Stokes law but
with an “effective” ionic radius originating from
solvation.'® Thus, with solvent molecules regarded
as being bound to the ion, the radius of the solvated
complex is equivalent to a Stokes radius. The other
model is a dielectric friction model, which has been
formulated over several decades by Born,'% Fuoss,'0®
Boyd,1°7 and Zwanzig,'% with a complete theoretical
framework due to Hubbard and Onsager.%9110 This
model attempts to describe the dielectric response of
the solvent due to perturbation by the motion of an
ion. As the ion is displaced from an initial position
where the solvent is polarized according to the
electrostatic field due to the ion, the solvent polariza-
tion is not at equilibrium with the new position of
the ion, resulting in a relaxation and consequent
energy dissipation of the polarization identified as
dielectric (or extra) friction. The dielectric friction is
inversely related to the ionic radius. Hence, the ion-
size dependence of the friction coefficient has a
minimum with increasing ionic radius in both mod-
els.
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The first microscopic theory for ionic friction in
polar solvents was proposed by Wolynes,'*! in which
the ion—solvent interactions were partitioned into
short-range repulsive and long-range attractive com-
ponents. The friction coefficient in the Wolynes model
is simplified into the following two terms:

1 2
§=Co+ oo =FF 17
0 3kBT S-F ( )

where { is calculated from Stokes law, [F30is the
static mean-square fluctuation in the soft force, and
7 IS its characteristic decay time. Hence, in the case
of strong, short-ranged attractive interaction, the
drag on an ion reduces to that on a solvated solvent-
berg ion, whereas in the limit of the weak long-
ranged attractive ion—solvent interaction case, the
dielectric friction picture persists. Subsequent work
of Wolynes and co-workers!'? attempted to implement
this model for monovalent cations (i.e., Li*, Na™, KT,
Cs*') in the model solvents of water, methanol,
acetonitrile, and formamide. However, their results
were only marginally successful for the case of water;
poor agreement with experimental results being
obtained for the other solvents. Chen and Adelman?3
generalized the Hubbard—Onsager theory, treating
the interplay between the Stokes and dielectric
friction contributions within a continuum model, but
provided no insight into molecular solvent relaxation
due to solute perturbations. Chong and Hirata'*
used an interaction-site model and the mode coupling
theory to show that the friction coefficient decom-
poses into hydrodynamic friction, dielectric friction,
and a coupling term, according to

E=Cun T 82z T 28\ (18)

where ¢nn and &7z denote the friction from a collective
density and dielectric response of the solvent to ionic
displacement respectively, and ¢nz the friction due
to their coupling. Their work shows that both the
solventberg and dielectric friction mechanisms con-
tribute to the net friction (and thereby diffusion) of
small ions and thus there is really no contradiction
in the coexistence of these two models. Finally,
Bagchi and co-workers!!5~117 have shown that the
calculation of the total friction on a moving ion should
involve formulation with a mode-coupling-type theory
(i.e., used to compute a bare friction) and a calcula-
tion of the correlation functions. Their derivation
gave the following relation for the friction coefficient:

1 1 1
e — (19)

@hyd + Chyd,DF
where Guin and &,, are the binary and the collective
solvent number density (p) fluctuation contributions,
respectively; CmicorF IS the friction contribution orig-
inating from the coupling of the ionic field with the
orientational solvent polarization mode; and nyq,oe
and nyq are the hydrodynamic friction contributions
with and without polar contribution, respectively.

The first attempt to apply microscopic electrolyte
theory to study the mobility of protons in PEMs is
due to Paddison and co-workers.*°~%6 Because the
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foregoing discussion concerns the mobility of small
ions in polar solvents, it would seem that application
of this methodology to proton transport is somewhat
guestionable. However, because their model focuses
on the coupled transport of a proton with a water
molecule (i.e., an hydronium ion), there is perhaps a
more substantial underpinning to the calculation of
“a proton friction coefficient” in these membranes.
The purpose of their nonequilibrium statistical me-
chanical transport model is to calculate proton self-
diffusion coefficients for hydrated PEMs from molec-
ular and morphological information without resorting
to any fitting or adjustable parameters through
computation of velocity-independent friction coef-
ficients. Because pulsed-field gradient (PFG) NMR
measurements allow for the determination of mem-
brane- and hydration-specific proton self-diffusion
coefficients, this kinetic model permits the identifica-
tion of how molecular chemistry and membrane
morphology is connected to a macroscopic quantity
that ultimately determines performance of a fuel cell.
Their model is based on the methodology of Resibois
and others,'® and, because of its surprising success
in the calculation of proton self-diffusion coefficients
in various PEMSs, over a range of hydration levels, a
brief description of the model is given here.

Similar to the work described previously,'**117 the
starting point of the kinetic model is the assumption
that, under linear response theory, the ensemble
average force is proportional to the velocity of a
hydronium ion through the friction coefficient (i.e.,
F.0= — &-v,). Computation of this average force
experienced by a hydronium ion as it transverses the
channel, when combined with the Einstein relation,
allows for the calculation of the proton self-diffusion
coefficient. This pore within a PEM is assumed to
possess a cylindrical geometry filled with water
molecules, according to the degree of hydration of the
membrane. The dissociated acidic functional groups
in the pore are modeled as radially symmetric axially
periodic arrays of fixed ions (i.e., point charges) and,
thus, the average force experienced by the hydronium
ion is calculated using the standard methods of
statistical mechanics, albeit with a suitably con-
structed nonequilibrium distribution function. This
distribution function is obtained from a formal solu-
tion of the time evolution or Liouville equation. The
Liouville operator is constructed from a Hamiltonian
of the system with an inertial reference frame moving
at the velocity of the hydronium ion and consists of
the kinetic energy of all the water molecules and the
net potential energy, because of two-body interactions
of the water molecules, hydronium ion, and fixed
sites. The respective contributions to the potential
energy of the system are due to (i) interactions of the
hydronium ion with the water molecules, (ii) inter-
action of the hydronium ion with the arrays of the
fixed sites, (iii) water—water interactions, and (iv)
interactions of the water molecules with the fixed
sites. Thus, the scalar friction coefficient of the
hydronium ion is partitioned into four force—force
correlation functions:
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£, = g [ dt(F e 'R g + Fue 'R g +
Fope " Fpsld + Fope " Fosld) (20)

where g = 1/(kT), and the forces Fs, Fys, and Fqp, are
between the hydronium ion and the water molecules,
the fixed sites and the water molecules, and the
hydronium ion and the fixed sites, respectively. Only
the latter three terms are explicitly evaluated: their
sum is taken to be a correction, £©, to a “zeroth order”
friction coefficient. Because this first force-force cor-
relation function involves only the force that the
water exerts on the hydronium ion (Fgs), it is taken
to be either the friction coefficient of a hydronium
ion in bulk water calculated with the Stokes relation
(this is typically the case for minimally or only
partially hydrated membranes), or the friction coef-
ficient of a proton in bulk water derived from
experimental diffusion measurements (used for fully
hydrated membranes). Structure diffusion of the
proton is significant in bulk water (see Section
3.1.1.1.1); thus, their model does account for this
contribution to the mobility of the proton in mem-
brane pores through the first term in eq 20, i.e., Fs.
The choice of the numerical value of this zeroth-order
term is not arbitrary but is dependent on the char-
acteristics (i.e., structure) of the water in the pore;
and the latter is assessed using the dielectric satura-
tion model described in the following section.

2.5. Dielectric Saturation

In a typical hydrated PEM, the rigidity of the
backbone and the crystallinity of the polymer confine
the water (to regions of only nanometers); and with
the significant density and distribution of the pen-
dant anionic groups give structural ordering to the
water in the membrane. Both experimental'®~122 and
MD simulations!?3~126 have revealed that water
confined in systems such as reverse micelles and
biological pores possesses a decreased polarity and
rate of relaxation, and an increased degree of spatial
and orientational order, when compared to bulk
water. As such, assumptions of a constant dielectric
constant for the water in the pore of a PEM (either
that of bulk water or some other values) is clearly
incorrect. The water near the polymer backbone and
fixed anionic groups is more constrainted and ordered
than the water located in the center of the pores. This
phenomenon resembles that observed for an electro-
lyte near a charged electrode for which various
models have been formulated, including Helmholtz,
Gouy—Chapman, Stern, and Grahame (see Section
3.1.2.1).

Structure diffusion (i.e., the Grotthuss mechanism)
of protons in bulk water requires formation and
cleavage of hydrogen bonds of water molecules in the
second hydration shell of the hydrated proton (see
Section 3.1); therefore, any constraint to the dynam-
ics of the water molecules will decrease the mobility
of the protons. Thus, knowledge of the state or nature
of the water in the membrane is critical to under-
standing the mechanisms of proton transfer and
transport in PEMs.
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Hence, the recent work of Paul and Paddison,*"~5!
which was alluded to previously, has sought to
describe the spatially dependent dielectric constant
of the water in PEMs. Their work follows in the spirit
of the much earlier pioneering work of Booth'?” and
more recent application of Bontha and Pintauro.'?®
They assume that the field-dependent permittivity
of the water, ¢(E), may be expressed as the sum of
two terms, according to

e(E) = n® +

47P(E)
TeE 1)

0

where n is the refractive index and E and P are the
magnitudes of the electric field and polarization,
respectively. The polarization is computed from a
realization that it is a functional derivative of the
Helmholtz energy, A, i.e.,

OA(E,E,)

P(r.EE) =— SEN)

(22)

where the dependence of both the polarization and
energy on the electrostatic field due to the fixed
anionic groups (E) and an external “probing” electric
field (E.) are explicitly declared. One of the important
implications of eq 22 is the inclusion of the electro-
static field as part of the total energy (Hamiltonian)
of the system, which removes the nonphysical results
of divergence in the dielectric constant.

3. Transport Mechanisms

3.1. Proton Conduction Mechanisms

Despite the variety of proton-conducting separator
materials, the inherent protonic charge carriers
(protonic defects) are solvated by very few types of
species. These are essentially water (e.g., in hydrated
acidic polymers), oxo-acid anions (e.g., in CsHSOQ,)
or oxo-acids such as phosphoric acid (e.g., in adducts
of basic polymers with phosphoric acid), heterocycles
(e.g., intercalated into acidic polymers or immobilized
via flexible spacers), or oxide ions (forming a hydrox-
ide on the oxygen site of an oxide lattice). These
species participate in the formation of protonic charge
carriers and the proton conduction mechanism. In a
few cases, they are also the protogenic group: i.e.,
they generate protonic charge carriers by self-dis-
sociation (e.g., in the case of phosphoric acid and to
some extent also in heterocycles such as imidazole);
in other cases, the protonic charge carriers must be
generated extrinsically, by doping with a Brgnsted
acid or base (i.e., in water containing systems and
oxides).

A common and important characteristic of all these
species is their involvement in hydrogen bonding. The
structural and dynamical nature of this interaction
seems to be the key to understanding long-range
proton transport in these environments. Strong hy-
drogen bonding is frequently considered to be a
precursor of proton-transfer reactions;'>® however,
long-range proton transport also requires rapid bond
breaking and forming processes, which is only ex-
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pected to occur in weakly hydrogen bonded systems.
Dynamical bond-length variations have long been
recognized to be integral for the hydrogen bonding
in proton-conducting systems;*3° however, it is only
recently that the appearance of such “dynamical
hydrogen bonding” has been explained through a
consideration of the chemical interactions of the
systems (including hydrogen bonding) in a wide
range of configuration space.’®* The interplay of
hydrogen bonds with other intermolecular forces is
generally examined in refs 132—136.

Proton-conduction mechanisms that occur in the
aforementioned proton solvents, when present as a
homogeneous phase and as a component of hetero-
geneous fuel cell separator materials, are described
more specifically in the following two sections.

3.1.1. Homogeneous Media

3.1.1.1. Water and Aqueous Solutions. 3.1.1.1.1.
Mobility of Excess Protons. The unusually high
mobility (equivalent conductivity) of protons in water
and aqueous solutions (under ambient conditions, ~9
times higher than that for Li* and ~5 times higher
than that for K*) has been investigated since the
early days of physical chemistry, and the different
concepts and approaches have been summarized
several times.3* The essential features of the present
view dates back to the work of Eigen and De
Maeyer.137138 They demonstrated that “structure
diffusion”, i.e., the “diffusion” of the structure (hy-
drogen-bond pattern) in which the excess proton is
“tunneling” back and forth, is the rate-limiting step.
Ever since, there has been some controversy as to
whether the region containing the excess proton may
be described as a hydrated hydronium ion (i.e.,
HyO,", later termed the Eigen ion) or a smaller dimer
sharing the excess proton (i.e., HsO,*, the Zundel
ion'®). This debate was largely resolved by the
mechanistic details obtained from CPMD simulations
(see Section 2.2.3) by Tuckerman et al.®*3% and the
interpretation of NMR data by Agmon.'#° Indepen-
dently, they determined a mechanism for the diffu-
sion of excess protons in water, which is illustrated
in Figure 1.

The region with an single excess proton within the
hydrogen-bond network (protonic defect) corresponds
to either a Zundel ion or an Eigen ion. Interestingly,
the center of the region of excess charge coincides
with the center of symmetry of the hydrogen-bond
pattern,’®! i.e., apart from the bonds with the com-
mon shared proton, each water molecule of the
Zundel ion acts as a proton donor through two
hydrogen bonds, and each of the three outer water
molecules of the Eigen ion acts as a proton donor in
two hydrogen bonds and as an acceptor for the
hydronium ion and an additional water molecule (see
Figure 1). Changes to these hydrogen-bond patterns
through hydrogen-bond breaking and forming pro-
cesses displaces the center of symmetry in space and,
therefore, also the center of the region of excess
charge. In this way, a Zundel ion is converted to an
Eigen ion, which then transfers into one of three
possible Zundel ions (see Figure 1). This type of
mechanism may still be termed “structure diffusion”
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Figure 1. Proton conduction in water. The protonic defect follows the center of symmetry of the hydrogen-bond pattern,
which “diffuses” by hydrogen-bond breaking and forming processes; therefore, the mechanism is frequently termed “structure
diffusion”. Note that the hydrogen bonds in the region of protonic excess charge are contracted, and the hydrogen-bond
breaking and forming processes occur in the outer portion of the complexes (see text). Inserted potentials correspond to
nonadiabatic transfer of the central proton in the three configurations (atomic coordinates taken from refs 33 and 34).

(as suggested by Eigen), because the protonic charge
follows a propagating hydrogen-bond arrangement or
structure.

The sum of all proton displacements involved in
the hydrogen-bond breaking and forming processes
and the proton displacements within the hydrogen
bonds of the Zundel and Eigen ions then corresponds
to the net displacement of one unit charge by just a
little more than the separation of the two protons in
a water molecule (i.e., ~200 pm). Although there are
no individual, exceptionally fast protons, even on a
short time scale, the fast diffusion of protonic defects
leads to a slight increase in the physical diffusion of
all protons in the system. This is indeed observed for
aqueous solutions of hydrochloric acid, for which
mean proton diffusion coefficients were observed to
be up to 5% higher than the diffusion coefficient of
oxygen, as measured by 'H and YO PFG NMR,'#
reflecting the slightly attenuated correlation of proton
and oxygen diffusion in acidic media.

Another interesting feature of this mechanism is
that the hydrogen-bond breaking and forming (hy-
drogen-bond dynamics) and the translocation of
protons within the hydrogen bonds occur in different
parts of the hydrogen bond network, albeit in a highly
concerted fashion. This is the most thermodynami-
cally favorable transport path, because the hydrogen
bonds in the center of the two charged complexes are
contracted to such an extent that this allows an

almost barrierless proton translocation while the
hydrogen-bond breaking and forming processes occur
in the weakly bonded outer parts of the complexes.
This contraction of the center of the complex is
probably a direct consequence of the lower coordina-
tion of the involved species (3 instead of ~4). The
activation enthalpy of the overall transport process
is dominated by the hydrogen-bond breaking and
forming, which also explains the strong correlation
of the proton transport rate and the dielectric relax-
ation.’* The Zundel and Eigen complexes are just
limiting configurations, and the simulations indeed
produce configurations that can hardly be ascribed
to one or the other.3® Although simulations find
comparable probabilities for the occurrence of both
type of complexes,?43° there is experimental evidence
for a slight stabilization of the Eigen complex,
compared to the Zundel complex, by ~2.4 kJ/mol (25
meV).1*3 However, these differences are marginal and
do not change the principal features of the mecha-
nism.

One such feature is the potential energy surface
for proton transfer in the contracted hydrogen bonds.
The time-averaged potential surfaces are almost
symmetrical (especially for the Zundel ion) without
significant barriers, i.e., the proton is located near
the center of the bond. Whether its location is off-
center at any time instance is mainly dependent on
the surrounding hydrogen-bond pattern, and it is the
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change of this pattern that alters the shape (and
asymmetry) of this potential and, therefore, the
position of the proton within the hydrogen bond (see
Figure 1, top). In other words, the proton is trans-
ferred almost adiabatically, with respect to the
solvent coordinate.! This has important consequences
on the mechanism when static asymmetric contribu-
tions are introduced, i.e., by chemical interactions or
the presence of ionic charges (see below). The very
low barriers are also the reason for the fact that the
mechanism can be well described classically, with
respect to the motion of the nuclei (especially the
proton); in particular, proton tunneling has only a
minor effect on the rate of transfer. Nevertheless, the
protonic defect (region of protonic excess charge) may
become delocalized through several hydrogen bonds,
because of quantum fluctuations.3685

The mechanism also provides insight into the
guestion as to what extent proton transfer in water
is a cooperative phenomenon. In many physical
chemistry textbooks, one still finds diagrams showing
the concerted transfer of protons within extended
hydrogen-bonded water chains (the Grotthuss mech-
anism) to explain the unusually high equivalent
conductivity of protons in this environment. However,
the creation of the corresponding dipolar moment in
an unrelaxed high dielectric constant environment
costs far too much energy to be consistent with a very
fast process with low activation energy.t#* As an-
ticipated in ref 1, the propagation mechanism of a
protonic defect in a low-dimensional water structure
surrounded by a low dielectric environment is obvi-
ously between “concerted” and “step-wise”;145146 how-
ever, in bulk water, the cooperation is restricted to
the dynamics of protons in neighboring hydrogen
bonds (also see Figure 1).

One also should keep in mind that water is a liquid
with a high self-diffusion coefficient (i.e., Dn,0 = 2.25
x 107% cm?/s at room temperature) and that the
diffusion of protonated water molecules makes some
contribution to the total proton conductivity (vehicle
mechanism!#’). This is ~22% when assuming that the
diffusion coefficients of H,O and HzO" (or Hs0,") are
identical. However, as suggested by Agmon,'*¢ the
diffusion of H3O"™ may be retarded, because of the
strong hydrogen bonding in the first hydration shell.

Of course, the relative contributions of “structure
diffusion” and “vehicular diffusion” are dependent on
temperature, pressure, and the concentrations and
types of ions present. With increasing temperature,
structure diffusion is attenuated and with increasing
pressure the contribution of structure diffusion in-
creases until it reaches a maximum at ~0.6 GPa (6
kbar).! Especially relevant for the later discussion of
proton transport in hydrated acidic membranes is the
observation that structure diffusion strongly de-
creases as the acid concentration increases (see
Figure 2 and ref 141), which is probably due to
changes in the hydrogen-bond pattern (there are
progressively more proton donors than corresponding
proton acceptor “sites”) and a consequence of the
biasing of the hydrogen bonds in the electrostatic
field of the ions suppressing the proton-transfer
mechanism illustrated in Figure 1.
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Figure 2. Conductivity diffusion coefficient (mobility) of
protons and water self-diffusion coefficient of aqueous
solutions of hydrochloric acid (HCI), as a function of acid
concentration (molarity, M) (data are taken from ref 141).

3.1.1.1.2. Mobility of Defect Protons. Because basic
aqueous solutions also have some relevance for fuel
cell applications (e.g., in alkaline fuel cells (AFCs)),
the transport mechanism of defect protons (OH") is
also reviewed here. Although intuition might lead one
to assume that the mechanism is reminiscent of that
of an excess proton, recent CPMD simulations sug-
gest that this may not be the case.'*® As opposed to
Zundel and Eigen complexes, in which the central
species are only 3-fold coordinated (under-coordi-
nated, with respect to water in pure water, which is
probably the reason for the bond contraction in these
complexes; see above) on the average, the hydroxide
ion is observed to be coordinated by ~4.5 water
molecules in an almost-planar configuration with the
OH proton pointing out of the plane. This is consid-
ered to be a true quantum effect and contradicts the
common understanding of a 3-fold coordination.t>®
This “hyper-coordination” is suggested to prevent
proton transfer from a H,O to the OH~, because this
would produce an unfavorable H—O—H bond angle
of 90°. The proton transfer only occurs when the OH~
coordination is reduced to 3 by breaking one of the 4
hydrogen bonds within the plane and some re-
arrangement of the remaining bonds occurs, which
allows the direct formation of a water molecule with
a tetrahedral geometry. Surprisingly, the ground-
state coordination of the most favorable configura-
tions around excess protons seem to be similar to the
coordination of the transition state for the transport
of defect protons. Note, that hyper-coordination of the
OH~ is still a matter of controversial debate. The
statistical mechanical quasi-chemical theory of solu-
tions suggests that tricoordinated OH™ is the pre-
dominant species in the aqueous phase under stan-
dard conditions.’®1152 This finding seems to be in
agreement with recent spectroscopic studies on hy-
droxide water clusters, and it is consistent with the
traditional view of OH™ coordination.

It should also be mentioned that OH~ “hyper-
coordination” is not observed in concentrated solu-
tions of NaOH and KOH.'*® In contrast to acidic
solutions, where structure diffusion is suppressed
with increasing concentration (see above and Figure
2) the transference number of OH™ (e.g., in aqueous
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KOH solutions) remains surprisingly high (~0.74) for
concentrations up to ~3 M.

In pure water, excess protons (H3O%, HsO,") and
defect protons (OH™) are present at identical concen-
trations; however, because of their low concentration
(1077 M under ambient conditions), the diffusion of
these defects may be considered to be quasi-indepen-
dent. Only in small water clusters do zwitterions
show a remarkable stability.'>

3.1.1.2. Phosphoric Acid. Although the proton
conduction mechanism in phosphoric acid has not
been investigated to the same extent, it is evident
that the principal features exhibit similarities, along
with important differences.

Above its melting point of T,, = 42 °C, neat
phosphoric acid (HzPO,) is a highly viscous liquid
with extended intermolecular hydrogen bonding.
However, in contrast to the situation in water, there
are more possible donor than acceptor sites and the
amphoteric character is significantly more pro-
nounced: phosphoric acid may act as both a Brgnsted
acid and base. In terms of equilibrium constants, both
Ka and K, are reasonably high (K, of the conjugate
base is low). Consequently, phosphoric acid shows a
very high degree of self-dissociation (autoprotolysis)
of ~7.4%,% along with some condensation, with
H,PO,4 -, H,PO4t, H3O™, and H,P,0-% being the main
dissociation products. Because of their high concen-
tration, the separation of the overall conductivity into
charge carrier concentration and mobility terms is
problematic. Nevertheless, the proton mobility has
been calculated from total conductivities by the
Nernst—Einstein equation by taking concentrations
from ref 155; and the values have been observed to
be almost 2 orders of magnitude higher than the
values for the diffusion coefficient of the diverse
phosphate species obtained directly by 3P PFG
NMR6 and estimated from viscosity measurements
via the Stokes—Einstein relation.

Pure phosphoric acid is a liquid with a low diffusion
coefficient of phosphate species but an extremely high
proton mobility, which must involve proton transfer
between phosphate species and some structural re-
arrangements. The contribution to the total conduc-
tivity is ~98%; i.e., phosphoric acid is an almost-ideal
proton conductor. The total conductivity at the melt-
ing point (T = 42 °C) is 7.7 x 1072 S/cm, with an
estimated proton mobility of 2 x 107° cm?/s.1%¢ This
extremely high proton mobility has also been indi-
rectly determined with ‘H PFG NMR and was
observed to be even higher (by a factor of 1.5—2.3).
This has been explained by the correlated motion of
the oppositely charged defects (H.PO,~, H4PO,")
when they are close to one another (i.e., the case just
after their formation (by dissociation of H;PO,) and
before their neutralization). Correlation effects are
actually quite common in proton conductors with
high concentrations of charge carriers and they are
even more pronounced in other systems (see Section
3.1.1.3 on heterocycles and proton transport in alka-
line-metal hydroxides57:158),

Molecular details of the structure diffusion mech-
anism with the hydrogen-bond breaking and forming
and the proton transfer between the different phos-
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phate species (essentially H,PO,~, H3PO,4, H4,PO4")
have not been investigated yet; however, the high
degree of self-dissociation suggests that the proton-
transfer events are even less-correlated than in water
(the system is more tolerant toward protonic charge
density fluctuations). The transfer events are prob-
ably almost barrierless, as indicated by negligible
H/D effects of the diffusion coefficients in mixtures
of H3PO4 and D3PO4.130

The principal proton transport mechanism remains
essentially the same with the addition of some water,
with a conductivity increase up to 0.25 S/cm under
ambient conditions. A 'H and 3P PFG NMR study
also showed that an 85 wt % phosphoric acid system
was an almost ideal proton conductor, with 98% of
the conductivity originating from the structure dif-
fusion of protons.®® The combination of high intrinsic
charge carrier concentration and mobility renders the
possibility of very high conductivities in these sys-
tems. In particular, there is no perturbation from
extrinsic doping, i.e., there is no suppression of
structure diffusion, despite the high concentration of
protonic charge carriers. On the other hand, attempts
to increase the conductivity of phosphoric acid-based
systems by doping have expectedly failed.'6°

3.1.1.3. Imidazole. Historically, the interest in
hydrogen bonding and proton conductivity in hetero-
cycles has its roots in speculations about the partici-
pation of hydrogen bonds in energy and charge
transfer in biological systems;6? specifically, concern-
ing the participation of NH-:-N bonds between the
imidazole groups of histidine in proton transport in
transmembrane proteins.'%2 Even Zundel has worked
in the field,'®® and it is not surprising that his view
of the proton dynamics in imidazole is closely related
to that of water. He suggested a high polarizability
of the protons within intermolecular hydrogen bonds
and, as a consequence, a very strong coupling be-
tween hydrogen bonds, as indicated by the intense
IR continuum in the NH stretching regime. Surpris-
ingly, he did not suggest the existence of any complex
similar to the Zundel complex in water'®? (see Section
3.1.1.1), whereas Riehl®* had already suggested
“defect protons” or “proton holes” as requirements to
maintain a current in solid imidazole. Early conduc-
tivity measurements had their focus on crystalline
monoclinic imidazole, which has a structural hydro-
gen bond length of 281 pm.%°> The measured conduc-
tivities were typically low (i.e., ~10~8 S/cm) with very
poor reproducibility.t61.166.167 | ater tracer experi-
ments®® and a >N NMR study'®® raised doubts about
the existence of proton conductivity in pure crystal-
line imidazole.

However, the conductivity of liquid imidazole is
several orders of magnitude higher (~1072 S/cm at
the melting point of T, = 90 °C);*®! however, its
mechanism was investigated much later. It was the
search for chemical environments that were different
from water in fuel cell membranes that brought
heterocycles back into focus. The potential proton
donor and acceptor functions (amphoteric character),
the low barrier hydrogen bonding between the highly
polarizable N atoms, and the size and shape of the
molecule were reasons that Kreuer et al.}’® started
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to investigate the usefulness of heterocycles as proton
solvents in separator materials for fuel cells. This
work also comprises the study of the transport
properties of neat and acidified liquid imidazole,
pyrazole, and, later, benzimidazole.'”* An important
finding was that the transport coefficients (i.e.,
mobility of protonic charge carriers and molecular
diffusion coefficients) are similar to those of water
at a given temperature, relative to the melting point.
This is particularly true for their ratio: i.e., the proton
mobility is a factor of ~4.5 higher than the molecular
diffusion coefficient at the melting point of imida-
zole.'® This is a direct indication of fast inter-
molecular proton transfer and the possibility of
structure diffusion in this environment. Subse-
quently, details were revealed by a CPMD simula-
tion.®” In contrast to earlier suggestions of concerted
proton transfer in extended chains of hydrogen
bonds®6%172 (analogous to the proton conduction mech-
anism in water presented in most textbooks at that
time!#), a structure diffusion mechanism similar to
that for water (Figure 1) was observed. The region
containing the excess proton (intentionally intro-
duced) is an imidazole with both nitrogens pro-
tonated and acting as proton donors toward the
two next nearest imidazoles in a configuration
Imi-+-ImiH*---Imi with hydrogen bonds (~273 pm)
slightly contracted, compared to the average bond
length of the system, but still longer than the bonds
in the isolated complex (in the gas phase).’”® The
position of the protons within these hydrogen bonds
is dependent mainly on the hydrogen bonding be-
tween the nearest and next-nearest solvating imida-
zoles (Figure 3). The hydrogen-bonded structure in
imidazole is observed to be chainlike (i.e., low dimen-
sional), with two possible orientations of the hydrogen-
bond polarization within segments which are sepa-
rated by imidazoles with their protonated nitrogen
directed out of the chain. This may even form a
“cross-linking” hydrogen bond with a nonprotonated
nitrogen of a neighboring strand of imidazole. The
simulation data revealed the existence of imidazole
molecules close to the protonic defect in hydrogen-
bond patterns, which rapidly change by bond break-
ing and forming processes. Similar to water, this
shifts the excess proton within the region and may
even lead to complete proton transfer, as displayed
in Figure 3. There is no indication of the stabilization
of a symmetrical complex (Imi---H---Imi)*: there
always seems to be some remaining barrier in the
hydrogen bonds, with the proton being on one side
or the other.

As for the CPMD simulation of water, the simu-
lated configuration is artificial, because there is no
counter charge compensating for the charge of the
excess proton. This is necessary, methodologically,
because self-dissociation is unlikely to occur within
the simulation box used (i.e., eight imidazole mol-
ecules with a single excess proton) and the accessible
simulation time (~10 ps). The self-dissociation con-
stants for heterocycles (in particular, imidazole) are
actually much higher than for water, but degrees of
self-dissociation (concentration of protonic charge
carriers) of ~1072 are still ~2 orders of magnitude
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Figure 3. Proton conduction mechanism in liquid imida-
zole, as revealed by a Car—Parrinello molecular dynamics
(CPMD) simulation.®” Note the similarities with the proton
conduction mechanism in water (see Figure 1).

lower than that for phosphoric acid (see Section
3.1.1.2). Site-selective proton diffusion coefficients
(obtained by 'H PFG NMR of different imidazole-
based systems) show surprisingly high diffusion
coefficients for the protons involved in hydrogen
bonding between the heteroatoms (nitrogen).*’# De-
pending on the system, they are significantly higher
than calculated from the measured conductivities
corresponding to Haven ratios (op/o) of 3—15. This
indicates some correlation in the diffusion of the
proton, which may be due to the presence of a counter
charge neglected in the simulation.

In pure imidazole, regions containing excess pro-
tons must be charge-compensated by proton-deficient
regions with electrostatic attraction between these
regions (defects) that is dependent on their mutual
separation distance and the dielectric constant of the
medium. Under thermodynamic equilibrium, such
defects are steadily formed and neutralized. For-
mally, the creation of a protonic defect pair is
initiated by a proton transfer from one imidazole to
another, with the subsequent separation of the two
charged species with a diffusion mechanism as
described previously (also see Figure 3). However,
this transfer is contrary to the electrostatic field of
the counter charge, favoring a reversal of the dis-
sociation process. However, because the two protons
of the positively charged imidazolium (ImiH™") are
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Figure 4. Schematic illustration of correlated proton
transfers in pure liquid imidazole leading to proton diffu-
sion but not proton conductivity (see text).

equivalent, there is a 50% chance that another proton
is transferred back, provided that the orientational
coherence between the dissociating molecules is
completely lost. If the same proton is transferred
back, the transient formation and neutralization of
an ion pair contributes neither to the proton diffusion
nor to the proton conductivity. However, if the other
proton is transferred back, the protons interchange
their positions in the hydrogen bond network, which
generates diffusion but no conductivity since the
transient charge separation is completely reversed.
As illustrated for the most simple mechanism of this
type in Figure 4, the sum of all proton translocation
vectors form a closed trajectory reminiscent of cyclic
intermolecular proton-transfer reactions known to
occur in certain organic pyrazole-containing com-
plexes'”® and proton diffusion in hydroxides.57158

Presently, there is no direct proof for such a
mechanism in pure imidazole (e.g., by >N NMR);
however, the observation that the ratio of the proton
diffusion and conduction rates virtually coincide with
the Boltzmann factor (i.e., exp(— Eq«(€)/(KT)), where
Eq is the electrostatic separation energy of two unit
charges in a continuum of dielectric constant ¢) is a
strong indication.

This observation is also indicative of the impor-
tance of a high dielectric constant to enable the
formation of protonic charge carriers and to allow
their mobility being uncorrelated with their conju-
gated base. Of course, this is also true for the
separation of protonic charge carriers from extrinsic
dopants such as acids. In addition to the perturbation
of the hydrogen bond network (as observed in aque-
ous solutions), electrostatic effects may also explain
the saturation of proton conductivity with increasing
acidity of the heterocyclic systems.”* This effect is
even more pronounced in polymeric systems with
immobilized protogenic groups and will be discussed
in Section 3.1.2.3.

3.1.1.4. Simple Cubic Perovskites. Since the
work of Stotz and Wagner'’® in 1966, the existence
of protonic defects in wide-band-gap oxides at high
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temperatures is well-established; and the initial
notation OHg (H}), i.e., the assumption that the
defect is a hydroxide ion residing on an oxide ion site
carrying a positive relative charge, is still valid. More
than a decade later, the systematic investigation of
acceptor-doped oxides such as LaAlOz;, LaYOs, or
SrZrOs;, which had already been known for their
moderate oxide ion conductivity, provided experi-
mental evidence that these materials may be proton
conductors in hydrogen-containing environments.*””
The observed conductivities in these materials were
quite low; however, later related compounds based
on SrCe0;'"® and BaCeO;!"® with high proton con-
ductivities have been discovered and even tested in
different types of electrochemical cells, including fuel
cells, 818 put the lack of stability under fuel-cell
operating conditions remained an unsolved problem.
Almost another two decades passed before oxides
were synthesized that combined high proton conduc-
tivity with high thermodynamic stability.1®-18 This
brought these materials closer to a realistic alterna-
tive for fuel-cell applications and, hence, their trans-
port properties are reviewed here.

The highest conductivities are observed in oxides
with perovskite-type structures (ABOg3) with cubic or
slightly reduced symmetry.'® Protonic defects are
formed by the dissociative absorption of water, which

requires the presence of oxide ion vacancies Vg. The
latter may be formed intrinsically by varying the
ratio of main constituents or extrinsically to com-
pensate for an acceptor dopant (lower-valent cation).
To form protonic defects, water from the gas-phase
dissociates into a hydroxide ion and a proton, with
the hydroxide ion filling an oxide ion vacancy and
the proton forming a covalent bond with a lattice
oxygen. In Krdger—Vink notation, this reaction is
written

H,O + V& + 0% = 20H;, (23)

by which two hydroxide ions substituting for oxide
ions, i.e., two positively charged protonic defects
(OHg), are formed. The crystallographic (time-aver-
aged) structure of such a defect is shown in Figure
5. There are eight orientations of the hydroxide ion
stabilized by a hydrogen bond interaction with the
eight next-nearest oxygen neighbors in the cubic
perovskite structure. As opposed to the cases dis-
cussed previously, for which hydrogen bonding is the
dominant intermolecular interaction, here, hydrogen
bonding is restricted to the defect region. Within this
region, hydrogen bonding interferes with other chemi-
cal interactions and, together with these, determines
the structure and dynamics of the defective region.

As shown by DFTB and CPMD simulations, the
principal features of the transport mechanism are
rotational diffusion of the protonic defect and proton
transfer toward a neighboring oxide ion.'89-1°1 That
is, only the proton shows long-range diffusion, whereas
the oxygens reside in their crystallographic positions.
Both experiments'®?-194 and quantum-MD simula-
tions,189.190.195,19 have revealed that rotational diffu-
sion is fast with a low activation barrier. This
suggests that the proton-transfer reaction is the rate-
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Figure 5. Time-averaged structure of a protonic defect
in perovskite-type oxides (cubic case), showing the eight
orientations of the central hydroxide ion stabilized by a
hydrogen-bond interaction with the eight next-nearest
oxygen neighbors.186.199

limiting step in the considered perovskites. On the
other hand, the intense red-shifted OH-stretching
absorptions in the IR spectra (ref 197 and references
therein) and the results of neutron diffraction experi-
ments!®® are indicative of strong hydrogen bond
interactions, which favor fast proton-transfer reac-
tions rather than fast reorientation processes, the
latter requiring the breaking of such bonds.
Because the structural oxygen separation is larger
than 290 pm in most perovskite-type oxides, and
strong hydrogen bonds may only be formed at sig-
nificantly shorter distances, the free energy that the
system gains by hydrogen-bond formation is compet-
ing with the free energy required for the lattice
distortion necessary for hydrogen bonding. A reanaly-
sis of a quantum-MD simulation of a protonic defect
in cubic BaCeQ3!31:188.199 demonstrated that these two
free-energy contributions almost cancel each other
for a wide range of oxygen separation distances
(~250—300 pm). Thus, short oxygen separations,
which favor proton transfer, and large oxygen sepa-
rations, which allow rapid bond breaking, result in
similar free energies of the entire system; therefore,
these separations have similar probabilities of occur-
ring. Indeed, the simulation found the protonic defect
to form short, but transient, hydrogen bonds with all
eight nearest oxygen neighbors. In the time-averaged
picture observed in the diffraction experiments (see
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Figure 5), this leads only to a slight reduction in the
structural OH/O separations, in contrast to most
instantaneous configurations where one of the eight
OH/O separations is reduced to ~280 pm, because of
hydrogen bonding.*882% Although the hydrogen-bond
interaction has a stabilizing effect of ~0.5 eV on this
configuration, the bond is a “soft”, high-energy hy-
drogen bond with extended bond-length fluctuations.
This also leads to configurations, where the protonic
defect acts almost like a free OH with small OH
stretching amplitudes, compared to the extended
stretching vibrations in the hydrogen bonded state.*3!

From the thermodynamics of such “dynamical
hydrogen bonds”, one may actually expect an activa-
tion enthalpy of long-range proton diffusion of not
more than 0.15 eV, provided that the configuration
O—H---O is linear, for which the proton-transfer
barrier vanishes at O/O distances of less than ~250
pm. However, the mobility of protonic defects in cubic
perovskite-type oxides has activation enthalpies on
the order of 0.4—0.6 eV.'% This raises the question
as to which interactions control the activation en-
thalpy of proton transfer.

A more-detailed inspection of the MD data showed
that, for most configurations with short OH/O sepa-
ration distances, the proton is not found between the
two oxygens on the edge of the octahedron but outside
the BOg octahedron, as part of a strongly bent
hydrogen bond?® that still possesses some barrier for
proton transfer. The reason for this is probably the
repulsive interaction between the proton and the
highly charged B-site cation, which prevents a linear
hydrogen bond from forming. The analysis of a few
transition-state configurations showed that the B—O
bonds are elongated to some extent and that the
displacement of the proton being transferred is on
the edge of the distorted octahedron.'3! In this way,
an almost linear, short configuration of the type
O—H---O is formed. The proton transfer in this
configuration probably occurs over a remaining bar-
rier, as indicated by the experimentally observed
H/D-isotope effects.?0%:292 Although the H/B repulsion
is reduced in this configuration, major contributions
to the activation enthalpy result from the B—0O bond
elongation and the proton-transfer barrier. Neverthe-
less, the H/B repulsion may be used as an estimate
of the upper limit for these contributions to the
activation enthalpy.

The importance of the H/B repulsion is also wit-
nessed by the observation that the activation enthal-
pies of proton mobility in cubic perovskites with
pentavalent B-site cations (I—-V perovskites) are
significantly higher than for perovskites with tet-
ravalent B-site cations (I11—1V perovskites).31:187

Similar to hydrogen-bonded networks, any reduc-
tion in symmetry may decrease the proton conductiv-
ity in oxides. This effect has been investigated in
detail by comparing structural and dynamical fea-
tures of protonic defects in yttrium-doped BaCeO3
and SrCe03?% and SrZr03.2% The large orthorhombic
distortion of SrCeO3 has tremendous effects on the
arrangement of the lattice oxygen. The cubic oxygen
site degenerates into two sites (O1, O2) with different
acid/base properties. Although, in SrCeOs, the most
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basic oxygen is O1, it is O2 in BaCeO3. Assuming that
protons are associated with these sites for the major-
ity of the time, they may show long-range proton
transport via the most-frequent O2 sites in BaCeOs.
This is in contrast to SrCeOs;, where long-range
proton transport must involve transfer between
chemically different O1 and O2 sites. The latter,
together with the observed bias in rotational diffusion
(defect reorientation), was suggested as the reason
behind the higher activation enthalpy and lower
conductivity in SrCeQjz, compared to BaCe03.2%3

The mobility of protonic defects was shown to be
very sensitive not only to reduction in the crystal-
lographic symmetry but also to local structural and
chemical perturbations induced by the acceptor dopant
or by mixed occupancy on the B-site. Traditionally,
aliovalent dopants with matching ionic radii are
chosen, and, indeed, this simple concept has proven
to be successful; e.g., in the development of oxide ion
conductors. However, when it comes to proton con-
ductivity in oxides, this approach clearly fails. Al-
though Sc®" and In3" have similar ionic radii to Zr**,
BaZrO; shows much lower proton mobility when
doped with scandium or indium, compared to yttrium
as an acceptor dopant with a significantly higher
ionic radius. For the latter, the proton mobility and
corresponding activation enthalpy are virtually in-
dependent of the dopant concentration. Electronic
structure calculations show a significant effect of the
acceptor dopant on the electron density of the neigh-
boring oxygen, including its affinity for the proton
(02). Obviously, the chemical match of the dopant
in yttrium-doped BaZrO3; makes it “invisible” to the
diffusing proton.2%> However, the most common ob-
servation is decreasing proton mobility and increas-
ing activation enthalpy with increasing dopant
concentration; e.g., as observed in yttrium-doped
BaCe03.2% Thus, it is not surprising that mixed
occupancy of the B-site in complex perovskites may
become unfavorable for proton mobility especially
when cation ordering occurs.?%”

The aforementioned considerations provide a quali-
tative explanation for the empirical finding that the
highest proton conductivities are observed in oxides
with a perovskite structure. The framework of corner-
sharing octahedral BOg shows high coordination
numbers for both cation sites (12 for the A-site and
6 for the B-site). There is only one oxygen site in the
ideal perovskite structure that has each O atom
surrounded by eight nearest and four next-nearest
oxygens. Generally the high coordination numbers
lead to low bond strengths and smaller angles
between the bonds, which is in favor of the above-
described dynamics (e.g., the rotational diffusion of
the protonic defect corresponds to “dynamical hydro-
gen bonding” of the OH, with the eight O atoms
forming the “reaction cage” (see Figure 5)). If the
angles between the possible orientations are small
enough, the effective barriers for bond breaking and
forming processes are usually <0.2 eV for perovskites
with lattice constants that are not too small. In these
cases, hydrogen bonding even to the next-nearest
oxygen between the vertices of the octahedral become
possible, opening another proton-transfer path-
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way, as observed in MD simulations of protons in
CaTi03.1%°

3.1.2. Heterogeneous Systems (Confinement Effects)

Homogeneous media have actually been used in
commercial (e.g., phosphoric acid fuel cells (PAFCs),
AFC) and laboratory fuel cells (e.g., sulfuric acid-
based direct methanol fuel cells (DMFCs), hydrogen
fuel cells with CsHSO, as an electrolyte); however,
most modern low-temperature fuel cells rely on the
properties of heterogeneous separator materials such
as hydrated sulfonic acid functionalized polymers
(e.g., Nafion) and the adducts of basic polymers with
oxo-acids (e.g., in the system of polybenzimidazole
and phosphoric acid (PBI—HsPOy,)). In these materi-
als, the homogeneous media (discussed previously)
are confined within another phase. This geometric
situation, which also comprises specific interactions
at the usually very large internal interface, not only
modifies the transport behavior within the proton-
conducting phase, but also leads to the appearance
of new transport features, such as electro-osmotic
drag (see Section 3.2.1.1). This section reviews the
current understanding of proton conduction in these
heterogeneous materials.

3.1.2.1. Hydrated Acidic Polymers. Hydrated
acidic polymers are, by far, the most commonly used
separator materials for low-temperature fuel cells.
Their typical nanoseparation (also see Section 1)
leads to the formation of interpenetrating hydropho-
bic and hydrophilic domains; the hydrophobic domain
gives the membrane its morphological stability,
whereas the hydrated hydrophilic domain facilitates
the conduction of protons. Over the past few years,
the understanding of the microstructure of these
materials has been continuously growing, and this
has been crucial for the improved understanding of
the mechanism of proton conduction and the observed
dependence of the conductivity on solvent (water and
methanol) content and temperature.

The microstructure has chiefly been investigated
through SAXS and small-angle neutron scattering
(SANS) experiments. However, because such experi-
ments on specific samples do not provide sufficient
information, diffraction experiments on samples pre-
pared over a wide range of polymer/solvent ratios
(even with different types of solvents) have been
performed, especially by Gebel and co-workers,208-211
Additional information from water transport mea-
surements has been included into the parametriza-
tion of the most simple microstructural model, as-
suming a hydrophobic matrix with a cubic system of
cylindrical hydrophilic channels.?*2212 This approach,
although highly simplifying, has the advantage that
it allows comparison of the mean numbers for the
extensions of the hydrophilic channels and the hy-
drophobic matrix between for different types of
ionomers (also see Section 3.2.1.1). Other constraints
such as “maximum entropy” (minimum structure)
have also been used to obtain microstructural infor-
mation from two-dimensional diffraction patterns by
direct Fourier synthesis.?* In addition, a recent
theoretical investigation by Khalatur et al.?’® that
implemented a hybrid Monte Carlo/reference interac-
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Figure 6. Two-dimensional illustration of some micro-

structural features of Nafion for an intermediate water
content (see text).

tion site model (MC/RISM) technique to probe the
morphology of Nafion over a range of hydration levels
showed that a continuous network of channels might
exist, even at very low water contents. Based on
proton conductivity and water diffusion data obtained
on diverse membrane materials, Edmondson and
Fontanella claimed the existence of a universal
percolation threshold at a water volume fraction of
~5%.216 This conclusion was based on the power-law
behavior of the transport coefficients above this water
concentration. The observations that the membrane
materials continue to conduct below the “threshold”
and that the conduction mechanism changes with
water content (see below) leave serious doubts about
the validity of this interpretation. However, the
morphologies resulting from most approaches are in
reasonable agreement for the most widely investi-
gated Nafion (1100 g/equiv); the principal micro-
structural features of this morphology are illustrated
in Figure 6 for an intermediate water content. The
hydrophobic domain may be described by a frame-
work of low-dimensional objects defining the bound-
ary with the hydrophilic domain. In Nafion, the latter
is well-connected, even at low degrees of hydration;
i.e., there are almost no dead-end pockets and very
good percolation. Because of the side-chain architec-
ture of Nafion, a third transition region between the
aqueous domain and the hydrophobic polymer back-
bone has been introduced. This comprises the hy-
drated side chains, and a recent SAXS study seems
to suggest that this region swells at the expense of
the purely aqueous region with increasing degree of
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Figure 7. Minimum energy conformation of a two-side-
chain fragment of a perfluoro sulfonic acid polymer (Dow)
with six water molecules, showing the dissociation of both
acidic protons.2

hydration.?'” In other words, there is indication for
a progressive side-chain unfolding with increasing
hydration. This idea is supported by electronic struc-
ture calculations (described in Section 2.1) on the
entire Nafion side chain,'® which showed that the
unfolding of the chain would require ~18 kJ/mol.

Because the hydrophilic sulfonic acid groups are
covalently bound to the hydrophobic polymer, they
aggregate somewhere in the hydrophobic/hydrophilic
transition region, with an average separation of ~0.8
nm, compared to ~1 nm expected for a totally
uniform distribution within the material.?*?

Electronic structure calculations have shown that
only 2—3 water molecules per sulfonic acid group are
necessary for dissociation, in accordance with its
superacidity when bound to a perfluorinated polymer
(Figure 7), and when 6 water molecules are added,
separation of the dissociated proton from the sul-
fonate anion is observed.'6202 This water (primary
hydration of the sulfonic acid group) is actually
absorbed at low water partial pressures,'®” indicating
the stabilizing effect of water in such systems, as
expected from the high energetic stability (at T =0
K) of the H3O™, compared to H3SO4" (—SO3H,").%18
Apart from water, the hydrophilic domain contains
only excess protons as mobile species, while the
anionic counter charge is immobilized. This is an
inherent advantage of such materials over homoge-
neous electrolytes with mobile anions (or other
conjugated bases), which may interfere with the
reactions that occur at the electrocatalysts. Although
this situation is reminiscent of the simplest case
discussed in Section 3.1.1.1.1 (excess proton in wa-
ter), it is actually more complex.

If only electrostatics are considered, significant
attractive interaction between the excess protons in
the aqueous phase and the immobile anionic mirror
charge is expected.?®?” Recent MD simulations of
proton transport in slab pores with sulfonate groups
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embedded on the pore walls give the anticipated,
essentially constant separation distance of the pro-
tons from the fixed anions, despite changes in the
amount of water between the slabs. The Debye length
(typical electrostatic screening length) of pure water
is ~800 nm at room temperature and is thus much
larger than the typical dimensions of the hydrophilic
domain (only a few nanometers). Traditionally, the
distribution of charge carriers within the correspond-
ing space charge layer is described by the Gouy—
Chapman theory, which has been developed for semi-
infinite geometries, or by numerically solving the
Poisson—Boltzmann (PB) equation for specific geom-
etries.%9:100212.219.220 |0 ejther case, one obtains a
monotonically decreasing concentration of protonic
charge carriers as one moves from the hydrophobic/
hydrophilic interface (i.e., where the anion charge
resides) toward the center of the hydrated hydrophilic
domain. However, this picture is not complete, be-
cause these continuum theories neglect any struc-
tural inhomogeneity in the vicinity of the electrified
interface. In the Gouy—Chapman approach, even a
homogeneous distribution of the mirror charge over
the interface is assumed; however, the fact that the
separation of neighboring sulfonic acid groups (~0.8
nm) and the typical extension of the hydrophilic
domain (a few nanometers) are of similar order does
not justify this assumption. In addition, recent
Brownian dynamics simulations of ions in cylindrical
nanodimensioned pores have shown that both the PB
and Poisson-Nernst—Planck continuum theories sub-
stantially overestimate the shielding effects when the
radius is less than two Debye lengths.??!

The same is true for the assumption of a homoge-
neous dielectric constant of the aqueous phase: a
simplification that is not backed up by dielectric
measurements as a function of the water content in
the microwave (i.e., gigahertz) range.???223 As known
for the near surface region of bulk water or any
interface with water on one side, the dielectric
constant of the hydrated hydrophilic phase is signifi-
cantly reduced near the hydrophobic/hydrophilic
interface. In addition, the specific interaction of the
sulfonic acid group with water (hydration) also
decreases the dielectric constant. Therefore, the
spatial distribution of the dielectric constant within
hydrated domains is strongly dependent on the width
of the channels (degree of hydration) and the separa-
tion of the dissociated sulfonic acid functional groups.
This is an important result from the equilibrium
statistical thermodynamic modeling of the dielectric
saturation in different types of hydrated polymers
described previously (see Section 2.5).47-51 As shown
in Figure 8 (top), the dielectric constant reaches the
bulk value (81) in the center of the channel (pore)
for water contents higher than ~10 water molecules
per sulfonic acid group, whereas, for lower degrees
of hydration, even in the center of the channel, the
dielectric constant is lower than the bulk value as a
consequence of the stronger confinement (Figure 8,
bottom). The calculations did not account for specific
chemical water—polymer interactions (modeling only
the interaction of the sulfonate groups with the
water), which are expected to further reduce the
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dielectric constant within the hydrated channels. The
distribution of the relative permittivity of the water
across a hydrated channel has important implications
on the distribution of excess protons within the
channel. Because the solvation energy of protons
becomes more negative with increasing dielectric
constant, there is a stabilizing effect for protonic
charge carriers in the center of the channels, which
heavily modifies the Gouy—Chapman distribution. As
illustrated in Figure 8 (top), the decreased dielectric
constant in the interfacial region leads to a relative
stabilization of the dissociated protons in the central
region of the channels. Only at very high water
contents (i.e., in the two-phase regime of Nafion with
more than 14 water molecules per sulfonic acid
group) does one expect a slight relative depletion of
charge carriers in the channel center, which is
reminiscent of a Gouy—Chapman profile.

The general picture is such that the majority of
excess protons are located in the central part of the
hydrated hydrophilic nanochannels. In this region,
the water is bulklike (for not too low degrees of
hydration) with local proton transport properties
similar to those described for water in Section
3.1.1.1.1. Therefore, the transport properties are
indeed a function of the considered length and time
scales,?4??5 and the activation enthalpies of both
proton mobility and water diffusion are similar to
those of bulk water and only increase slightly with
decreasing degree of hydration for intermediate
water contents (Figure 9).197.224,226-228

Apart from the slight retardation of proton mobility
(Do) and water diffusion (Dn,0) within the hydrophilic
domain, the decrease in the transport coefficients
with decreasing degree of hydration mainly reflects
on the decreasing percolation within the waterlike
domain. At the highest degrees of hydration, the
major proton conduction mechanism is structure
diffusion (D, > Dmn,o, Figure 9). With decreasing
water content, the concentration of excess protons in
the aqueous phase is increasing, which, in turn,
increasingly suppresses intermolecular proton trans-
fer and, therefore, structural diffusion, as witnessed
in aqueous solutions! (see Figure 2 and Section
3.1.1.1.1). Consequently, proton mobility at interme-
diate and low degrees of hydration is essentially
vehicular in nature. Nonequilibrium statistical me-
chanics-based calculations (see Section 2.3) of the
proton self-diffusion coefficients in Nafion and PEEKK
membranes over a range of hydration conditions have
addressed this conductivity contribution, and they
clearly show that the diffusion of water (vehicle) and
hydrated protons (H;O™) are retarded, as a result of
confinement in an environment where the water and
protons are perturbed by the presence of a substan-
tial density of sulfonate (i.e., negative charge)
groups.“>4¢ These calculations also showed that struc-
ture diffusion contributes to the diffusion of protons
at the higher water contents (i.e., >13 water mol-
ecules per sulfonic acid group; see Section 2.4).20:22.23
The very high conductivity activation volumes
(conductivity decreases with applied pressure
(—=KT 9 In a/d In p)), which are particularly evident
in well-separated perfluorosulfonic acid polymers
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Figure 9. Proton conductivity diffusion coefficient (mobil-
ity) and water self-diffusion coefficient of Nafion 117 (EW

= 1100 g/equiv), as a function of temperature and the
degree of hydration (n = [H,0]/[-SOzH]).1%7

(Nafion, Dow),?'® may then also be understood as a
confinement effect. Pressure probably leads to an
increasing dispersion of the water, i.e., the hydro-

phobicand hydrated hydrophobicdomainsare “squeezed”
into each other, forming a more dendritic microstruc-
ture with narrower hydrophilic channels. This view
explains straightforwardly why conductivity activa-
tion volumes in less-separated (better-dispersed)
hydrocarbon-based membranes?® are significantly
smaller. As long as the confinement does not fall
below ~1 nm, the water at the center of the channels
may still be bulklike (Figure 8), and the diffusion of
hydrated protons has a large hydrodynamic compo-
nent with significant long-range velocity correlations,
typical for viscous media. This feature will be ad-
dressed later in this article to explain the unusually
high electro-osmotic drag coefficients (Section 3.2.1.1).

For very low degrees of hydration (i.e., for Nafion
membranes with <6 water molecules per sulfonic
acid group), the decreasing solvent (water) activity
leads to a decreasing dissociation of the sulfonic acid
group, i.e., an increasing exclusion of protons from
the transport in the aqueous phase. Changes in the
neighboring chemical group to the sulfonic acid (i.e.,
changing from a perfluoro methylene to an aromatic
carbon: Nafion to S-PEK) will also affect the dis-
sociation and separation of the proton from the acidic
group.?° This effect is dependent not only on the
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acidity of the sulfonic acid group, but also on the
dielectric constant of the water of hydration. With
this understanding, the significant decrease of con-
ductivity in the presence of methanol,?*® which actu-
ally exhibits similar self-diffusion coefficients as
water (see Section 3.2.1.1) but with a lower dielectric
constant, may then be explained by increased ion
pairing (decreasing dissociation).

3.1.2.2. Adducts of Basic Polymers with Oxo-
acids. To date, the most relevant materials of this
type are adducts (complexes) of polybenzimidazole
(PBI) and phosphoric acid, as introduced by Wain-
right et al.??® In contrast to water, which exhibits a
high mobility for protonic defects but a very low
intrinsic concentration of protonic charge carriers,
phosphoric acid shows both high mobility and a high
concentration of intrinsic protonic defects (see Section
3.1.1.2). In other words, phosphoric acid is intrinsi-
cally a very good proton conductor with a very small
Debye length, and its charge carrier density is hardly
affected by the interaction with PBI. Indeed, a strong
acid/base reaction occurs between the nonprotonated,
basic nitrogen of the PBI repeat unit and the first
phosphoric acid absorbed. The transfer of one proton
leads to the formation of a benzimidazolium cation
and a dihydrogenphosphate anion, forming a stable
hydrogen-bonded complex, as shown by infrared
spectroscopy.?3%23 It is a common observation for all
systems of this type that their conductivity strongly
increases upon further addition of an oxo-acid ap-
proaching the conductivity of the pure acid for high
acid concentrations (recently free-standing films of
PBI-nH3PO, with extremely high acid-to-polymer
ratios of >10 have been reported).?®? In particular,
there is no indication of participation of the polymer
in the conduction process (also see discussion below).

Although no microstructural information is avail-
able to date, the macroscopic transport has been
investigated in the related system of poly(diallyldi-
methylammonium-dihydrogenphosphate) and phos-
phoric acid, (PAMAT H,PO,)-nH3P0,4.2% The proton
mobility (D,) and the self-diffusion coefficient of
phosphorus (Dp), as a measure of the hydrodynamic
diffusion of the system, is shown in Figure 10 for a
given temperature, as a function of the polymer/acid
ratio. Similar to pure phosphoric acid, the mobility
of protonic charge carriers is significantly higher than
the self-diffusion coefficient of the phosphate species
and both transport coefficients decrease with increas-
ing polymer content virtually in the same manner.
The main effect, obviously, is just the decreasing
percolation within the liquidlike portion of the phos-
phoric acid domain, which is reminiscent of the
situation in hydrated acidic polymers (see Figure 6).
At very small acid contents, when all the phosphoric
acid is immobilized in the 1:1 complex, only very little
conductivity is left.

Similar to that observed for pure phosphoric acid,
the transport properties of PBI and phosphoric acid
are also dependent on the water activity, i.e., on the
degree of condensation (polyphosphate formation)
and hydrolysis. There is even indication that these
reactions do not necessarily lead to thermodynamic
equilibrium, and hydrated orthophosphoric acid may
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Figure 10. Proton conductivity diffusion coefficient (mo-
bility) and self-diffusion coefficient of phosphorus for poly-
(diallyldimethylammonium-dihydrogenphosphate)—phos-
phoric acid (PAMATH,PO,~)-nH3P0,), as a function of the
phosphoric acid content.?3® Note that the ratio D,/Dp
remains almost constant (see text).

coexist with polyphosphates in heterogeneous gel-like
microstructures.?*? Not much is known on the mech-
anism of proton transport in polymer adducts with
polyphosphates and/or low hydrates of orthophos-
phoric acid. The determination of whether the in-
creased conductivity at high water activities is the
result of the “plasticizing effect” of the water on the
phosphate dynamics and thereby assisting proton
transfer from one phosphate to the other, or whether
the water is directly involved in the conduction
mechanism, has not been elucidated.

3.1.2.3. Separated Systems with Immobilized
Proton Solvents. Both types of heterogeneous sys-
tems discussed previously are comprised of a poly-
meric domain and a low-molecular-weight liquidlike
domain (e.g., H;O, H3PO,4) with weak ionic or hydro-
gen-bond interaction between the two domains. Apart
from other polar solvents, heterocycles such as imi-
dazole, pyrazole, and benzimidazole have been in-
tercalated into sulfonated polymers,70.171.234.235 re.
sulting in similar transport properties, as discussed
for the hydrated systems in Section 3.1.1.1, although
at somewhat higher temperatures. Apart from the
proton donor and acceptor sites (N), such solvents
contain additional sites (C), which may be used for
covalent “grafting” to oligomeric or polymeric struc-
tures. If these are hydrophobic (nonpolar), a similar
separation as that described in Section 3.1.1.1 may
occur, however with covalent bonding bridging the
nonpolar/polar “interface”. This approach has been
implemented to obtain systems with completely im-
mobilized proton solvents that still exhibit high
proton conductivity with structure diffusion as the
sole proton conduction mechanism (see Figure 3). Of
course, the covalent bonding across the nonpolar/
polar interface mediates a significant influence of the
nonpolar portion of the structure on the structure and
dynamics of the polar proton-conducting domain.
This cannot be approximated by simple percolation
effects, as discussed for adducts of basic polymers



4660 Chemical Reviews, 2004, Vol. 104, No. 10

with oxo-acids (see also Figure 10), but rather in a
more complex fashion, involving (i) the position and
character of the covalent bonding between the polar
solvent and the nonpolar portion of the structure, (ii)
the softness of this structure, and (iii) the volume
fraction of the polar solvents.

As described in Section 3.1.1.3, the two nitrogens
of the heterocycles act equally as proton donors or
acceptors. Any covalent immobilization must avoid
reduction of this symmetry, which is best achieved
using the carbon between the two nitrogens (i.e., C2
in imidazole or C4 in pyrazole) for covalent bonding.
Interestingly, this is not the case in histidine, which
is an imidazole containing amino acid, which is
frequently involved in proton translocation processes.
However, the energetic asymmetry is very small (~20
meV) in this particular case.?%® The type of bonding
seems to be much more important, i.e., only single
bonds allow reorientation of the bonded heterocycle,
which is a persistent element in the proton conduc-
tion mechanism (see Section 3.1.1.3). To minimize the
constraints in the dynamical aggregation of the
heterocycles, immobilization via flexible spacers, such
as alkanes or ethylene oxide (EO) segments, seems
to be favored.?**23" The optimum spacer length is
then given by the optimum balance between hetero-
cycle aggregation and heterocycle density, on one
hand, and the dynamics of the hydrogen bond net-
work formed by the heterocycles on the other hand.
The compound 2,2'-bis(imidazole), which is a brittle
solid with a high melting point, is perfectly ag-
gregated by strong static hydrogen bonding with
negligible proton conductivity (according to recent
results from the laboratories of one of the authors).
Separating the two imidazoles by a soft EO spacer
leads to the appearance of significant proton conduc-
tivity and a decrease in the melting point and glass-
transition temperature (Tg) with increasing spacer
length.?38.239 The conductivity then displays typical
VTF behavior and, for a given concentration of excess
protons (dopant), it is very similar for all spacer
lengths when plotted versus 1/